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Introduction

The world economy, that collection of human ac-
tivities spanning national borders, touches us all. The
banking executive organizing global financial services
and the poor agricultural worker cultivating an ex-
port crop are both strongly influenced by global
economic forces beyond their control. The banking
executive operates within a financial services protocol
of the World Trade Organization and in financial
markets that increase in importance with every
passing year and yet remain stubbornly volatile in
new and not always predictable ways. The agricul-
tural worker sees her fortunes rise and fall with the
world price of the export crop she produces and the
remittances she receives from her son who works
abroad in a country she will never visit. The value of
these remittances changes with her country’s ex-
change rate, as well as with the business cycle where
her son works. The banking executive and the agri-
cultural worker do not know one another, but both
are participants in what we call the world economy.

This work conceives of the world economy as the
interaction among countries in four broad areas:
international trade, international finance, interna-
tional production, and international economic de-
velopment. Some decades ago, considerations of the
world economy neatly fit into only two of these four
areas, namely international trade and international
finance. Not today. Significant changes in the way
production is taking place in the world, the emer-
gence of new regions as active locations of this pro-
duction, and conceptual and theoretical advance-
ments in our understanding of economic growth

necessitate a more inclusive view. What we con-
ceive of as the “world economy” here is more than
just traditional international economics. Integration
among countries in the four broad areas considered
here has progressed to the extent that it is appropriate
to conceive of the world as having characteristics of a
single global economy.

Despite the importance of the modern world
economy, people around the globe face a number of
challenges in their attempts to understand it. Fore-
most among these challenges is a tendency for the
relevant published works to be either too general or
too specialized to suit the needs of students in eco-
nomics and the broader social sciences, public policy
and public affairs, international studies, and busi-
ness, as well as the large and growing number of
professionals working in international economic
policy. Works intended for a popular audience tend
to focus on broad themes and theories, often with a
political point of view. Articles in academic journals
often use terminology and mathematics beyond the
reach of the nonspecialist.

This encyclopedia is intended to bridge the gap
between the general and the specialized. It explains
the structure and workings of the world economy,
summarizes issues and debates related to economic
globalization, and provides suggestions for further
reading on more than 300 topics. With a few nec-
essary exceptions, the entries in this book eschew
the broad sweep. Instead, we have chosen topics we
consider essential to a real understanding of forces at
play. The entries for the most part do not employ
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advanced mathematics or highly technical language.
Their aim is to accurately educate and inform, not
overwhelm.

Structure and Coverage

The entries fall into six major categories: concepts
and principles; models and theory; institutions and
agreements; policies and instruments; analysis and
tools; and sectors and special issues. Our selection
of topics in the last of these categories, sectors and
special issues, was based on policy relevance rather
than on theoretical considerations. We have not in-
cluded biographical entries, but individuals who
have played a significant role in the world economy
are mentioned in the relevant topical entries; their
names also appear in the index.

The Encyclopedia is informed by the modern
history of international economic relations since the
introduction of the gold standard in the late 19th
century. This is widely considered to be the begin-
ning of the modern era of economic relations and, as
such, offers a useful starting point. We have tried to
select topics that will continue to be important
essential concepts, perennial issues, and long-term
trends  regardless of the particular future course of
the world economy.

International Trade
Around 1980, our understanding of international

trade
among the countries of the world  began to change.

the exchange of merchandise and services

In response to emerging patterns of trade within
(rather than between) manufacturing and service
sectors, new theories emerged based on imperfect
competition and economies of scale, supplementing
the old stories of comparative advantage based on
factor or resource endowments in which, for exam-
ple, a country with a relatively large amount of labor
would export labor-intensive goods. At the same
time, trade policy agendas rapidly expanded into new
areas such as trade in services, intellectual property, a

new generation of preferential trade agreements, and
the settlement of disputes. Trade economists and
trade lawyers became acquainted. Unforeseen issues
emerged out of or alongside of trade negotiations
such as trade and the environment, trade and labor,
and trade and public health.

Trade-related entries in this Encyclopedia reflect
this new reality. Standard models of international
trade (the Ricardian model, the Heckscher-Ohlin
model, and the specific-factors model) are given their
due by world-renowned trade theorists. New Trade
Theory (i.e., based on oligopoly and monopolistic
competition) also receives attention, as do its applica-
tions in areas such as the New Economic Geography.
We supplement these core models with entries on a
large set of basic concepts, from absolute and com-
parative advantage to terms of trade and fragmenta-
tion. A host of trade policy instruments are covered,
from basic tariffs to nontariff measures, including
quotas, tariff rate quotas, and technical barriers to
trade. A large number of institutions and agreements
are covered, from the obvious (e.g., the World Trade
Organization) to the less well known (e.g., the
Convention on Biological Diversity and the Con-
vention on International Trade in Endangered Spe-
cies). We also give attention to commonly used tools
of analysis, such as revealed comparative advantage,
effective protection, and gravity models. Finally,
we cover a range of special issues such as access to
medicines, gender, and the illegal drugs trade.

International Finance

Changes have been even more dramatic in the realm
of international finance than in international trade.
The liberalization and integration of global financial
markets began in the 1980s, but accelerated signifi-
cantly in the 1990s. For example, data from the Bank
for International Settlements indicate that global
foreign exchange turnover increased from U.S. $620
billion in 1990 to U.S. $3.2 trillion in 2007. Po-
tential benefits that can emerge from these changes
include improved resource allocation from countries
specializing in financial services; increased portfolio



diversification; improved competition in the finan-
cial sector; and increased market discipline on pol-
icymakers. Such changes can have positive effects on
the overall growth and development of the countries
involved.

Thatsaid, these changes in the landscape of global
finance have also been associated with repeated epi-
sodes of significant turbulence. For example, in
1992 93, Europe was faced with the very real pos-
sibility of a complete collapse of the European Ex-
change Rate Mechanism (ERM). In 1994 95, the
Mexican currency crisis involved a steep devaluation
of the peso and brought Mexico to the brink of de-
fault, with spillover effects on Argentina and Brazil.
Between July 1997 and mid-1998, the world expe-
rienced the effects of the Fast Asian crisis, which
started somewhat innocuously with a run on the Thai
baht, but spread swiftly to a number of other regional
currencies, most notably the Indonesian rupiah,
Malaysian ringgit, Philippine peso, and Korean won.
Other large emerging economies, such as Russia and
Brazil, also experienced periods of significant market
weakness and required the assistance of the Interna-
tional Monetary Fund. The Russian ruble was de-
valued in August 1998, while the Brazilian real’s fixed
rate to the U.S. dollar was eventually broken in
January 1999. A number of other smaller emerging
economies, such as Turkey and Ecuador, also expe-
rienced currency and financial crises in the 1990s.

Another striking change has been the reversal of
capital flows from developed to developing coun-
tries. Due in large part to the emergence of a signif-
icant current account deficit (i.e. spending in excess
of national saving) in the United States and involving
the official transactions of central banks, the devel-
oping world is now an exporter of capital to the de-
veloped world rather than an importer. In fact, the
flow of international capital from developing coun-
tries to developed countries is now one of the key
paradoxes of the global economy, as is the fact that
foreign governments and central banks have become
major participants in global financial markets via the
creation of sovereign wealth funds.

Finance-related entries in the Encyclopedia reflect
these important changes. Standard models of inter-

national finance and open-economy macroeconom-
ics are covered, including the interest parity condi-
tions and the Mundell-Fleming model, and a host of
basic concepts such as balance of payments, capital
flight, currency crisis, and sterilization. These are
supplemented with more recent theoretical contri-
butions such as the New Open Economy Macro-
economics. Entries on policy instruments include
capital controls, hedging, and foreign exchange in-
tervention, to name a few. Coverage also includes the
basic analytical tools of the field, such as early warn-
ing systems and exchange rate forecasting, as well as
special topics such as financial services, sequencing of
financial sector reform, recycling of petrodollars, and
money laundering.

International Production

As mentioned earlier, a key change in the world
economy has been in the structures of international
production of goods and services, as multinational
enterprises (MNEs) engage in varieties of foreign
direct investment (FDI) with managerial influence
over foreign-based productive enterprises. Drawing
on both the work of eatlier theory in international
business and new developments in trade theory,
economists have incorporated MNEs and FDI into
the theory and practice of international economics.
At the same time, issues such as outsourcing
and offshoring have attracted public attention and
increased political interest in this area. This has
occurred both in high-income countries, where
outsourcing has moved to white-collar as well as
blue-collar occupation categories, and in developing
countries, where new income-generating possibilities
have emerged outside of manufacturing.

When deciding to become a MNE, a firm chooses
the mode that maximizes its profits, typically con-
sidering such options as exporting and licensing a
local firm (outsourcing/offshoring) as alternatives.
Consequently, models usually revolve around the
trade-offs between FDI and atleast one alternative. In
these models, the location of production differs be-
tween FDI and exporting, and whether transactions
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occur within the firm differs between FDI and
licensing.

Like trade, much FDI occurs between similar,
developed countries and is often two-way, but FDI
has grown even more rapidly than trade. A large share
of world trade (about 30 percent) occurs within firms
and is known as intrafirm trade. MNE:s tend to arise
in industries with large research and development
expenditures relative to sales, significant product
differentiation, and substantial intangible assets such
as intellectual property and brand value. FDI is
mostly horizontal ~with MNEs creating local pro-
duction facilities in each country and selling within
each country or region rather than vertical, in
which MNEs allocate production processes across
countries and ship the products back home.

Our coverage of international production begins
with issues of theory, from long-standing pursuits
such as location theory to emerging issues of im-
portance such as FDI under monopolistic competi-
tion and oligopoly. These more formal consider-
ations are again supplemented with a set of entries on
basic concepts, from FDI and MNEs themselves to
intangible assets and technology licensing. Coverage
of policy instruments includes entries on domestic
content requirements, foreign equity restrictions,
and trade-related investment measures more broadly.
We also cover specific analytic tools such as market
size and exchange rates as they relate to FDI. Finally,
the book addresses several special issues related to
FDI, such as FDI and export performance and FDI
and labor markets.

International Economic Development

Due to the huge disparities in standards of living
around the globe and the tremendous impact, for
good or ill, of international economic transactions in
the development process, the ideas and policies that
shape economic development are subject to ongoing
and highly charged debates. In entries on influential
development institutions, such as the World Bank,
and policy frameworks, such as import substitution
industrialization and the Washington consensus, our

goal is to explain these debates without attempting to
resolve them. Entries on economic developmentand
the evolution of development thinking are designed
to provide the reader with a conceptual framework
and a context for understanding the issues addressed
in entries such as international migration, interna-
tional trade and economic development, and tech-
nological progress in open economies.

Since the 1990s, development thinking has
shifted toward recognizing the central importance of
political processes in structuring and potentially lim-
iting economic development. Reflecting this shift,
the Encyclopedia attempts to view the economic
processes of development in the broader context of
political decision-making. This emphasis on political
economy is apparent in many of the entries on eco-
nomic policy and takes center stage in entries that
address the linkages between economic and political
systems, such as those on democracy and develop-
ment, corruption, and international aid and political
economy. Finally, while most of the development
entries take the national economy as their starting
point, entries on global poverty, global income in-
equality, and international income convergence take
a deliberately transnational approach, reflecting the
growing consensus that it is now meaningful to view
some issues from the perspective of a single global
economy.

Using the Encyclopedia

There are a number of ways to engage with the en-
cyclopedia. Entries are arranged in alphabetical
order. If you are uncertain of the particular entry that
may be most appropriate to your interest, you can
consult the Topical List of Entries, which groups the
entry terms by category. You also can consult the
index to find topics that are covered in related entries
but do not have entries of their own.

At the end of most entries you will find “See also”
references to other entries related to the topicat hand.
Each entry concludes with an annotated Further
Reading list to guide readers with an interest in ad-
ditional research.
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World Bank

World Trade Organization

Policies and Instruments

International Trade

anti-dumping

competition policy

countervailing duties

government procurement

migration governance

nontariff measures

quotas

rules of origin

safeguards

sanctions

sanitary and phytosanitary measures
special and differential treatment
tariff escalation

tariff rate quotas

tariffs

technical barriers to trade

trade facilitation

trade-related investment measures (TRIMs)

International Finance

bail-ins

bailouts

band, basket, and crawl (BBC)
beggar-thy-neighbor policies
capital controls

commodity-price pegging
common currency

convertibility

currency board arrangement (CBA)
currency substitution and dollarization
deposit insurance

discipline



dollar standard

dual exchange rate

expenditure changing and switching
foreign exchange intervention

hedging

inflation targeting

International Monetary Fund conditionality
International Monetary Fund surveillance
international reserves

lender of last resort

mercantilism

multiple currencies

special drawing rights

sterilization

Tobin tax

International Production

domestic content requirements

foreign equity restrictions

intellectual property rights and foreign direct
investment

subsidies and financial incentives to foreign
direct investment

trade costs and foreign direct investment

trade-related investment measures (TRIMs)

International Economic Development
aid, bilateral

aid, food

aid, humanitarian

aid, international

aid, military

capital accumulation in open economies
capital controls

domestic content requirements

export processing zones

export promotion

import substitution industrialization
migration governance

social policy in open economies

special and differential treatment
structural adjustment

technological progress in open economies
trade-related investment measures (TRIMs)
Washington consensus

5. Analysis and Tools

International Trade

applied general equilibrium models
effective protection

gravity models

partial equilibrium models

revealed comparative advantage
tariff-cutting formulas

International Finance
balance of payments

early warning systems
equilibrium exchange rate
exchange market pressure
exchange rate forecasting
Latin American debt crisis
monetary conditions index
monetary policy rules

real exchange rate

International Production

agglomeration and foreign direct investment

appropriate technology and foreign direct
investment

exchange rates and foreign direct
investment

factor endowments and foreign direct
investment

fixed costs and foreign direct investment

infrastructure and foreign direct investment

market size and foreign direct investment

unions and foreign direct investment

6. Sectors and Special Issues

International Trade
access to medicines
air transportation
agriculture

child labor

corporate governance
digital divide
electronic commerce
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financial services

gender

illegal drugs trade
information and communication technology
labor standards
pharmaceuticals

shipping

smuggling

steel

textiles and clothing

trade and the environment
trade and wages

International Finance

balance sheet approach/effects
capital flows to developing countries
carry trade

debt deflation

dollar standard

euro

Eurocurrencies

financial services

global imbalances

hedge funds

international financial architecture
international financial centers
monetary versus fiscal dominance
money laundering

offshore financial centers
sequencing of financial sector reforms
sovereign wealth funds

International Production

foreign direct investment and exit of local
firms

foreign direct investment and export
performance

foreign direct investment and innovation,
imitation

foreign direct investment and international
technology transfer

foreign direct investment and labor markets

foreign direct investment and tax revenues

International Economic Development
access to medicines

child labor

corruption

democracy and development
digital divide

global income inequality
global public goods

health and globalization
poverty, global

textiles and clothing
transition economies
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B absolute advantage

A country is said to have an absolute advantage over
another country in the production of a good or ser-
vice if it can produce that good or service (the “out-
put”) using fewer real resources (like capital or labor,
the “inputs”). Equivalently, using the same inputs,
the country can produce more output. The concept
of absolute advantage can also be applied to other
economic entities, such as regions, cities, or firms, but
we will focus attention on countries, specifically in
relation to their production decisions and interna-
tional trade flows. The fallacy of equating absolute
advantages with cost advantages is a never-ending
source of confusion. Deviations between the two are
caused by the fact that real resources may receive
different remunerations in different countries.

In reaction to the mercantilist literature of the
17th century (which advocated state regulation of
trade to promote wealth and growth), a doctrine of
free trade emerged at the end of the 18th century,
culminating in 1776 in Adam Smith’s masterpiece,
An Inquiry into the Nature and Causes of the Wealth of
Nations. Drawing on the work of others, Smith was
able to put many different arguments and elements
together in a coherent and systematic framework,
organized using a few general principles, and thus
providing a new way of thinking about political
economy (Irwin 1996). Smith thus provided the first
analysis of economic reasons for advocating a policy
of free trade and, according to Joseph A. Schumpeter
(1954, 374), “seems to have believed that under free
trade all goods would be produced where their ab-
solute costs in terms of labor are lowest.”

Smith’s arguments can be summarized as follows.
First, he points out that regulations favoring one in-
dustry draw away real resources from another indus-
try, where they might have been more advantageously
employed (opportunity costs). Second, he applies
the opportunity cost principle to individuals in a
society  for example, by pointing out that the tailor
does not make his own shoes (which would cost him a
lot of time) but buys them from the shoemaker (who
can produce them more efficiently). Each individual
is therefore specializing in the production of those
goods and services in which he or she has some ad-
vantage. Third, Smith applies the same principles of
opportunity costs and specialization to international
commercial policy and nations. It is better to import
goods from abroad where they can be produced more
efficiently, because this allows the importing country
to focus production on the goods it can itself produce
efficiently. The primary (classical) reason for inter-
national trade flows is therefore a difference of tech-
nology between exporter and importer.

Principle of Absolute Advantage To illustrate
the principle of absolute advantage, suppose that
there are two countries (the United States and Japan)
producing two goods (food and cars), using labor as
the only input. Assume that goods can be traded
without costs and workers are immobile between the
two countries, but mobile between the two sectors
within a country. All workers in a country are equally
productive. Production technology in Japan differs
from that in the United States (see table 1). We as-
sume that Japan requires three units of labor to
produce one unit of food, whereas the United States
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Table 1
Productivity tables, an example of absolute advantages

a. Units of labor
required to produce

b. Units of output
produced with one

one unit of output unit of labor
food cars food cars
USA 2 8 1/2 1/8
Japan 3 6 1/3 1/6

requires only two units of labor. Similarly, Japan
needs six units of labor to produce one car, whereas
the United States needs eight units of labor. Since
Japan is more efficient in the production of cars and
the United States is more efficient in the production
of food, Japan has an absolute advantage in the
production of cars and the United States has an ab-
solute advantage in the production of food.

To show that specialization of production, cou-
pled with international trade flows according to ab-
solute advantage, can be advantageous, in our ex-
ample suppose that the United States produces one
car less. This frees up eight units of labor, which can
now be used to produce 8/2=4 units of food (op-
portunity cost of car production in the United
States). The United States has now produced one car
less and four units of food more. Suppose that the
United States wants to consume the same number of
cars as before. It must then import one car from
Japan. To produce this car Japan needs six units of
labor. These laborers must come from the food sec-
tor, where production therefore drops by 6/3=2
units of food (opportunity costs of car production in
Japan). Now note that the total production of cars
has been unchanged (one car less in the United States
and one car more in Japan), while the total produc-
tion of food has increased by two units (four units
more in the United States and two units less in Ja-
pan). These extra units of food reflect the potential
gains from specialization if both countries concen-
trate in the production of the good they produce
most efficiently. In principle, both countries can
gain: for example, if they exchange three units of food
for one car.

Complications and Limitations There are several
caveats to the foregoing analysis, some of which we
discuss now.

Absence of absolute advantage: The example
discusses a situation where one country has an ab-
solute advantage in the production of one good and
the other country in the production of another good.
Itis frequently argued that developing countries may
lack the technology to gain an absolute advantage in
the production of any good, such that they cannot
possibly compete on the global market and benefit
from free trade (in table 1, for example, if the United
States needs four laborers to produce one unit of
food). This conclusion is wrong, however, according
to David Ricardo’s model of comparative advantage
(which emphasizes labor as the primary production
factor and attributes the costs and benefits of trade to
the differences in opportunity costs among coun-
tries), since technologically disadvantaged countries
can compete on the global market by paying lower
wages. [t turns out thatabsolute advantage is neithera
necessary nor a sufficient condition for exporting a
certain good and gaining from international trade.

More factors of production: In reality, goods are
produced using several factors of production simul-
taneously, such as capital, land, and various types of
labor. Usually, goods then cannot be ranked ac-
cording to absolute advantage as their production in
one country requires more of one input and simul-
taneously less of another input than in another
country. These issues are analyzed in the Heckscher-
Ohlin (factor abundance) theory of international
trade.

Intra- versus interindustry trade: The example
discusses interindustry trade, which is the exchange
of one type of good (cars) for another type of good
(food). Many countries engage in intraindustry
trade, the exchange of similar types of goods (e.g.,
simultaneously exporting and importing car parts).
This type of trade is becoming ever more important.
It can be based on market power and economies of
scale, as analyzed in New Trade Theory.

Absolute Advantage, Income, and Wages De-
spite the limitations and complications just dis-
cussed, absolute advantages (as reflected by differ-



ences in technology) are important for explaining
current international trade flows and differences
between countries in terms of income levels and wage
rates. Daniel Trefler (1995) systematically analyzes
these issues by combining the Heckscher-Ohlin
model with technology differences, while taking into
consideration the empirically observed home coun-
try bias (a consumer preference for domestically
produced goods over otherwise identical imports).
This combination explains about 93 percent of in-
ternational trade flows. It also shows that technology
differences are largely responsible for the deviations
in income levels (and wage rates) between, say, the
African countries and the high-income countries of
the Organisation for Economic Co-operation and
Development. For this reason absolute advantage
does retain relevance for understanding the modern
world economy.

See also comparative advantage; economies of scale;
gains from trade; Heckscher-Ohlin model; intraindustry
trade; new trade theory; revealed comparative advantage;
Ricardian model; trade and wages
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B access to medicines
The term access to medicines encompasses the array of
problems faced by the world’s lowest-income in-
habitants, who often cannot afford, or do not have
access to, medications that could greatly reduce the
disease burden under which they suffer. The prob-
lems include deficient medical infrastructure, im-
balances between prices and ability to pay, and the
lack of incentive to develop medicines that would
treat diseases endemic to low-income nations.
During the 20th century, numerous technological
breakthroughs in pharmaceutical therapy made it
possible to cure or at least alleviate most of the dis-
eases that have killed or debilitated millions of people
each year. But the ability to purchase those medicines
is concentrated in relatively afluent nations, where
the vast majority of pharmaceutical sales occur. At
the other extreme, roughly 60 percent of the world’s
population live in nations defined by the United
Nations in 2000 as “low income,” with per-capita
gross national product averaging less than $530 (at
prevailing exchange rates) a year in 1998. The World
Health Organization (WHO) (2004, 61) estimates
that in 1999 those nations made only 2.9 percent of
the world’s pharmaceutical purchases. The WHO
has predicted that by expanding access to available
health interventions, and especially essential medi-
cines, 10.5 million lives could be saved annually by
the year 2015. Lack of access to medicines and
complementary health care in turn perpetuates a vi-
cious spiral: poor health impairs productivity and
economic development, while low productivity
keeps the citizens of the least-developed nations too
poor to afford appropriate health care.
Affordability The medicine access problem has
several facets. The overriding problem is inability of
individuals to afford medicines. Health insurance is
an absent corrective; an estimated 90 percent of the
people in developing nations lack such insurance.
Inability to pay restricts not only the demand for
medicines but also the supply of physicians able to
diagnose diseases and recommend appropriate ther-
apies. Nations classified as low income in 1998 by the
United Nations had 70 physicians per 100,000
populadon; those classified as high income, 252. In
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many instances, the only advice available comes from
traditional practitioners whose herbal remedies may
work for some indications, but with at best erratic
success due to the lack of evidence from controlled
experiments. For diseases such as AIDS, malaria, and
tuberculosis, carefully administered therapy regi-
mens must be maintained to inhibit the emergence of
resistant strains. Counterfeit versions of first-world
drugs continue to be a significant problem, in part
because third-world health-care authorities lack sys-
tematic testing and approval institutions.

In their efforts to combat the burden of disease,
health authorities at the WHO and in individual less-
developed nations have since 1977 published “model
lists” of so-called essential drugs. Drugs have been
included on the list in part because of their proven
efficacy and partly because of their relatively low cost.
Low cost in turn has been achieved by emphasizing
generic drugs, that is, those on which patent rights
restricting supply to a single firm have expired.
Historically, more than 90 percent of drugs on the
WHO’s model lists have been generics. However,
this emphasis was threatened by the emerging epi-
demics of HIV/AIDS and related opportunistic
diseases such as resistant tuberculosis and crypto-
coccal meningitis. Virtually all of the drugs effective
against those discases were patented and, at least
initially, available only at costs for a year’s treatment
exceeding total average incomes of citizens in low-
income nations.

The Trade-Related Aspects of Intellectual Prop-
erty (TRIPS) agreement culminating the World
Trade Organization’s (WTO) Uruguay Round
Treaty, signed at Marrakech in April 1994 and im-
plemented in 1995, exacerbated this situation. Up to
that time, many less-developed nations, emulating
some more prosperous countries, were able either to
produce or, more likely, import patented drugs be-
cause they granted no patent rights on pharmaceu-
tical product inventions. TRIPS required that sig-
natories to the Marrakech treaty begin awarding such
patents  within one year for the wealthiest nations,
five years for middle-income countries, and ten years
(later extended to the year 2015) for the least-de-
veloped nations. Transitional provisions also re-

quired grants of marketing exclusivity for post-1994
inventions on which initial patent applications were
filed. Especially for AIDS and AIDS-related diseases,
this posed special problems. Up to that time, the
newest and most effective drugs might be available
generically from India and other nations that had not
awarded pharmaceutical product patents. But as the
TRIPS provisions began to bind on India, Brazil,
South Africa, and other nations, their ability to
continue supplying low-cost generics atrophied.

The combination of TRIPS and the AIDS epi-
demic precipitated a crisis. Two main solutions
emerged. First, at a joint WHO WTO conference
in Hesbjor, Norway, in April 2001, a consensus
emerged encouraging the world’s leading research-
oriented pharmaceutical companies to practice
“differential” or “Ramsey” pricing. The companies
would charge high prices in rich nations and make
life-saving drugs available to consumers in low-in-
come nations at prices approaching marginal cost.
From what had been near parity of AIDS drug prices
across rich and poor nations (Scherer and Watal
2002), wholesale prices were shown by Lucchini et al.
(2003) and the UK Department for International
Development (2005, 22) to have plummeted in the
least-developed nations, in some cases by as much as
98 percent. One consequence of such discriminatory
pricing was the reexport of low-price drugs to high-
price nations, but steps to suppress this “parallel
trade” were quickly implemented. Donations from
multinational pharmaceutical firms to organizations
providing health care in less-developed nations in
effect, sales at a zero price  also helped increase ac-
cess to essential medicines.

Second, because of exceptions written into the
original TRIPS agreement, nations were able to
threaten or actually implement compulsory licensing
of existing or new patents on AIDS and other epi-
demic disease drugs in order to authorize generic
production. Threats of compulsory licensing in-
duced multinational patent holders to reduce sharply
the prices of their branded drugs in the third world
and enter into voluntary agreements with such na-
tions as Brazil and South Africa to permit generic
supply. A limitation in the original TRIPS text was



that production under a compulsory license was to be
“predominantly for the supply of the [Member’s]
domestic market.” However, many of the world’s
least-developed nations lacked both the technologi-
cal know-how and sufficient market scale to produce
generics for their own use. A permissive amendment
to the TRIPS agreement accepted in August 2003
following a mandate issued at the Doha Round of
international trade negotiations in 2002 alleviated
this problem. The TRIPS agreement does not re-
quire nations formally to report compulsory licens-
ing decrees, and as of 2006, only an AIDS drug li-
cense by Thailand to a government entity, minimally
controversial under TRIPS, had come to light pub-
licly. The existence of other unreported cases cannot
be ruled out. Alternatively, post-2000 price and
voluntary license developments may have been suf-
ficient to satisfy the limited ability of low-income
nations to distribute drugs effectively.

Incentives for Drug Development Another
fundamental problem preventing access to medicines
is the lack of innovative drugs targeted specifically
toward diseases prevalent only in the third world, for
instance, sleeping sickness, Chagas disease, and
leishmanisais. Because low-income nations have
limited purchasing power, multinational pharma-
ceutical firms lack demand-based incentives for re-
search and testing on drugs targeted toward the so-
called tropical diseases and the resistant strains that
continue to evolve. A study for Medicins sans
Frontiéres (2001) revealed that among 1,393 new
drug chemical entities introduced into world markets
between 1975 and 1999, only 13 (or 15 counting tu-
berculosis) drugs were indicated for tropical diseases.
Also deficient has been the development of vaccines
that could prevenr diseases curable using modern
medicines, but at costs too high to be sustained by
overstressed third-world medical care providers.

Here too the AIDS crisis played an important role
in inducing corrective initiatives. Some large muld-
national pharmaceutical companies, seeing the
problem as a moral challenge, increased research and
development (R&D) efforts targeted at third-world
diseases and established new laboratories nearer the
potential markets. Private philanthropic organiza-

tions such as the Gates Foundation have provided
generous subsidies to support R&D on new drugs
and vaccines to combat third-world diseases. Their
efforts complemented the work of the UN AIDS
initiative and similar programs by national govern-
ments. In 2005 6, delegates from the world’s eight
largest market economies (the G-8) approved in
principle a program to stimulate the development of
vaccines by agreeing to purchase at generous pre-
specified prices $3 billion worth (in each category) of
new vaccines effective against AIDS, malaria, and
tuberculosis. However, as of 2006, the G-8 member
nations were tardy in backing their good intentions
with actual purchase guarantees and the national
budget commitments necessary to implement them.

Progress is being made in increasing the supply of
affordably priced medicines to low-income nations,
but much remains to be done. Overcoming the re-
maining barriers to access to medicines could alle-
viate disease worldwide and contribute to economic
development.

See also Agreement on Trade-Related Aspects of In-
tellectual Property Rights (TRIPS); health and globaliza-
tion; HIV/AIDS
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m affiliate
See foreign direct investment (FDI)

B African Caribbean Pacific-European
Union (ACP-EU) partnership agreements
The trade and development relationship between the
European Union (EU) and the African, Caribbean,
and Pacific (ACP) countries has been shaped by a
number of formal treaties and agreements since the
end of World War II. The aim of these agreements
has been to promote, with EU participation, op-
portunities for growth and development among the
ACP countries by both direct and indirect policy
measures. The more direct methods have included
development funds, investment loans, and com-
pensatory payments, while indirect methods have
centered on trading arrangements and protocols that
favor exports from ACP countries in a bid to generate

growth. Underpinning these specificaspects, though,
has been a more general focus on engendering wider
social, political, and economic development as part
of an understanding (often referred to as the acquis)
between the EU and the ACP countries, which re-
flects the fact that the relationship is not only a
trading club.

The Treaty of Rome, which established the Eu-
ropean Economic Community (EEC) in 1957, in-
cluded a section entitled “The Association of the
Opverseas Countries and Territories.” This made
specific provisions for the relationship between the
EEC and the overseas territories and former colonies
of member states under Articles 131 to 136. The
association with former colonies of the six members
of the EEC was designed “to promote the economic
and social development of the countries and terri-
tories and to establish close economic relations be-
tween them and the Community asa whole” (Article
131, Treaty of Rome). In practice, these arrange-
ments had their greatest effect on the former French
colonies in West Africa and the Caribbean. Pref-
erential trading arrangements formed the major part
of the association with a commitment to review the
policy after five years.

The Yaoundé Conventions The first review
produced a new set of arrangements embodied in the
first Yaoundé Convention (or Yaoundé I) signed on
July 20, 1963, in the Cameroon capital by 18
countries of the Association of African States and
Madagascar (AASM) and the six EEC states.
Yaoundé I aimed to encourage the development of
the AASM countries mainly by allowing preferential
treatment of their manufactured exports into the
EEC, but with only limited preference for agricul-
tural exports. In return, the EEC was permitted to
export limited volumes of manufactures to the
AASM with similar duty arrangements. In addition
to trade provisions, there was also agreement on
technical and financial issues, on rights of establish-
ment that allowed for, among other commercial
features, the establishment of companies in associ-
ated states, and also on the institutions that would
oversee the governing of the convention. The
agreement ran from 1964 to the end of 1969.



Countries that were not part of the Yaoundé I
soughtassociate status. Under the Arusha Agreement
signed in Tanzania on September 24, 1969, Kenya,
Tanzania, and Uganda negotiated associate status
with the EEC. This came into force at the same time
as the second Yaoundé Convention (Yaoundé II),
which was in effect from 1971. While reenforcing the
preferential and reciprocal trade arrangements,
Yaoundé IT also included provision for investment by
the EEC in the associated states. Specifically, funds
were provided mostly for the European Develop-
ment Fund (EDF) with a small amount going to the
European Investment Bank (EIB) for loan-sup-
ported project work. The specific aim was to broaden
the relationship between the two groups, from trade
policy to wider development areas. The Arusha
Agreement only contained trading elements and
none of the financial aid offered under Yaoundé II.

From Yaoundé to the ACP In 1975, the de-
veloping country signatories to the Yaoundé Con-
ventions formed a new alliance with the 20 Com-
monwealth countries associated with the United
Kingdom (UK). The new body was called the Afri-
can Caribbean and Pacific (ACP) Group. The
terms of this new body were established within the
Georgetown Agreement. The main aim was to co-
ordinate negotations for ACP countries with the
EEC, a process that had begun in 1973 as part of a
review of Yaoundé II. The negotiations were con-
cluded with the signing on February 28, 1975, of the
first Lomé Convention (Lomé I) in Togo, by 46 ACP
countries and the then nine EEC Member States.

Lomé I had a number of provisions but the key
ones again related to trade. Free access for most ACP
exports to the EEC, although unlike Yaoundé II
without reciprocal terms, lay at the heart of it. In
addition, the agreement introduced specific proto-
cols for sugar, rum, bananas, and beef and veal. In the
Sugar Protocol, for example, the EEC agreed to
volume import quotas of raw (cane) sugar from ACP
producers at a guaranteed minimum price. The
protocol reflected the UK’s entry into the EEC and its
established trading agreements with its former col-
onies. ACP sugar producers were allocated quotas
for exports with the aim of aiding their producers

without harming EEC producers of beet sugar. The
other commodities had similar export quota and
guaranteed price arrangements, although beef and
veal saw refunds of tax at 90 percent on imports.

In addition to these trade arrangements, the
convention also provided for a Council of Ministers.
This body was drawn from members of the Council
and Commission of Ministers for the EEC and
representatives from each ACP country, with the
presidency alternating between the two groups. The
other significant innovation was a change in the na-
ture of EDF financing. The STABEX (shorthand for
stabilization of export earnings) scheme aimed to
provide stabilizing finance when export earnings fell
due to a decline in prices for a producer’s main (often
primary) exports. This reflected the concerns about
voladility in world commodity prices and the impact
on exporters and countries’ macroeconomic plan-
ning and policies. Coupled with further EDF and
EIB monies, the convention moved explicit financial
aid more prominently into the relationship between
the EEC and the ACP, albeit with a continued em-
phasis on expenditure on infrastructure.

Lomé IT was agreed and signed in 1979. Although
it did not offer new trading provisions, within its
EDF provisions it did introduce SYSMIN (stabili-
zation of export earnings from mining products), a
system of loans for helping the mining industries in
those countries that relied heavily on exports of
minerals for revenue generation, to diversify into
other sectors. Lomé III (1984) signaled a shift from
direct encouragement of export-led growth to en-
couragement of self-sufficiency and especially secu-
rity of food supplies. Rural development was pro-
moted as a means of achieving these goals. Finally,
Lomé IV (1990) covered a 10-year period with a five-
year review of financial support. However, it also
became apparent that wider social issues, such as the
environment, women’s roles, and diversification of
the economy were given much greater prominence as
the ACP countries continued to develop. The EU
recognized a desire for greater self-determination of
policy.

A major review of the Lomé Convention came in

2000. The Cotonou Agreement of 2000 was signed
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in Benin and built on the Lomé acquis but took a
new, longer-term approach to the political, trade,
and development aspects of ACP-EU relations.
Globalization had appeared to pass many ACP
countries by, with their share of foreign investment
flows being very small and their trade shares equally
limited. Tied to decreasing donor aid, this presented
a problem that the Lomé IV had not dealt with.
Indeed, compliance with World Trade Organiza-
tion (WTO) rules meant protective trade arrange-
ments could no longer provide an answer even if
they were desired. Instead, focus on poverty reduc-
tion via good governance, macroeconomic stability,
and new trading arrangements increased. To inte-
grate ACP countries more fully with global mar-
kets, the EU liberalized virtually all imports from
least-developed countries (LDCs), not just ACP
countries, under a General System of Preferences
(GSP). The protocols for sugar and beef and veal
remained, however. Funding was now via grants to-
taling 11.3 billion euros and for risk capital, which
totaled 2.2 billion euros.

In 2001 the EU concluded its amendment of the
GSP and developed its “Everything but Arms” pol-
icy. This policy extended duty-free access to all LDC
exports apart from arms and munitions, with some
restrictions still applying over a longer period for
bananas, rice, and sugar. Of the 48 LDCs, 39 were
ACP (Cotonou signatory) countries.

The WTO continued to put pressure on the EU
to move away from preferential treatment of ACP
exports, and in 2002 Economic Partnership Agree-
ments (EPAs) became the focus for ACP-EU trading
relationships. The negotiations with regional
groupings sought to encourage partnership, regional
integration, development, and ultimately integration
of the ACP countries into the WTO. EPAs were
scheduled to be in place by 2008.

Given the scope, scale, and relative complexity of
the various ACP-EU agreements, it is possible to
view them as central to a continuing process of dif-
ferent countries working together for mutual benefit.
Although not comprehensive in either geographic or
economic coverage, ACP-EU agreements have
played a major role in shaping trading policies for

many countries and have offered possible options for
others to follow.

See also European Union; international trade and eco-
nomic development; World Trade Organization

FURTHER READING

European Commission External Relations Directorate.
http://europa.eu/scadplus/leg/en/s05032.htm. This site
provides a wealth of materials relating to the establish
ment and development of EU ACP trade agreements as
well as links to other helpful documents.

Secretariat of the African, Caribbean and Pacific Group of
States. http://www.acpsec.org/. The ACP site offers a
number of useful resources that provide greater detail on
the trade agreements with the EU, as well as giving an
overview of the structure of the ACP group and how it

oper: ates.

C. W. MORGAN

H African Development Bank
See regional development banks

B African Union

Open to all countries in the African continent, the
African Union (AU) is an organization designed to
foster political and economic cooperation and de-
velopment among its member countries. To such
ends, it stands ready to address any and all issues
relevant to state building, security, and economic
development and integration among countries on
the African continent. Hence the AU can contribute
to factors deemed essential to greater integration of
the continent in the world economy. It was officially
launched on July 9, 2002, replacing the Organization
of African Unity (OAU), whose charter was signed
onMay 25, 1963, with an original membership of 33
countries; the AU has 53 members. The headquarters
are in Addis Ababa, Ethiopia, although the various
organs can be located in other member states; for
example, the Pan-African Parliament is in Midrand,

South Africa.



Political Stability and Security In order to ad-
vance political stability and security, the AU focuses
on conflict resolution within and between states, peer
review among the African states to facilitate state
building and the democratization process, and
building solidarity to increase the leverage exercised
by African countries at the international level. Still,
the AU has found it difficult to speed up democratic
transition in the continent; impediments to this
transition include the manipulation of institutions
by elites or breakdowns in the democratic political
process because of ethnic conflicts or political frag-
mentaton. The AU has also been handicapped in
dealing with the resolution of conflicts in which the
sources of conflict are deep seated and the combat-
ants well armed.

With few exceptions, the AU has supported the
territorial integrity of the African states since inde-
pendence from colonialism, as well as noninterfer-
ence in the internal affairs of those states. Enshrined
in the Constitutive Act of the AU are the “condem-
nation and rejection” of “political assassinations,”
“subversive activities,” and “unconstitutional chan-
ges of governments.” Moreover, the AU has pro-
nounced resolutely in favor of human rights. Thus
one of the tenets of the Constitutive Act is the “right
of the union to intervene in a Member State pursuant
to a decision of the Assembly in respect of grave
circumstances, namely war crimes, genocide and
crimes against humanity.”

Economic Integration The economic integration
program of the AU is contained in the June 1991
Treaty Establishing the African Economic Com-
munity (AEC) signed in Abuja, Nigeria. That treaty
has been operational since May 1994. The plan
contained in the treaty calls for the AEC to reach
fruition after a period of 34 to 40 years from 1994.
The consequence, among other things, would be a
single domestic market and a Pan-African Economic
and Monetary Union, a single African Central Bank,
and a single African Currency. A number of regional
economic communities (RECs) operate under the
aegis of the AEC, as part of the transition to full,
continentwide union, namely, the Arab Maghreb
Union (AMU), the Economic Community of the

Central African States (ECCAS), the Common
Market for Eastern and Southern Africa (CO-
MESA), the Southern African Development Com-
munity (SADC), and the Economic Community of
West African States (ECOWAS).

Progress in economic integration has been ham-
pered by certain political and economic strains,
overlapping membership among the RECs, com-
peting subregional groupings within RECs, and a
lack of clear commitment to integration among the
populations and the political leadership. Political
difficulties have included personal animosity among
heads of states and governments; ideological differ-
ences among leaders; deep-seated disputes such as
that over the Western Sahara (independence for a
Sahrawi Arab Democratic Republic), in the case of
the AMU; and regional conflicts, as in the Great
Lakes area for ECCAS. But prospects are improving
in these respects: Increasing democratization and
acceptance of market solutions to economic prob-
lems are reducing ideological differences. Conflicts
involving many states simultancously are diminish-
ing in number and those that remain are being better
handled by the AU. Moreover, proponents of inte-
gration have been working hard to ensure that in-
stitutions and organizadons of regional economic
communities can function in spite of temporary
personal hostilities in high political circles.

There is need to rationalize membership of RECs
by encouraging countries to join only one. Also,
subregional organizations with the same goal of
economic integration exist. The best example is the
East African Community (EAC), the three members
of which are also members of either COMESA or
SADC. In addition, the Francophone African
countries are apparently happy with their monetary
union arrangements. But they have been expanding
their cooperation objectives in the direction of gen-
eral economic integration, despite their membership
in ECOWAS and ECCAS.

Economic obstacles to integration include (1) fear
ofaloss of national sovereignty over macroeconomic
policy to some union authority or body; (2) dis-
agreements over the nature and content of protection
of local industries through tariffs and nontariff
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barriers, which reduce certain imports of commod-
ities and services from outside an REC; and (3)
concern about unequal distribution of gains and
losses of REC membership. The RECs continue to
make progress toward resolving these issues.

For instance, a common external tariff is an im-
portant objective of the RECs, and the structure of a
tariff system has important implications for the
protection bestowed on different commodities. If a
simple rule were established, such as equal protection
for all commodities, then the determination of tariff
rates could be left to technical experts to decide. But
to assist infant industry and foster industrial devel-
opment, African countries want differential protec-
tion. Given the economic structure and the state of
development of the various countries concerned,
different schedules of tariff rates have dissimilar im-
plications for comparative advantage of the coun-
tries. Hence, such considerations seriously affect
discussions of the detailed tariff schedules to be put
into effect.

Many in the continent fear that gains to countries
from economic unions will be positively related to
the degree of their economic developmentand/or the
size of their domestic economies. The allegedly
“unfair” distribution of gains and losses is widely
believed to have been at the root of the breakup of the
first EAC, where it was felt that Kenya’s industriali-
zation was greatly helped bug, in the process, Tan-
zania’s may have been adversely affected. An attempt
to use differential intraunion tariffs designated
transfer taxes could not alleviate the problems, at
least not to the satisfaction of Tanzania.

In general, many want some kind of internal
(intraunion) tariff structure that protects some na-
tional domestic production activities from direct
competition within an REC. But once the principle
is accepted (and applied) that the location of indus-
tries among countries should be determined in a
wortld of open competition and free mobility of all
factors of production including labor, rather than in
an arena of negotiated industrial planning buttressed
by restricted mobility of factors, especially labor, the
case for transfer taxes becomes weak.

A challenge would stll remain as to how to
balance such a market-oriented approach to the
location of industries with permitting selective in-
tervention of governments for economic develop-
ment of the countries, as deemed useful by all the
countries. The difficuley would be compounded
by the need to observe certain macroeconomic con-
straints set by the union as a whole for example,
limits on government budget deficits and on gov-
ernment debt in relation to gross domestic product.

Differences in taxation systems and structures also
continue to engender issues of unequal gains and
losses. In particular, countries have different reliance
on import taxes as sources of government revenue.
This fact has slowed down reduction of intraunion
tariffs, since a formula to compensate those who will
lose tax revenue from large intraunion tariff reduc-
tions is not easy to negotiate. Thus countries realize
they need to reform their tax systems to lessen their
dependence on import taxes if substantial and rapid
intraunion tariff reductions are to occur in practice.
The attempts of countries to reform their tax systems
and to move toward greater reliance on income,
profits, and value-added taxes should be of help in
this regard.

One theme in the integration debate in the Afri-
can continent is the degree to which African leaders
are committed to full economic integration in the
foreseeable future. For many of the countries, in-
traregional trade is very small in relation to extra-
regional trade, and the countries in each of the re-
gions often produce similar goods. Hence countries
sometimes do not feel an urgent need for a common
market, given the widespread belief that integration
would not yield substantial economic benefits for
some time.

Still, every single leader of the countries voices the
view that, in time, the benefits of integratdon will be
substantial, as the effective size of domestic markets
will greatly enlarge, so that technological economies
of scale can be realized and the returns to investment
enhanced. Hence it is along these lines that the most
fervent proponents of integration have argued their
case. Those who prefer a slower pace are content to



push now for (1) promotion of greater intraregional
trade, employing the instrument of a common ex-
ternal tariff, probably supplemented by some form of
transfer tax or taxe de cooperation regionale, until full
labor mobility becomes socially and politically fea-
sible; (2) cooperation in infrastructure and industrial
“regional” projects; and (3) some harmonization of
policies (especially macroeconomic) as feasible. This
could be followed, in the eyes of the gradualists, by
some form of monetary union. Only later, when
mass support for integration is strong and ideological
obstacles are minor, according to this perspective,
should full integration be pursued.

Governance and the African Peer Review
Mechanism The AU aims at improving governance
in African countries, in a context of enhanced
country ownership of policymaking. In 2001, the AU
launched the Millennium Partnership for the African
Recovery Program (MAP). It was billed as a pledge
by African leaders to take decisive steps to improve
governance, reduce poverty, and enhance economic
growth of their countries. In particular, it claimed
that a new crop of leaders was emerging in Africa
committed to democracy and the integration of their
countries into the world economy. It called for “a
new relationship” with the international commu-
nity, especially the industrial countries: African
countries would take charge of their own destiny, and
the rest of the international community was called on
to make a concerted effort to enhance resource flows
to the continent via “improvements” in aid, trade,
and debt relationships. Several goals were specified,
including most notably achieving a 7 percent average
annual growth rate of gross domestic product over
the following 15 years. Among the “policy thrusts” to
achieve the objectives would be negotiating “a new
partnership” with the industrialized countries and
multilateral organizations. African “ownership,
leadership, and accountability” were thus high-
lighted as central elements of the MAP. The African
peoples were henceforth going to set and direct their
agendas and shape their own destinies. This, then, is
the idea of the New Partnership for Africa’s Devel-
opment (NEPAD).

Within the NEPAD framework, the African
countries have instituted the African Peer Review
Mechanism (APRM). Participating countries will do
self-assessments, using the services of domestic au-
tonomous bodies and individuals who in turn in-
volve business and civil society groups throughout
the countries. The governments will then draw up
programs of action to address weaknesses identified
in the self-assessments in the areas of political gover-
nance, economic governance, Corporate governance,
and socioeconomic governance. Review teams of
African experts will visit the countries to assess the
integrity of the self-assessment exercise and make
recommendations, including on the action plans of
the governments. Future expert teams will visit to
review progress in implementing the action plans.
Central in this arrangement will be a panel of emi-
nent persons of the continent, overseeing the APRM
processes to ensure their integrity and guiding the
preparation of the country reports drafted mainly by
the experts to be presented to the African Peer Review
Forum. This forum comprises heads of state and
government of participating countries (the “peers”).

If high and transparent standards are maintained,
the APRM can be an effective means of separating
those African countries committed to good policies
from the rest, because only those countries whose
leaders are committed to implementing good poli-
cies will want to have their progress continuously
reviewed and made known to the global community.
In this respect, the APRM could address a major
credibility problem: Africa as a region is considered
high-risk for investors, and the credit ratings of
countries within the region are adversely affected
simply by their being there. The APRM can con-
tribute to separation of African countries into those
with good policy environments and those without. In
addition, if the reports get widely circulated within
the continent, and especially in those countries that
have chosen not to participate, the APRM will help
provide essential information to potential actors in
civil society.

Moreover, if the APRM is to have any effect on
NEPAD, and especially influence the aid and debt
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relationships, it would be important that it become
credible among aid donors, who then allow it
transparently to influence their aid policies. Those of
the international community interested in providing
aid to support good policies may want to see evidence
that the APRM is influencing governance in the right
direction, for recent research in the social sciences has
concluded that good policies emerge exogenously,
when countries own such policies and voluntarily
adopt them.

Future of the African Union The AU is poised to
have an enhanced, though still limited, role in the
world economy in the foreseeable future. Its efforts
are bringing peace, political stability, and democra-
tization to African states. Peace and political stability
are good for economic growth and democratization
improves governance. But good political leadership
remains elusive and this ultimately is the route by
which the political regime has its greatest influence
on economic growth. The AU is not likely to have
much influence on political leadership in individual
African countries. Economic integration also will
proceed more slowly than envisaged by official AU
pronouncements. But economic cooperation will
accelerate, leading to faster infrastructure develop-
ment, policy harmonization within the regional
economic communities, and more efficient and de-
velopment-oriented industrial, agricultural, and
service projects. Moreover, in arenas such as the In-
ternational Monetary Fund, the World Bank, and
the World Trade Organization, African countries
more frequently will speak with one coherent voice
under the aegis of the AU.

See also Common Market for Eastern and Southern Africa
(COMESA); Economic Community of West African States
(ECOWAS); European Union; regionalism
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OMOTUNDE E. G. JOHNSON

B agglomeration
See New Economic Geography

B agglomeration and foreign

direct investment
The spatial clustering of foreign direct investment
(FDI) is clearly visible in the location of multina-
tionals investing in the United States, the European
Union, China, and other regions. This agglomera-
tion is at least partly the result of policy, as in China’s
special economic zones, but spatial concentration is
also characteristic of domestic firms and of FDI in
economies with few controls. These observations
suggest that market forces, as well as policy, lead to
clustering.

That new establishments tend to go to the same
locations as earlier entrants suggests that productivity
rises with the level of economic activity, especially
as firms often must pay higher land prices to locate
in clusters. If such productivity-enhancing effects, or



agglomerative economies, exist and spill over to do-
mestic activities, a case may be made for govern-
ment incentives to multinationals to induce local
affiliate production. Indeed, dozens of countries fa-
vor FDI through tax breaks and subsidies. Through
these incentives, governments hope to begin a self-
reinforcing process whereby subsidized early entrants
attract additional investment.

To better design such policies, researchers have
sought evidence that agglomerative economies exist
and, if they do, the extent of their benefits to local
productive factors. Location-choice studies seck to
measure the attractiveness of local characteristics
for foreign investors and thus provide a way to esti-
mate the self-reinforcing power of FDI. Virtually
all location-choice studies find that the existing stock
of foreign investment is a significant predictor of the
location a multinational will choose for new local
affiliates. However, most countries receive a relatively
small number of new multinational affiliates in a
given year and for these projects there is often limited
information, constraining our ability to identify the
specific sources of agglomerative economies.

Head and Ries (1996) observe a relatively large
number of investment projects, 931 equity joint
ventures in 54 Chinese cities from 1984 to 1991.
Their study is noteworthy for its careful modeling of
the agglomerative process, emphasizing local input
sharing as the source of positive firm spillovers. Using
conditional logit analysis to estimate the likelihood
that a particular city is chosen as the investment site,
Head and Ries find that agglomerative economies
greaty magnify the direct impact of government
incentives. Their simulation analysis suggests that
two-thirds of the gains from incentives can be at-
tributed to the self-reinforcing nature of earlier in-
vestments. Notall locations gained equally, however,
as cities considered attractive for other reasons, such
as infrastructure and industrial base, gained the
most. Similarly, Devereux, Griffith, and Simpson
(2007) find that firms are less responsive to govern-
ment subsidies in areas where there are fewer estab-
lished plants in their industry.

Evidence that past investment increases the like-
lihood of new investment does not necessarily imply

the existence of agglomerative economies. Agglom-
eration arises because there are benefits to locating
near similar firms and because certain locations have
natural advantages features of a location that are
independent of firm location decisions. A common
example of how natural advantages influence loca-
tion choice is the North American steel industry,
which concentrated in the Great Lakes region largely
because of the location of iron ore and coal deposits.
In measuring the extent of agglomerative economies,
researchers confront an identification problem: Are
firms choosing a common location because its in-
herent characteristics make them more productive or
are they more productive because they have all cho-
sen the same location?

Head and Ries (1996) try to separate the roles
played by natural advantages and agglomerative
economies in two ways. First, they include in their
logit analysis a set of variables that attempt to control
for local characteristics that influence firm produc-
tivity, particularly infrastructure. Second, they allow
for spatially correlated errors by including provincial
fixed effects. These two approaches are standard in
the literature, and data limitations often make it
difficult to do more to avoid bias caused by omitted
local characteristics or endogeneity. For example, itis
often impossible to include fixed effects at the same
geographic scale as the unit of location choice (e.g.,
city fixed effects in the Head and Ries study) because
they cannot be estimated for regions that received no
investment. However, to fully control for all features
of a location that attract investment is impossible,
and even in the most careful studies omitted variables
likely remain a problem.

Some studies have tried to assess the relative at-
tractiveness of various kinds of prior investment for
new entrants. Examining Japanese investment in the
United States electronics industry from 1980 to
1998, Chung and Song (2004) ask whether firms
agglomerate with their competitors or with their
own prior investments. They find that firms tend
to colocate only with their own prior investments,
with the exception of firms that have littde of their
own experience, who do tend to colocate with
competitors.
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More recent work emphasizes the role of trade
costs and market access as an alternative explana-
tion for FDI clustering. Head and Mayer (2004)
develop a theoretical model in which firms prefer
to locate where demand is highest and serve smaller
markets by exporting. They confront the data with
this hypothesis, measuring market potential by a
term that weights demand in all locations by its
distance from the proposed investment site. Head
and Mayer use standard logit techniques to analyze
the European regions chosen as the sites of 452
Japanese investments. They decompose existing in-
vestment in each region into three firm counts dis-
tinguished by their relatedness to the new entrant:
domestic establishments in the same industry, Japa-
nese affiliates in the same industry, and Japanese af-
filiates with the same parent or network. They find
that all three measures of prior investment have a
large and positive influence on the likelihood that a
region will be chosen by a new entrant, with this
effect larger the closer the relations between firms.
Thus there are strong agglomeration effects even
when controls for market potential are included in
the analysis.

An important issue for policy is whether domestic
productivity is enhanced by the presence of foreign-
owned firms. Most productivity-spillover studies
are of specific industries or are case studies, both
of which are limited as a guide to policy. Haskel,
Pereira, and Slaughter (2007) offer evidence on do-
mestic spillovers from FDI using a plant-level panel
of all UK manufacturing firms from 1973 to 1999.
Several previous studies using plant-level data find
a negative or insignificant effect of industry-level
FDI on local productivity. The UK data are unique
in that they cover the whole of manufacturing in
a developed country. Haskel, Pereira, and Slaughter
estimate plant-level productivity and regress it on
industry-level FDI, controlling for inputs and the
level of competition. They estimate that a 10-
percentage-point increase in foreign presence in a
UK industry raises the total factor productivity of
that industry’s domestic plants by about 0.05 per-
cent. They compare the value of these estimated
spillover effects to per-job incentives offered in spe-

cific cases and find that these expenditures outweigh
the benefits.

Haskel, Periera, and Slaughter (2007) use a vari-
ety of methods to deal with identification problems.
In addition to explaining variation in gross output,
they time-difference the data, explaining the change
in output as a function of changes in inputs and
foreign industry presence. This method accounts for
plant-specific effects. The authors also include time,
industry, and region fixed effects in their regression
analysis. They also worry about the possibility that
changes in industry FDI levels are correlated with
changes in domestic productivity, and use instru-
mental variable techniques to minimize endogeneity
bias. Their findings provide the strongest evidence to
date that foreign investment does raise domestic
productivity, but more work is needed before we
have a clear guide to policy.

In sum, locations are more attractive the larger the
existing stock of foreign investment, especially when
the existing investments are by firms that are closely
related (same industry, nationality, or parent firm).
Government incentives are a significant determinant
of multinational affiliate location choice but incen-
tives are most effective when a location is desirable for
other reasons. Although recent evidence suggests that
foreign-owned firms enhance the productivity of
local establishments, the value of these domestic
spillovers appear to be less than the incentives used to
attract foreign investment.

See also location theory; New Economic Geography;
technology spillovers
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B Agreement on Agriculture

The Uruguay Round Agreement on Agriculture
(URAA) came into effect in 1995 as a part of the
Marrakesh Agreement that established the World
Trade Organization (WTO). Contained in Annex
IA of the Marrakesh Agreement, the URAA both
modifies and greatly elaborates on those Articles
of the General Agreement on Tariffs and Trade
(GATT) thatspecifically dealt with agricultural trade
by specifying significant constraints on government
behavior in this area. The scope of the URAA covers
all agricultural products (defined as products in
Chapters 1 24 of the Harmonized System of tariff
headings, excluding fish and fish products but in-
cluding cotton, wool, hides, flax, hemp, and a few
other products as specified in Annex 1). The agree-
ment, by internal reference, also includes the country

schedules that were appended to the WTO Treaty

(Articles 3.1, 4.1, and 6.1). These schedules con-
tained maximum permitted levels for export sub-
sidies and for certain types of domestic subsidies, as
well as commitments for the reduction of “bound”
tariffs (tariff levels that cannot be exceeded without
negotiating compensation for effected exporters).

The central elements of the URAA are often re-
ferred to as the three “pillars”  market access, do-
mestic support, and export competition. In all three
areas, new rules and reductions in trade barriers form
a comprehensive framework for the regulation of
measures that restrict trade in agricultural products.

Market access rules include the conversion of all
nontariff import barriers (quotas and restrictive li-
censes) to tariffs (Article 4.2), and a footnote to Ar-
ticle 4.2 specifies some of the nontariff measures that
are prohibited. Moreover, it was agreed that tariff
levels were to be bound and that tariff rate quotas
(TRQs, or quantities that can be imported ata zero or
low tariff) were to be established to maintain market
access as tariffication (replacement of nontariff bar-
riers with tariffs) took place. These TRQs were to
represent “currentaccess” in cases of existing trade or
a “minimum access” of 3 percent of domestic con-
sumption (rising to 5 percent over the implementa-
tion period) in cases where there were no imports in
the base period. Tariffs were to be reduced from the
base period (1986 90) by an (unweighted) average of
36 percent, with a minimum cut of 15 percent for
each tariff line, over a six-year period (1995 2000).
In addition, the agreement established a special
safeguard regime that countries could use to counter
importsurges or price drops in markets in which they
had newly established tariffs (Article 5).

Domestic support was defined to include pay-
ments to farmers in addition to the transfers from
consumers through border policies. These included
deficiency payments, direct income supplements,
administrative price systems, and subsidies for agri-
cultural research and government advisory programs
for farmers for conservation compliance, and for
other programs thatbenefited farmers directly. These
elements of domestic support were put into three
categories, which have become known as the Amber

Box, the Blue Box, and the Green Box.
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Amber Box measures were those tied to output or
input prices or to current output levels. These were to
be reduced by 20 percent (in aggregate) relative to
the base period (1986 90) subject to de minimis
amounts that were excluded from the commitment.
The Blue Box contained subsidies that were tied to
supply control programs: such subsidies were re-
garded asless obviously output-increasing. There was
no reduction obligation for Blue Box policies, but
such subsidies were restricted to payments based on
fixed acreage and yield or paid on a maximum of 85
percent of production (Article 6.5). Green Box
subsidies were defined (in Annex 2) as those unre-
lated to price and output (“decoupled”), which in-
cluded research and extension, payments designed to
compensate farmers for the cost of compliance with
environmental regulations, and domestic food as-
sistance programs. Both the general criteria (that
they be provided from public funds and not act as
price supports) and the specific criteria for each
type of subsidy identified have to be met. Those
subsidies that qualified as Green Box payments
were not constrained, though they had to be noti-
fied by governments to the WTO Committee on
Agriculture.

The domestic support commitments were im-
plemented by means of a calculation of the Total
Aggregate Measure of Support (Base AMS) (Article
6) for the base period. This included market price
support given by administered prices (calculated by a
price gap relative to a reference price), nonexempt
direct payments, and other subsidies. Exemptions
included the Blue Box and Green Box subsidies and a
de minimis amount of 5 percent of the value of
production for non-product-specific subsidies and 5
percent of the value of the output of an individual
commodity for product-specific payments. The re-
duction commitments were applied to the Base AMS
to give the annual commitment levels included in the
country schedules, and each year the Current Total
AMS is compared to this commitment.

The rules regarding export competition included
a prohibition on new export subsidies (Article 8)
and a reduction of existing subsidies by both volume
and expenditure. A list of export subsidy practices

thatare covered is given in Article 9.1. Following the
agreed modalities, country schedules were drawn up
that provided for subsidy reductions relative to the
base period of 36 percent by expenditure and 21
percent by quantity subsidized. In addition, rules
were made more explicit with regard to food aid
(Article 10.4), and countries agreed to negotiate
limits on export credit guarantees (government un-
derwriting of sales to purchasers that might lack
creditworthiness) (Article 10.2).

To provide for “special and differential treat-
ment” for developing countries, the level of reduc-
tions for tariffs and subsidies was set at two-thirds of
that of developed countries, and the period of tran-
sition was extended from 6 to 10 years (i.e., 1995
2004). Developing countries were also allowed to
exempt de minimis subsidies of up to 10 percent of
product value for product-specific payments and 10
percent of total agricultural production for non-
product-specific payments. In addition, certain ad-
ditional categories of both domestic support (Article
6.2) and export subsidies (Article 9.4) were allowed.
In the case of least-developed countries, no reduction
commitments were required (Article 15.2). These
least-developed countries are defined as the 48
countries eligible for World Bank/International
Development Association assistance, and developing
country status is self-declared.

In addition to the three pillars, the URAA man-
dated the formation of an Agricultural Committee
(Article 17), charged with the monitoring of adher-
ence to the agreement. Countries were to notify the
committee in a timely fashion of their subsidy levels
and any new subsidies that were introduced. Noti-
fications have lapsed, however, and some major
countries have not notified beyond the year 2001.
The Agriculture Committee became the locus for
new negotiations on the continuation of trade re-
form, meeting in special session.

In addition, the URAA provided a degree of
shelter for domestic programs through a “Peace
Clause” (Article 13) that limited the scope for the
challenge of agricultural subsidies under the Agree-
ment on Subsidies and Countervailing Measures.
The Peace Clause was to operate for a period of three



years after the implementation period; it expired in
2003.

A further innovation in the URAA was the in-
clusion of a clause (Article 20) that mandated a
continuation of the process of reductions in support
and protection. To this end, there were to be new
negotiations by the end of the period of transition (in
effect, before 2000). Negotiations did indeed start in
March 2000, and were incorporated in the Doha
Development Agenda (DDA) at the Doha Minis-
terial in November 2001. The DDA talks were sus-
pended in July 2006 and revived in January 2007.

The need for the development of new rules for
agricultural trade in the Uruguay Round reflected
both the unsatisfactory nature of the constraints in-
corporated in the GATT articles and the “disarray”
that had characterized these markets for decades. The
three GATT articles that had caused the most con-
flict were Article XI, which prohibits nontariff mea-
sures; Article XVI (as modified in 1955), which limits
export subsidies; and Article XX, which permits the
use of trade barriers in support of a range of domestic
health and safety measures.

The part of Article XI that was considered un-
satisfactory was the clause (Article XI.2(c)(i)) that
allowed an exception to the prohibition of nontariff
trade barriers in cases where the domestic produc-
tion of an agricultural product was subject to supply
control. Many countries had relied on this clause to
restrict imports by quantitative trade barriers when
domestic markets were being managed. As it was
difficult to monitor the extent to which the do-
mestic supply control was effective, exporters of the
products concerned claimed that the import re-
strictions were in effect the dominant policy rather
than just an adjunct to help reinforce the domestic
production limits. Examples were quotas on Ca-
nadian dairy and poultry imports and those im-
posed by the United States under Section 22 of the
Agricultural Adjustment Act (as amended), which
mandated quantitative restrictions on imports of a
number of goods when domestic programs were
“materially interfered with” by imports.

Another complication related to Article XI was
whether a “variable levy” (a tariff that changed fre-

quently depending on the level of import prices, so as
to stabilize domestic markets) was an “ordinary
customs duty.” If not, then it would have been
constrained by Article XI. The European Economic
Community (EEC, later the European Union, EU)
had built its Common Agricultural Policy on such an
import policy instrument. So the question as to
whether the EEC was acting within the limits of
the GATT was continually raised by exporting
countries though it was never resolved.

In the case of export subsidies, the problems re-
volved around the ambiguous nature of Article XVL
Though the original GATT article subjected both
primary and manufactured product export subsidies
to the same notification and consultation procedures,
in 1955 it was agreed to add an explicit prohibition
on export subsidies on manufactured goods. Agri-
cultural export subsidies were constrained only by the
obligation not to use such subsidies to capture “more
than an equitable share” of world markets. Successive
GATT panels failed to come up with a satisfactory
definition of this concept, and agricultural export
subsidies in effect escaped any discipline.

The problems that had arisen in the application of
Article XX centered on the difficulty posed by the
need to distinguish between those measures that
were legitimate and effective regulations to protect
against disease and those that were largely inspired
by the desire to protect the economic interest of
domestic producers. The clarification of Article XX
was addressed by the Sanitary and Phytosanitary
(SPS) Agreement, which was complementary to
the URAA. By requiring risk assessment in the case of
all health and safety regulations related to trade in
plants and animals, the SPS Agreement created a
greater degree of accountability. Regulations thatare
clearly motivated by economic rather than health
protection can now be (and have been) challenged in
the WTO.

The URAA has rendered the provisions in Article
XI regarding supply control moot, as quantitative
import restrictions are now prohibited. Similarly, the
variable levy is explicitly included in the list of im-
port barriers that are not allowed. By banning new
export subsidies and including existing subsidies in
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schedules to be reduced, the URAA has largely re-
solved the issue of the “exception” for primary prod-
ucts. And the constraints on domestic support have
had the effect of restricting the ability of countries to
reproduce by domestic subsidies the protection levels
previously granted by reduced tariffs and export
subsidies. Thus the rule changes have to a large extent
met the need to incorporate agricultural trade in a
rules-based trade system.

The impact that the URAA has had on individual
countries varies greatly. All countries converted
nontariff barriers to tariffs and bound those tariffs
with the sole exception of rice quotas in Japan and
Korea, which were allowed as temporary exceptions.
Developing countries were allowed to declare “ceil-
ing bindings” in place of product-by-product cal-
culations of tariff equivalents, however. These ceiling
bindings were commonly set at levels up to 100 per-
cent or more, and thus had litde impact on the actual
level of tariffs used and the degree of market access.
Tariffication had more impact in developed coun-
tries, where the quantitative restrictions were usually
associated with sensitive products. In these cases the
degree of market opening depended on the size of the
TRQ agreed upon and the administration of that
quota. Many countries considered the increased
trade generated by the market access provisions of
the URAA disappointing, and this increased the
pressure for substantial market opening in the Doha
Round.

The constraints on export subsidies have generally
been successful, in that countries have appeared to
stay within their scheduled limits for those subsidies
included in their schedules. WTO panels have found
(notably in the Canada dairy, U.S. cotton, and EU
sugar cases), however, that there have been subsidies
that were not included in the schedules, and the
panels have declared these to be prohibited. Do-
mestic subsidy constraints have also been generally
respected, mainly because domestic policies in de-
veloped countries have tended to switch away from
Amber Box subsidies. But there is continued concern
that such subsidies cause considerable harm to other
countries, and this has been confirmed by the panel
in the U.S. cotton case.

Agreeing on disciplines on agricultural trade (as
well as ending the quota system for textile imports)
was a major step in completing the agenda embodied
in the GATT of bringing all sectors in goods trade
under the same regime. All agricultural tariffs are
now bound, though they remain at a level several
times higher than for manufactured goods. Nontariff
barriers are no longer used, though TRQs still restrict
market access. Though it does not directly mandate
the type of policy instruments countries can use, the
URAA has in effect provided a template for domestic
policymakers: if they use WTO-compatible policies
for their farm sectors they will be free from the
constraints of the URAA. Export subsidies are still
used but in much more restricted ways. The agri-
cultural talks in the DDA have attempted to build on
the achievements of the URAA.

See also agricultural trade negotiations; agriculture; Doha
Round; multilateral trade negotiations; tariff rate quotas;
Uruguay Round; World Trade Organization
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B Agreement on Trade-Related Aspects

of Intellectual Property Rights (TRIPS)
The Agreement on Trade-Related Aspects of In-
tellectual Property Rights (TRIPS) has become the
most important and far-reaching international ac-
cord in the field of intellectual property. It establishes
workable global standards of protection and en-
forcement for virtually all of the most important
intellectual property rights, such as patents, copy-
rights and related rights, and trademarks, in a single
agreement. As such, it has major implications for
knowledge-based industries secking to trade profit-
ably in many different countries.

History Strictly speaking, TRIPS is annex 1C of
the Agreement Establishing the World Trade Or-
ganization, which was the main outcome of the Ur-
uguay Round trade negotiations held under the
auspices of the General Agreement on Tariffs and
Trade (GATT). It resulted from a considerable
amount of lobbying by certain industries that were
keen to expand their activities in emerging econo-
mies where intellectual property protection was ei-
ther lacking or was weakly enforced.

The first attempt to frame intellectual property as
an issue to be discussed in wider trade negotiations
was made by a group of trademark-holding firms
organized as the Anticounterfeiting Coalition, which
lobbied for the inclusion of an anticounterfeiting
code in the 1973 79 GATT Tokyo Round. Al-
though this initial attempt was unsuccessful, the
copyright, patent, and semiconductor industries
decided during the early 1980s to frame the lack of
effective intellectual property rights protection in
overseas markets as a trade-related issue and a prob-
lem for the U.S. economy that the government ought
to respond to. By the time the contracting parties of
the GATT met in Punta del Este, Uruguay, in Sep-
tember 1986 to launch another trade round, U.S.
corporations had forged a broad cross-sectoral alli-
ance and developed a coordinated strategy.

For those seeking high standards of intellectual
property protection and enforcement throughout
the world by way of the GATT, the strategy had three
advantages. First, if successful, the strategy would
globalize these standards much more rapidly than

could be achieved through the conventions admin-
istered by the World Intellectual Property Organi-
zation (WIPQO). This is because it allowed for the
possibility of including all the main rights in a single
agreement, which could also incorporate by reference
provisions of the major WIPO conventions. Also,
once it was agreed that the Uruguay Round agree-
ments had to be accepted as a package (i.e., a “single
undertaking”), countries could not opt out of any
one of them and be a member of the new World
Trade Organization (WTO). Second, the GATT
already had a dispute settlement mechanism. WIPO
has no enforcement or dispute settlement mecha-
nisms except through the treaties that it administers,
and these treaties do not provide much recourse for
countries concerned about the noncompliance of
other parties. Third, the broad agenda of the Ur-
uguay Round provided opportunities for linkage-
bargain diplomacy that WIPO, with its exclusive
focus on intellectual property rights, did not allow.
Hard bargaining by the United States, Europe, and
Japan on intellectual property could thus be linked to
concessions in such areas as textiles and agriculture,
where exporting countries in the developing world
were eager to achieve favorable settlements.

The Punta del Este Declaration of September
1986 included “trade-related aspects of intellectual
property rights, including trade in counterfeit goods”
as a subject for negotiations in the forthcoming trade
round, which became known as the Uruguay Round.
In full, the declaration’s provisions on intellectual
property were as follows:

In order to reduce the distortions and im-

pediments to international trade, and taking

into account the need to promote effective

and adequate protection of intellectual

property rights, and to ensure that measures

and procedures to enforce intellectual prop-
erty rights do not themselves become barri-

ers to legitimate trade, the negotiations

shall aim to clarify GATT provisions and

elaborate as appropriate new rules and disci-

plines.
Negotiations shall aim to develop a mul-
tilateral framework of principles, rules and
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disciplines dealing with international trade in

counterfeit goods, taking into account work

already underway in GATT.

These negotiations shall be without prej-
udice to other complementary initiatives that
may be taken in the World Intellectual
Property Organization and elsewhere to deal
with these matters.

According to Susan K. Sell (2003), TRIPS is a case
of 12 U.S. corporations making public law for the
world. This makes sense only if one takes it to mean
that the active engagement of these firms was a nec-
essary, but nota sufficient, condition for there being a
TRIPS Agreement. And actually she does not claim
that the alignment of so much economic power and
political influence made their victory inevitable or
complete. Similarly, as John Braithwaite and Peter
Drahos (2000) have noted, “It was a remarkable
accomplishment to persuade 100 countries who were
netimporters of intellectual property rights to signan
Agreement to dramatically increase the cost of in-
tellectual property imports.”

So how was such a difficult feat achieved? Certain
individuals played a decisive part in mobilizing
support for the inclusion of trade-related intellectual
property rights as a major Uruguay Round agenda
item with the aim of formulating a legal instrument
that would bind all members of what would become
the WTO. These included chief executive officers of
major corporations, lawyers, and a private consul-
tant, all of whom were instrumental in conceptual-
izing intellectual property as a trade-related issue and
then developing the political strategy that would
ultimately result in TRIPS.

The interest groups succeeded in influencing the
development of trade law and policy by incorporat-
ing their demands in the relevant legislation and by
working closely with the key government agencies
engaged in trade policy, especially the Office of the
United States Trade Representative (USTR). Once
the USTR had been persuaded that it was in the
interests of the country to pursue the intellectual
property demands coming from these groups, at least
for the time being, at GATT rather than at WIPO,

the next task was to form an international alliance

including the businesses and governments of West-
ern Europe and Japan while neutralizing resistance
from opposing countries.

Initially, the Group of Ten developing countries
within the GATT  India, Brazil, Argentina, Cuba,
Egypt, Nicaragua, Nigeria, Peru, Tanzania, and
Yugoslavia took a determined stand against the use
of GATT as a forum for negotiating global intellec-
tual property standards. But from 1985 and espe-
cially 1989 onward, the United States used its own
trade rules to publicly criticize, threaten, and pun-
ish individual countries whose intellectual prop-
erty standards were lower than its own and therefore
“inadequate.” Section 301 (Actions by U.S. Trade
Representative) of the U.S. Trade Act was amended
in 1984. The amended section 301 specifically in-
cluded failure to protect intellectual property as one
of the “unfair trade practices” that could result in a
USTR investigation and possible sanctions, and au-
thorized the USTR to initiate its own cases so as to
protect U.S. firms from retaliatory action by foreign
governments.

The 1988 Omnibus Trade and Competitiveness
Act in its special 301 provision further strengthened
the authority of the USTR in order to insulate de-
cision-making on trade retaliation from foreign
policy or national security considerations, and re-
quired the USTR annually to “identify those foreign
countries that deny adequate and effective protection
of intellectual property rights, or deny fair and eq-
uitable market access to United States persons that
rely upon intellectual property protection.” It is
largely due to the mandate of the USTR to actively
pursue the complaints of U.S. firms and business
associations that the developing countries eventually
accepted TRIPS.

Nonetheless, representatives of the United States,
Europe, and Japan did not just sit down together and
write the TRIPS Agreement themselves. Not only
did divisions emerge between Europe and the United
States that required compromises, but developing
countries were much more involved in the drafting
than they are often given credit for. As Jayashree
Watal (2001) explains, they achieved favorable lan-
guage in 10 of the 73 articles, albeit with the necessary



supportofa few developed countries. The 10 include
those dealing with the objectives and principles of
TRIPS, limitations and exceptions to copyright, ex-
ceptions to patents and compulsory licensing, and
control of anticompetitive practices in contractual
licensing.

The Agreement’s Key Provisions The pream-
ble affirms the desire of member states “to take
into account the need to promote effective and ad-
equate protection of intellectual property rights,”
while “recognizing the underlying public policy ob-
jectives of national systems for the protection of in-
tellectual property, including developmental and
technological objectives.” Dealing with counter-
feiting is clearly considered as important. Its main
importance lies in the fact that the trade in coun-
terfeit goods is what makes intellectual property
most clearly trade related. The preamble indi-
cates that members recognize “the need for a muld-
lateral framework of principles, rules and disciplines
dealing with international trade in counterfeit
goods.” Yet the objectives as stated in Article 7 make
no reference to the eradication of counterfeiting.
Rather, TRIPS is explicitly aimed at promoting
public policy objectives, the nature of such objec-
tives presumably being left to national govern-
ments, though technological development is given
priority.

Article 8.1 allows member states implementing
their intellectual property laws and regulations to
“adopt measures necessary to protect human health
and nutrition, and to promote the public interest in
sectors of vital importance to their socio-economic
and technological development.” These measures are
not obligatory but, again, they highlight the socio-
economic welfare implications of intellectual prop-
erty. On the other hand, the proviso that such mea-
sures be consistent with the provisions of TRIPS
appears to narrow their possible scope quite consid-
erably.

By virtue of Article 3, members accept the prin-
ciple of national treatment, that is, that each country
must treat nationals of other members at least as well
as it treats its own nationals. In other words, intel-
lectual property protection and enforcement must be

nondiscriminatory as to the nationality of rights
holders.

Article 4 upholds the principle of most-favored-
nation. This means that any concession granted by
one member to another must be accorded to all other
members “immediately and unconditionally.” So if
country A agrees to take special measures to prevent
the copying of the products of a company from
country B, but turns a blind eye when the company is
from country C, D, or E, such inconsistency of
treatment will violate this principle. Although this
principle of international law dates back in history,
TRIPS is the first multilateral intellectual property
treaty that refers to it.

Part II of TRIPS deals with the actual rights.
These are very comprehensive, comprising the fol-
lowing:

1. Copyright and related rights

2. Trademarks

3. Geographical indications

4. Industrial designs

5. Patents

6. Layout-designs (topographies) of inte-

grated circuits

7. Protection of undisclosed information

8. Control of anticompetitive practices in

contractual licenses

To some extent the provisions are based on ex-
isting agreements. Thus WTO members are required
to implement substantial parts of the Paris Con-
vention on the Protection of Industrial Property and
the Berne Convention of Literary and Artistic Works
whether or not they are signatories to them. None-
theless, while most developed countries were re-
quired only to make cosmetic changes to their in-
tellectual property laws, most developing countries
needed to reform their laws quite drastically. This is
not surprising since the intellectual property stan-
dards provided in TRIPS tend to be modeled on the
laws of the United States, Europe, or are a hybrid of
the rules of the two jurisdictions.

All countries had to apply Article 3, on national
treatment and on most-favored-nation status, and
Article 5, concerning multlateral agreements on
acquisition or maintenance of protection, within one
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year of the entry into force of the WTO Agreement.
But the developing countries and the former cen-
trally planned socialist states were allowed a period of
five years from the date of entry into force of the
WTO Agreement, that is, until January 1, 2000, to
apply the full provisions of TRIPS. Developing
country members that were required to extend patent
protection to areas of technology not hitherto cov-
ered in their laws were permitted to delay such ex-
tension until January 1, 2005. The least-developed
countries (LDCs) were allowed untl January 1,
2006, to apply TRIPS in full. Countries that have
joined the WTO since then are required also to
comply with these deadlines.

However, the LDCs have managed to secure two
extensions. The 2001 Doha Declaration on the
TRIPS Agreement and Public Health allowed them
to delay implementation of patent protection for
pharmaceutical products and legal protection of
undisclosed test data submitted as a condition of
approving the marketing of pharmaceuticals undil
January 1, 2016. In November 2005, the TRIPS
Council extended the deadline to LDCs for fully
implementing the rest of TRIPS by a further seven
and a halfyears to July 1, 2013.

TRIPS places much emphasis on enforcement.
With respect to the general enforcement obligations,
procedures must be fair, equitable, and not unnec-
essarily complicated, costly, or time consuming. The
judicial authorities must be granted the power to
require infringers to pay damages adequate to com-
pensate the right holder for the injury suffered due to
the infringement. Members are required to provide
for criminal procedures and penalties “atleast in cases
of willful trademark counterfeiting or copyright pi-
racy on a commercial scale.”

The agreement sets out the role of the Council for
Trade-Related Aspects of Intellectual Property
Rights (TRIPS Council). Accordingly, the council is
responsible for:

Monitoring the operation of TRIPS, and in

particular members’ compliance;

Affording members the opportunity to consult

on matters relating to trade-related intel-
lectual property rights;

Assisting members in the context of dispute

settlement procedures; and

Carrying out other duties assigned to it by the

members.
The council is supposed to review the implementa-
tion of TRIPS at two-year intervals from January
2000. Article 71.1 states in addition that “the
Council may also undertake reviews in the light of
any relevant new developments which might warrant
modification or amendment of this Agreement.”

TRIPS-Related Developments at the WTO
TRIPS was, and continues to be, highly controver-
sial. Indeed, for both developing and developed
countries, it represents unfinished business. Devel-
oping country representatives continue to express
concerns that TRIPS raises prices of drugs and edu-
cational materials in poor countries, legitimizes the
“biopiracy” of genetic resources and traditional
knowledge, and blocks transfers of much-needed
technologies. They have successfully resisted the
further tightening of TRIPS rules and have had some
small victories along the way. They have enhanced
their capacity to put forward substandal counter-
proposals relating to such matters as public health,
least-developed countries, traditional knowledge,
and the compatibility between TRIPS and the
Convention on Biological Diversity’s provisions
concerning benefit sharing, protection of traditional
knowledge, and technology transfer. As for the de-
veloped countries and international business, which
are constantly seeking ever higher levels of intellec-
tual property protection and enforcement, TRIPS
has to some extent been a disappointment.

It is in fact far from clear that making the intel-
lectual property rules more or less identical whether
you are a very rich country with enormous balance of
payments surpluses in intellectual property protected
goods, services, and technologies, or a poor country
with highly burdensome trade deficits, is beneficial
for the latter type of nation. While it is impossible to
reliably calculate the long-term economic impacts of
TRIPS on developing countries and their popula-
tions, we can be certain that they will incur short-
term costs in such forms as rent transfers and ad-
ministration and enforcement outlays, and that these



will outweigh the initial benefits. The cost-benefit
balance will vary widely from one country to another,
but in many cases the costs will be extremely bur-
densome.

At the November 2001 Doha Ministerial Con-
ference of the WTO, members agreed on the texts of
two very significant documents with provisions
concerning intellectual property: the Ministerial
Declaration, and the Declaration on the TRIPS
Agreement on Public Health. The former declara-
tion’s TRIPS-related matters concerned geographi-
cal indications, the relationship between TRIPS and
the Convention on Biological Diversity (CBD) and
the protection of traditional knowledge and folklore,
and technology transfer. The latter declaration dealt
exclusively with TRIPS, primarily its public health
provisions relating to compulsory licensing and
parallel importation.

TRIPS Article 27.3(b) concerns exceptions to
patentability in the area of biotechnology. It permits
WTO members to exclude from patentability
“plants and animals other than micro-organisms, and
essentially biological processes for the production of
plants or animals other than non-biological and mi-
crobiological processes.” At Doha, ministers re-
presenting WTO members clarified their commit-
ment to opening up negotiations on issues relating to
Article 27.3(b) to include the relationship between
the TRIPS Agreement and the CBD, and the pro-
tection of traditional knowledge and folklore.

The key challenge for developing countries is that
many of them remain unclear about how to tailor
their patent regulations to promote their interests in
the acquisition, development, and application of
biotechnology, and therefore how best to exploit the
flexible language of Article 27.3(b). Understandably,
though, much of the discussion has focused not
specifically on this issue, but on how best to address a
wide range of moral, political, and economic con-
cerns about “patenting life” and “biopiracy.”

The CBD-TRIPS relationship and the protection
of traditional knowledge and folklore have proved to
be quite controversial. One key developing country
demand that has been pushed quite strongly is that of
disclosure of origin. Disclosure of origin would re-

quire inventors to disclose the source of genetic re-
sources and/or traditional knowledge relevant to an
invention being patented. In May 2006, Brazil, In-
dia, Pakistan, Peru, Thailand, and Tanzania pro-
posed in the WTO General Council that new text be
incorporated into the TRIPS Agreement under Ar-
ticle 29, which deals with conditions on patent ap-
plicants, to require such disclosure.

Geographical indications (Gls) are defined in the
TRIPS Agreement as “indications which identify a
good as originating in the territory of a Member, or a
region or locality in that territory, where a given
quality, reputation, or other characteristic of the
good is essentially attributable to its geographical
origin.” In November 2001, the WTO members
attending the Doha Ministerial Conference agreed
“to negotiate the establishment of a multilateral
system of notification and registration of geograph-
ical indications for wines and spirits by the Fifth
Session of the Ministerial Conference.” With re-
spect to the possible extension of the enhanced pro-
tection of geographical indications to products
other than wines and spirits, it was agreed that issues
related to this matter would be addressed in the
Council for TRIPS, an indication of the lack of
consensus.

Despite the fact they are in TRIPS largely at the
instigation of the European Commission, GIs have
for several years been promoted as a concession to
developing countries that they ought to take advan-
tage of. Supposedly, they provide the means by which
developing countries can use intellectual property to
protect categories of local rural knowledge that they
possess in abundance. In particular, the European
Union and the Swiss government are very keen to
promote GIs worldwide by arguing that this part of
TRIPS can potentially provide substantial gains for
developing countries. This seems plausible when one
considers that Gls are especially appropriate for the
produce of small-scale producers and cultivators,
and, it should be underlined here, not just for foods
and beverages but also handicrafts and other hand-
made items.

Many developing countries are rich in traditional
knowledge having applications in agriculture, food
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production, and small-scale manufacturing. So Gls
would appear to have real potential in terms of de-
veloping and exploiting lucrative markets for natural
product based goods, including those manufactured
by resource-poor farming communities. Such
countries tend to favor the extension of the additional
protection to cover all products, not just beverages.
Are they right to be so pro-GI with respect to prod-
ucts they wish to export? Possibly they are, but cau-
tion should be exercised. GIs are useless without
good standards of quality control and marketing, and
up-to-date information on markets including foreign
ones if the products are to be exported. At present the
potential of geographical indications for developing
countries is somewhat speculative because this type of
intellectual property right has been used only in a few
countries outside Europe. Moreover, many Gls have
quite small markets, and a relatively small number
are traded internationally.

Other developing countries do not have an
abundance of traditional knowledge and are key ex-
porters of products that compete with well-estab-
lished GI-protected goods coming from Europe. For
those countries, GIs may be more of a threat than an
opportunity.

Multilateralism, Bilateralism, and the Future
of TRIPS Developing country WTO members have
been very reluctant to engage in negotiations to raise
levels of intellectual property protection at the
WTO. In order to hold these countries to more rigid
and higher standards of intellectual property pro-
tection than TRIPS compliance requires, the United
States and the European Union have gone outside
the multilateral WTO forum. One of the most
effective strategies being employed is that of bilateral
and regional free trade agreements, which generally
contain so-called “TRIPS plus” intellectual property
right provisions, which place obligations on govern-
ments to provide more extensive protection than
TRIPS actually requires. A growing number of de-
veloping countries seeking to enhance access to de-
veloped world markets for goods produced in their
nations have proved willing to overcome their reser-
vations about strengthened intellectual property
rights through such deals in order to achieve this.

As a WTO agreement, and one which deals
with arguably the most valuable assets of modern
corporations, intangible ones, the importance of
TRIPS to the world economy is immense and will
remain so for several years. However, there are early
signs that it is outliving its purpose for those cor-
porations that successfully lobbied for an intellec-
tual property agreement in the Uruguay Round
and the governments that took up their demands.
There are three reasons for this. First, the WTO
system of trade governance currently does not
make it easy to achieve radical revision of existing
agreements or, for that matter, consensus on the
need for new ones. Second, developing countries
have tended not to implement TRIPS with much
enthusiasm, and enforcement measures continue to
be inadequate from the view of the intellectual
property owners. Third, for the developed coun-
tries and transnational industry, other forms of
trade diplomacy including those presented above
seem to further their interests more effectively.
Thus one may reasonably question whether TRIPS
in the coming years will continue to be such an
important agreement as it is today.

See also access to medicines; intellectual property rights;
nondiscrimination; parallel imports; World Intellectual
Property Organization; World Trade Organization
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GRAHAM DUTFIELD

B agricultural trade negotiations

Opening up markets for agricultural products has
proved a stumbling block for trade negotiations at
both the regional and the multilateral levels. The
primary reason is the political sensitivity of more
open markets for farm and food products. Most
governments share a concern for the security of their
countries’ food supply and the income level and
stability of their rural sectors. In importing countries,
this concern has led to caution about relying on

imports for basic foodstuffs and a conviction that
protection from overseas competition is necessary for
the health of the rural economy. Those countries
with export potential have long decried such senti-
ments, arguing that they can provide a regular supply
of foodstuffs at lower prices and that supporting in-
efficient domestic production is not a sound basis for
development. But, as one might expect in a sector
where governments still have considerable control
over markets, negotiations to open up trade in farm
products have tended to proceed at the pace of the
most reluctant importers.

Since the 1980s, this cautious attitude toward
trade in farm goods has begun to give way to a more
confident approach that sees imports as complemen-
tary to domestic production and exports as a natural
extension of domestic markets. Consumers are be-
coming used to the greater choice of foodstuffs that
comes with trade, and producers are setting their
sights increasingly on foreign markets for new
sources of revenue. In the process, many countries
have become both importers and exporters of
farm products and foodstuffs. This has blurred the
easy categorization of a country’s trade policy by its
trade balance. Developing country importers often
join with developing country exporters in voicing
concerns about trade issues, particularly about the
subsidies given to domestic producers in rich coun-
tries. Developed country exporters have “sensitive”
sectors that apparently need to be sheltered even while
they advocate more open markets for other products.
Developed country importers with high protection
barriers are often major importers of farm products
needed for processing or for animal feed. Perhaps
only in the market for tropical agricultural products is
it still possible to identify typical “importer” and
“exporter” views, but even in this case there are clear
distinctions between those that have preferential ac-
cess to markets in industrialized countries and those
that do not benefit from such preferences, and be-
tween those that sell the raw materials and those that
successfully add value in the domestic economy.

Along with this shift in political perceptions on
agricultural trade has come a change in the nature
of trade in farm products. In the 1980s, much of
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the trade in primary agricultural products passed
through sales or purchasing agents for producers and
wholesalers, or of companies whose function was
to distribute temperate-zone and tropical products
through established channels. The role of state
trading has shrunk markedly, with the adoption of
policies to allow more private activity in marketing.
Large companies now have a considerable role in the
processing and marketing of farm products, as they
have had for some time in the trading function. Most
of these private actors operate in several countries,
and thus food trade has become much more of a
global business. The share of such trade that is cate-
gorized as “high value added” has correspondingly
increased, leaving the trading of commodities and
raw materials a smaller part of agricultural trade.
Such trends explain the growing interest by large
food and retail firms in removing trade barriers that
act to inhibit worldwide marketing. As a result of
these changes, in both political perception and
structural reality, agricultural trade negotiations have
been somewhat more successful in recent years in
opening markets and have even made some prog-
ress in the past decade in reducing trade-distorting
subsidies.

The change in the attitudes toward trade negoti-
ations in agriculture is closely tied to reform of do-
mestic policies. In developed countries, such policies
were usually built on (and have been facilitated by)
tariff and nontariff protection at the border and have
employed a wide range of instruments to manage
domestic markets and supplement farm incomes.
Thus trade reform and market liberalization could
not proceed as fast as in manufactured products in
the postwar period. Domestic policies would have
been impossible to maintain if trade liberalization
had extended to agriculture. Reform of the domestic
farm policies in developed countries started in the
mid 1980s and continued apace for more than a
decade. Policies that lowered support prices and
substituted direct payments to farmers were found to
be more easily amended to meet new targets, such as
environmental stewardship, and tended to lower the
incentive to produce unwanted surpluses. Develop-
ing countries, for different reasons, also relaxed their

control over domestic markets and lowered trade
barriers. In this case the motive was to correct mac-
roeconomic and structural problems that were in-
hibiting development.

These reforms allowed countries to institute, as
part of the Uruguay Round in 1994, a wide-ranging
Agreement on Agriculture, which acted as a frame-
work in which domestic policies could operate. This
framework was consistent with lower protection
at the border and less trade-distorting subsidies at
home. It helped to lock in domestic reforms and put
pressure on countries that were lagging in the reform
process. But it also simplified the task of negotiating
reductions in trade barriers and importantly changed
the dynamic of such negotiations.

The same reform of developed-country farm
policies also made it easier to negotiate bilateral and
regional trade pacts. For years, most of these agree-
ments had avoided the problem of negotiating re-
ductions in tariff barriers for agriculture by explicitly
excluding sensitive agricultural sectors from the
full impact of market opening. This became insup-
portable when agricultural export interests, even in
net importing countries, began to ask for market
access (and preferences) within the regional or bi-
lateral agreement. In addition, the rules of the World
Trade Organization (WTO) (Article XXIV of the
General Agreement on Tariffs and Trade 1994)
oblige countries to grant tariff-free access on “sub-
stantially all trade” within bilateral and regional trade
agreements. As a result, the inclusion of agriculture
in such agreements is now the norm rather than the
exception. Safeguards and slowly increasing tariff
quotas still give some protection to sensitive domestic
farm sectors, but few agreements exclude agriculture
altogether.

It would be misleading, however, to suggest that
these processes of globalization in farm and food
trade and of reform of domestic policies have re-
moved all the obstacles to open trade in agricultural
goods. The process of reform has taken place at dif-
ferent speeds in different countries. So the pace of
trade negotiations is still controlled to a large extent
by the slowest reformers. Among the developed
countries this includes Japan, Norway, and Swit-



zerland. Not only is protection high in these coun-
tries but the types of policies used still rely heavily on
protection at the border. Hence they have been
prominent members of the Group of 10 in the
context of the WTO Doha Round, arguing for
generous exclusions for “sensitive products,” more
modest tariff cuts, and no cap on the height of tariffs.
Among the developing countries, the reluctant im-
porters have formed the Group of 33, which em-
phasizes the need for adequate provision for “special
products” and the inclusion of a “special safeguard
mechanism” to allow them to reimpose tariffs if
domestic markets are disrupted. These two groups,
though negotiating actively, have effectively limited
the “level of ambition” of the market access talks on
agriculture.

Importantly, the process of trade and domestic
reform has been uneven among sectors. The so-called
white goods rice, cotton, sugar, and milk have
among the highest tariff barriers and the most per-
vasive domestic subsidies. The sensitivity of these
goods extends to exporting countries. The United
States, normally a supporter of low tariffs, has come
under pressure to reduce subsidies on each of these
products. This has complicated the position of the
United States in trade talks, arguing for others to
open up markets but being more cautious in offering
to cut support or lower tariffs where domestic in-
terests are vocal. The European Union (EU) also has
its sensitive products, including dairy and beef,
though it has modified its domestic policies for rice,
sugar, and cotton. The Uruguay Round did relatively
lictle to improve the situation in the “white goods”
markets, and their inclusion in regional trade agree-
ments has often been politically sensitive. Sugar, for
instance, was left out of the U.S.-Australia Free Trade
Agreement, and was given a “temporary” exclusion
from the Mercosur trade arrangements.

The implications of these changing political and
economic forces can be seen with respect to the Doha
Round of trade talks. Agriculture has been the biggest
hurdle to an agreement, and the principal reason why
talks were suspended for a time in July 2006. But the
agricultural negotiations themselves are quite dif-
ferent from those in 1986, at the start of the Uruguay

Round. At that time, the main protagonists were
the United States and the EU, and the issues were
whether to bring agricultural trade under the disci-
plines of multilateral rules and how to include rules
for domestic policy that would be consistent with the
trade disciplines. The United States, as a prominent
exporter of temperate-zone farm products, favored
such a move, in large part to circumscribe the
Common Agricultural Policy of the EU. The EU had
previously argued against this, on the grounds that
domestic policy was a national issue and that the
trade rules should give adequate scope for such in-
ternal choices. By the end of the talks, seven years
later, the EU had agreed to rules that covered do-
mestic policy instruments, categorizing them into
“boxes” depending on their degree of trade distor-
tion, and that eliminated quantitative trade barriers
and limited export subsidies. The United States had
achieved its objective of introducing binding rules
but had to settle for only modest tariff reductions.
The EU had to reform its own Common Agricultural
Policy in 1992 in order to be able to live within the
new constraints of the WTO.

The Doha Round is not about whether to develop
rules for agricultural trade, or whether to extend trade
rules to cover domestic policy. It was intended as a
more “traditional” trade negotiation, to complement
the outcome of the Uruguay Round by reducing
tariffs by a substantial amount and by agreeing on a
further reduction in subsidies. There is no longer any
objection to the inclusion of domestic support in the
trade talks and of curbing export subsidies. The focus
has been on the depth of the tariff cuts and the extent
to which certain “sensitive” products could be shel-
tered from the full cuts. In this sense it is much more
in keeping with the negotiations in manufactured
trade in the Kennedy Round (1963 67).

But one aspect of the Doha Round has made for
more complex and difficult negotiations on agricul-
tural trade. In contrast to the Uruguay Round, where
with the exception of those in the Cairns Group few
developing countries played a major role, the number
of such countries that have been active has been
remarkable. Spurred by the attempt (in August
2003) by the United States and the EU to develop a
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common position, Brazil, India, and China, together
with South Africa and a number of other developing
countries, formed the Group of 20. The main de-
mand from these countries was that the EU and the
United States commit themselves to significant cuts
in domestic support (subsidies) as well as eliminating
export subsidies and cutting tariffs on farm goods.
This coalition has stayed together and played a major
role in the search for solutions to the agricultural
negotiations.

Multilateral negotiations on agricultural trade
have changed in nature as globalization has broken
down the easy categorization of countries as reluctant
importers and aggressive exporters. The scope for
talks to open markets has been enhanced by the
conversion of nontariff trade barriers to tariffs and
the move to direct subsidies to support farm income.
But the emergence of the major developing countries
as players has moved the emphasis from transatlantic
tensions to North-South conflicts. And so 21st-
century trade negotiations, both in the WTO and in
regional and bilateral trade pacts, have revolved
around the extent to which developing countries
need special rules to reflect their development status,
how to continue the reduction of trade-distorting
subsidies, and when to finally end the exception to
normal trade rules that has allowed the continuation
of export subsidies for primary products.

See also Agreement on Agriculture; agriculture; Doha
Round; multilateral trade negotiations; tariff rate quotas;
Uruguay Round; World Trade Organization
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TIM JOSLING

B agriculture

Agriculture is the systematic raising of plants and
animals for the purpose of producing food, feed, fi-
ber, and other outputs. Historically, agricultural
production has been linked to the use of the land and
the tillage of the soil, and it is agriculture thatallowed
humans to initially establish permanent setdements.
Such establishments were possible because agricul-
ture provided the food necessary to meet human
nutritional requirements. Because of its connection
to the development of human societies, agriculture is
closely associated with culture through the food that
it produces and the manner in which it alters the
landscape. This tie to culture gives agriculture special
status in society and hasled it to be treated differently
from other commodities in international economic
relations.

With economic development, the share of agri-
culture as a percentage of a country’s gross domestic
product (GDP) tends to decline (Chenery and Syr-
quin 1975). This trend is magnified on a global level.
As countries have developed, the importance of ag-
riculture in the global economy has declined, with
agriculture in the early 21st century representing
approximately 6 percent of global GDP.

This aggregate measure, however, masks the
continued importance of agriculture for many



countries and households, particularly in developing
countries. Because of its social, cultural, and eco-
nomic importance, the treatment of agriculture in
global economic relations has always been contro-
versial. In Latin America, for example, approximately
20 percent of export earnings comes from agricul-
tural products; in Africaitis 14 percent. Additionally,
more than 40 percent of the world’s economically
active population still works in agriculture, with
these workers mostly concentrated in developing
countries (FAO 2005). Therefore, the operation of
the global economy and its influence on the agri-
cultural sector can influence the lives of billions of
people.

Disputes over agricultural trade and domestic
agricultural policies have continued to plague trade
negotiations, including recent meetings of the World
Trade Organization (WTO). These disputes have
come at a time when agricultural markets have un-
dergone significant changes, particularly in devel-
oping countries. A clear understanding of the role of
agriculture in the global economy requires consid-
eration of the importance of agriculture in global
trade, its role in multilateral trade negotiations, its
particular importance to developing countries, and
recent trends that have transformed agricultural
markets.

Agriculture in Global Trade The value of world
agricultural trade nearly doubled between 1980 and
2000, from U.S. $243 billion to U.S. $467 billion.
While average annual growth in agricultural exports
was substantial during this period 4.9 percent in
the 1980s and 3.4 percent in the 1990s

at a time of generally increasing trade volumes and

it occurred

at a slower pace than growth in the manufacturing
sector, particularly in the 1990s when manufactur-
ing grew at an annual rate of 6.7 percent. This dif-
ference was even greater in developing countries,
where agricultural export growth was 5.3 percent in
the 1990s compared to 10.9 percent for manufac-
turing growth (Aksoy and Beghin 2005). Thus,
while agricultural trade continues to expand and is
clearly important to the world economy, there has
been a general decline in its relative significance
over time. For both the world in general and for

developing countries in particular, the share of agri-
culture in global trade has declined to justaround 10
percent.

Along with a decline in the relative importance of
agriculture, the composition of agricultural trade has
shifted. First, there has been a movement away from
the export of raw materials to greater export of pro-
cessed products. Final agricultural products made up
a quarter of world exports in 1980 81, but by 2000
2001 they had increased to 38 percent. Second, the
commodities being produced and exported have
changed from traditional tropical products (such as
coffee, cocoa, tea, nuts, spices, fibers, and sugar) and
temperate products (meats, milk, grains, feed, and
edible oils) to nontraditional, higher-value products
(seafood, fruits, and vegetables) and other products
such as tobacco and cigarettes, beverages, and other
processed foods. Tropical products, in particular,
have declined from 22 percent of agricultural exports
in 1980 81 to 12.7 percent in 2000 2001 (Aksoy
and Beghin 2005). The expectation is that there will
be a continued shift away from raw materials and
traditional products toward these nontraditional
higher valued products and processed items.

These overall trends in agricultural trade and
volumes also mask the fact that much of the trade in
agricultural commodities occurs within key trading
blocs, particulatly within the European Union (EU)
and the member countries of the North American
Free Trade Agreement (NAFTA). Table 1 shows the
flows of global agricultural trade between different
sets of countries in 2000 2001. Of the U.S. $181
billion in agricultural exports from the EU countries,
U.S. $131 billion or 73 percent went to other
EU member countries. Similarly, of the U.S. $90
billion in agricultural exports from the NAFTA
countries, 39 percent occurred between Canada,
Mexico, and the United States.

Agricultural policies account for part of the reason
why agricultural trade stays within trading blocs.
Historically, developing countries have often taxed
agriculture, whereas developed countries have pro-
tected agriculture from outside competition and
subsidized agricultural production. During the past
two decades, changes in policies in many developing
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Table 1
Global agricultural trade flows, 2000 2001 (USS$ billion)

Exporters
Low Middle Other
income income Developing industrial Total

Importers countries countries countries EU 15 Japan NAFTA countries imports
Low income

countries 1.50 4.48 5.98 2.01 0.06 1.99 1.78 11.82
Middle income

countries 9.20 48.44 57.64 22.85 1.74 23.42 10.71 116.36
Developing countries 10.70 52.92 63.63 24.86 1.80 2541 12.49 128.18
EU 15 9.65 37.81 47.46 131.33 0.15 9.57 9.38 197.89
Japan 252 19.21 21.73 4.48 17.61 511 49.28
NAFTA 3.72 21.95 25.67 12.60 0.54 34.80 4.77 78.38
Other industrial

countries 0.54 3.24 3.79 7.22 0.08 2.15 1.70 14.94
Total exports 27.14 135.13 162.27 180.84 2.57 89.55 33.45 468.67

Source: Aksoy and Beghin (2005) using COMTRADE data

countries such as the devaluation of overvalued
exchange rates, the reduction of import restrictions
on manufactured goods, and the elimination of ag-
ricultural export taxes have removed the anti-
agricultural bias in these countries, leading to greater
incentives to produce agricultural products. Devel-
oped countries, however, have continued to protect
and promote agriculture through price supports and
tariffs as well as direct subsidies. Within trading
blocs, these protections are either not applied or are
less restrictive and thus lead to greater agricultural
trade within these regions.

The protection and subsidies to agriculture in
developed countries influence their competitiveness
in domestic and foreign markets. As discussed in the
next section, this has become an important point of
contention in trade negotiations. To calculate the
degree of agricultural protection for farmers in these
countries, the Organisation for Economic Co-
operation and Development (OECD) has developed
a method for estimating the total support to agri-
cultural producers provided by a range of policies.
The OECD’s producer support estimate (PSE)

measures the monetary value of total gross transfers
to agricultural producers arising from agricultural
policies (OECD 2006). Compared with total gross
farm receipts, this measure can be used to identify the
share of farmer revenue that results from government
policies. Table 2 provides the estimated percent PSE
in farmers’ revenue for selected OECD countries as
well as for the OECD as a whole. The table also
shows the share of support coming from market price
supports, such as border tariffs, and the share coming
from direct payments to farmers. The data indicate
that with the exception of Australia, a significant
share of farmers’ revenue in developed countries is
the result of agricultural policies in those countries.
Furthermore, a substantial portion of the PSE is due
to market price supports such as tariff and other
forms of trade protection. However, there has been a
decline in the PSE for each country in the table and
the OECD as a whole between 1986 88 and 2003

5, and with the exception of Japan, there has been a
shift away from market price supports toward direct
subsidies. These agricultural policies, however, con-
tinue to influence the trade flows of agriculture into



Table 2
Producer support in selected OECD countries

PSE as a percent of
gross farm receipts

Market price support
(share of PSE)

Direct subsidy
(share of PSE)

1986 88 2003 05 1986 88 2003 05 1986 88 2003 05
Australia 8 5 50 0 50 100
Canada 36 22 52 46 48 54
European Union 41 34 87 50 13 50
Japan 64 58 90 91 10 9
United States 22 16 37 26 63 74
All OECD 37 30 77 57 23 43

Source: OECD (2006)

and out of developed countries. The sheer size of the
economies where these policies are in place means
they have a significant impact on global agricultural
trade.

Agriculture and the World Trade Organization
The protection and support of agriculture in a
number of developed countries has been justified on
the grounds that agriculture deserves special con-
sideration because it is linked to national culture.
This special status has been recognized by the mul-
tilateral trade negotiations that have occurred under
the General Agreement on Tariffs and Trade
(GATT) and later under the WTO. Under the
GATT, at the initial urging of the United States,
certain agricultural sectors were exempted from the
general prohibition in the agreement against quan-
tity restrictions, as were export subsidies. As the EU
took shape, it developed a Common Agricultural
Policy (CAP) that provided general protection and
support to farmers in all member countries and led to
strong and increasing support by the EU for the
special status of agriculture in muldlateral trade ne-
gotiations.

The EU, the United States, and Japan remain
strong supporters of the special status of agriculture.
Countries that wish to export their agricultural
products to these markets, however, argue that these
policies are unfair since not only is access limited for
certain commodities, but the subsidies provided to

producers in these protected markets give them an
advantage over producers in countries without such
subsidies. Developing countries tend to be particu-
larly critical of agricultural supports since they are not
in a budgetary position to support agriculture and
believe agriculture is one area where they may have a
comparative advantage.

When the WTO was created as part of the Mar-
rakesh Agreement in 1994, a specific Agreement on
Agriculture was designed to align agricultural trade
rules with those of other products. The Agreement
on Agriculture dealt with three general issues that
influenced global agricultural trade: market access,
domestic support, and export subsidies. For market
access, the agreement required countries to convert
quantity restrictions to tariffs. Once tariff equivalents
of quantity restrictions were established, they were to
be reduced. For domestic support, the agreement
distinguished between trade distorting measures,
which countries were required to reduce, and non-
trade distorting measures. As part of the Agreement
of Agriculture, developed countries agreed to reduce
the total aggregate measure of support (AMS) by 20
percent by 2000, while developing countries agreed
to reduce it by 13 percent by 2004. Nontrade dis-
torting measures were exempt from reduction com-
mitments. A final special category of domestic sup-
port measures was also exempt from reductions.
These measures, which were used especially in the
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EU, covered payments under programs designed to
reduce the overproduction that occurred under other
traditional market support payments. For export
subsidies, no new subsidies could be introduced and
existing subsidies had to be reduced by 36 percent in
value by 2000 for developed countries and by 24
percent by 2004 for developing countries, although
special conditions applied in some cases (Ingno and
Nash 2004). The changes in the rules governing
agriculture are reflected in the data presented in table
2, which shows a general reduction in producer
support among OECD countries and a shift from
market price support to direct subsidies.

The Agreement on Agriculture has generally been
viewed as a step forward for trade negotiations; al-
though it did not bring about substantial changes in
the short run, it did set up a framework that aligned
agriculture with other products. Its supporters hoped
that setting up this framework would lead to further
liberalization of agricultural markets in future rounds
of WTO negotiations, particularly in the current
Doha Round of trade negotiations. In fact, the
Ministerial Declaration launching the Doha Round
put agriculture as the first item on the agenda, indi-
cating its priority in the negotiations. However, the
Doha Round has failed to make substantial progress
and the negotiations have faltered largely because of
disputes over agricultural issues. For example, prior
to a WTO meeting in Cancun in 2003 a group of
developing countries, referred to as the G21, stated
clearly the importance of dealing with agriculture
issues such as protectionism and farmer subsidies.
The Cancun meeting made no progress on these
agricultural issues and was generally viewed as a
failure. Following a WTO General Council meeting
in July 2006 and the continued failure to make
progress, the chairman of the WTO’s Trade Nego-
tiation Committee noted that agriculture is “key to
unlocking the rest of the agenda” and that there was
“no visible evidence of flexibilities” that would help
solve existing problems (WTO 2006). Agriculture,
thus, remains the principal stumbling block to fur-
ther trade liberalization.

Complicating the disputes over protection and
support of agriculture are additional issues that have

emerged as the Doha Round of negotiations has
progressed. First are market access barriers that have
been putin place because of domestic concerns about
methods used for production. While this is a broader
concern for trade negotiations, it is particularly im-
portant for food products where health and safety
concerns are significant and where countries may
legitimately claim a right to protect their consumers.
Although international agreements and standards
exist, separating legitimate from illegitimate stan-
dards imposed by particular countries is not
straightforward. The case of genetically modified
organisms (GMOs) is a good example. Because of
concerns over the health and environmental impacts
of such products, the EU has enacted laws requiring
the labeling and traceability of GMOs. However, the
United States has challenged these policies as ille-
gitimate restrictions on trade, arguing there is no
evidence to support such concerns. The dispute re-
mains unsettled (Zarrilli 2005). A second issue is the
protection of geographical indications (Gls), names
or labels used to indicate the geographic origin of
certain products and, by extension, to indicate that
these products have certain qualities or meet certain
standards of production because they are from a
certain region. Many food and beverage terms ~ such
as Parmesan and Gorgonzola cheeses, Parma ham,
Chianti, and Champagne
generically although they have specific geographic
origins. The EU and a number of developing coun-
tries argue that if the products are produced through

have come to be used

a traditional, controlled manner in a specific region,
their names should be protected and that existing
protection is insufficient. The EU has proposed
amending the current protection under the Trade-
Related Aspects of Intellectual Property (TRIPS)
agreement in favor of a mandatory multilateral sys-
tem of registering these types of products (Evans and
Blakeney 20006).

Food, Agriculture, and International Devel-
opment Of the 1.2 billion poor people in the world,
75 percent live in rural areas (IFAD 2001). There-
fore, although the contribution of agriculture to
global GDP continues to decline in importance, it
remains a fundamental component of the livelihood



strategies of these households and is critical to the
advancement of the less-developed countries. Not
only does agriculture provide food for the survival of
the rural poor, it may be an important path out of
poverty, particularly if the poor can take advantage
of opportunities to produce nontraditional, high-
value crops, which tend to be labor-intensive. The
manner in which the global economy operates can
alter the prices farmers fetch for their products,
thus offering them incentives to produce more or
less depending on the direction of price effects.
Trade policies in developed countries therefore have
an impact not only on developing economies, but
potentially on the level of rural poverty in those
countries.

Other than altering the incentives for farmers in
developing countries, the policies of developed
countries affect developing countries’ agriculture
through food aid. As a result of incentives for over-
production in their agricultural policies, many de-
veloped countries have food surpluses. A portion of
these surpluses is often used as food aid to developing
countries. Although this seems a reasonable response
to hunger, critics of food aid have argued that the
provision of food creates disincentives for local pro-
duction and policy. Increasing the supply of food
commodities may cause prices of food to decline,
thereby leading to lower incentives for farmers, rich
and poor alike, to produce. The provision of food aid
may also limit investment in agriculture by develop-
ing country governments that count on a regular
supply of food aid to overcome limitations in food
availability. This can limit the development of the
rural economy and perpetuate a state of dependency.
Most of these issues can be overcome with the judi-
cious use of food aid in emergency situations and the
careful management of aid programs when im-
plemented, but the use of surpluses for food aid has
the potential to cause significant problems for de-
veloping economies (Barrett and Maxwell 2005).

Given the importance of agriculture as a pro-
ductive activity in developing countries, particularly
in the poorest countries, the manner in which it is
treated in global economic relations, and the agri-
cultural policies enacted by key players in devel-

oped economies, can have a profound impact on
economic development. Trade controversies are then
closely linked to broader global issues of poverty and
equity.

The New Agricultural Economy in Developing
Countries In recent years, agricultural production in
many developing countries has undergone profound
changes, leading it to become increasingly oriented
toward high-value global and urban product mar-
kets. These changes have mirrored many of the
changes that occurred in developed countries earlier
and have been driven largely by changes within de-
veloping countries. On the demand side, these in-
clude increased urbanization, the expanded entry of
women into the workforce, and the development of a
all of which have led to greater de-
mand for higher-quality and processed foods (Rear-
don etal. 2003). On the supply side, the opening of
markets to foreign direct investment (FDI) influ-
enced not only manufacturing sectors but also the

middle class

domestic food market and the role of agro-industry
in those markets. These domestic changes, combined
with the expanded trade in processed and nontradi-
tional products, have had a profound effect on the
workings of the agricultural sector in many devel-
oping countries.

Referred to by some as the “new agricultural econ-
omy,” these changes have led to new organizational
and institutional arrangements within the food
marketing chain as evidenced by new forms of con-
tracts as well as by the imposition of private grades
and standards for food quality and safety. Where
open markets with a variety of sellers of different food
commodities used to operate, there are now fre-
quently supermarkets. Where small-scale processors
of goods for the domestic consumer market ~ such as
potato chips
tions have taken over. Other multinationals have

used to exist, multinational corpora-

invested in the production of high-value crops
such as fresh flowers and vegetables  for immediate
export to foreign markets. These supermarkets, pro-
cessors, and exporters have specific requirements for
the commodities they wish to purchase in terms of
the quality of the goods and the timing of receipt.

Products destined for the food market, in particular,
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often must meet certain sanitary and phytosani-
tary standards. To ensure those requirements are
met, these buyers often procure their goods through
contracts with producers rather than through spot
markets.

These rapid changes have brought new challenges
and opportunities to farmers and policymakers in
developing countries. These new markets provide
significant opportunities because they tend to pro-
vide a price premium for quality and high-value
products. But they also may be difficult to access and,
in some cases, involve substantial risk. Often, new
inputs and varieties are required and farmers must
have sufficient information on grades and standards
to be successful. Governments can play a critical role
in facilitating access to information as well as pro-
viding assistance with the transition into these mar-
kets. This is particularly important for poorer farmers
who often lack the resources to take advantage of new
opportunities. Governments also play a critical role
in verifying and certifying that sanitary and phyto-
sanitary measures are in place. Furthermore, since
such standards are often used as a mechanism to limit
trade, governments may be called on to ensure that
limits to market access are legitimate under the
WTO rules.

The Role of Agriculture in the World Economy
While agriculture continues to decline in its overall
economic importance in global trade, its special
status in trade negotiations and its critical role in
economic development and global poverty allevia-
tion make it a sector that will continue to play a
critical role in the world economy. In the short run,
agricultural issues are likely to dominate trade ne-
gotiations. In the long run, global and domestic ag-
ricultural policies will influence the ability of coun-
tries to develop, and for the poor within those
countries, to exit poverty. Agriculture will continue
to be part of any discussion of global economic re-
lations.

See also Agreement on Agriculture; agricultural trade
negotiations; Common Agricultural Policy; distortions to
agricultural incentives; primary products trade; sanitary
and phytosanitary measures

FURTHER READING

Aksoy, M. Ataman, and John Beghin, eds. 2005. Global
Agricultural Trade and Developing Countries. Wash
ington, DC: World Bank. An edited volume that pro
vides a broad overview of the issues related to global
agricultural trade and developing countries.

Anderson, Kym, and Will Martin. 2005. “Agricultural
Trade Reform and the Doha Development Agenda.”
World Bank Policy Research Working Paper 3607.
Washington, DC: World Bank. Evaluates how the var
ious regions of the world and the world as a whole could
gain from agricultural trade reform.

Barrett, Christopher, and Daniel Maxwell. 2005. Food Aid
after Fifty Years: Recasting Its Role. London: Routledge.
An overview of the history of food aid, its impact on
recipient countries, and its potential role.

Chenery, Hollis, and Moises Syrquin. 1975. Patterns of
Development, 1950 70. London: Oxford University
Press for the World Bank. Describes the structural
changes that tend to occur over time as countries expe
rience economic growth.

Evans, G. E., and Michael Blakeney. 2006. “The Protection
of Geographical Indications after Doha: Quo Vadis?”
Journal of International Economic Law 9 (3): 575 614.
Discusses the possible steps forward for resolving the
dispute over protection of geographical indications.

FAO. 2005. The State of Food and Agriculture 2005: Agri
cultural Trade and Poverty, Can Trade Work for the Poor?
Rome: Food and Agriculture Organization of the Uni
ted Nations. Assesses how agricultural trade can help
reduce poverty and food insecurity.

IFAD. 2001. Rural Poverty Report 2001: The Challenge of
Ending Rural Poverty. Oxford: Oxford University Press
for International Fund for Agricultural Development.
Examines rural poverty in the world and policies that
may be used to reduce it.

Ingno, Merlinda, and John Nash. 2004. Agriculture and the
WTO: Creating a Trading System for Development.
Washington, DC: World Bank. An edited volume that
examines the WTO agreement and the issues in the
agreement facing developing countries.

OECD. 2006. Agricultural Policies in OECD Countries: Ata
Glance 2006 Edition. Paris: Organisation of Economic
Co operation and Development. Estimates of support

to agriculture for OECD countries.



Reardon, Thomas, C. Peter Timmer, Christopher B. Bar
rett, and Julio Berdegué. 2003. “The Rise of Super
markets in Africa, Asia, and Latin America.” American
Journal of Agricultural Economics 85 (5): 1140 46. An
overview of the transformation of the agri food system in
Africa, Asia, and Latin America.

WTO. 2006. “Report by the Chairman of the Trade Ne
gotiations Committee.” http://www.wto.org/english/
news e/news06 e/tnc chair report 100ct06 e.htm.
Report on the problems facing the Doha Round of
WTO negotiations.

Zarrilli, Simonetta. 2005. International Trade in GMOs and
GM Products: National and Multilateral Legal Frame
works. Policy Issues in International Trade and Com
modities Study Series No. 29. Geneva: United Nations
Conference on Trade and Development. Discusses the
national and international legal frameworks for man
aging GMOs and the current issues being confronted in

trade negotiations.

PAUL WINTERS

H aid, bilateral

Bilateral aid is official development assistance that
flows directly from a donor country government to a
recipient country. This is in contrast to multilateral
aid, in which many donor governments pool their
contributions via intermediary institutions that then
disburse aid to recipient countries. Yet another cat-
egory is private aid that individuals, corporations,
and foundations donate voluntarily, often through
nongovernmental organizations (NGOs). Typically,
bilateral aid accounts for two-thirds to three-quarters
of all official aid; estimates of private aid put it at
about one-tenth the size of official aid.

Although bilateral aid of one form or another is as
old as the nation-state, the modern era of bilateral aid
began with U.S. aid to reconstruct Europe under the
Marshall Plan following World War II. Over time,
governments of other major developed countries
joined the United States in providing bilateral aid,
sometimes following U.S. pressure to share the
burden. Insome cases, aid programs developed out of
colonial administrations during the 1960s as more

and more colonies became independent. In other
cases, notably Japan, the bilateral aid program
evolved from war reparation payments. A number of
notably China, India, and
are also aid donors.

developing countries
Venezuela

Bilateral aid is most often government-to-gov-
ernment, although in some circumstances donors
may fund NGOs directly. Many aid donors are
members of the Organisation for Economic Co-
operation and Development (OECD). The Devel-
opment Assistance Committee (DAC) of the OECD
is the international body that sets aid reporting
standards, monitors aid flows, and urges donors to
improve the quality and quantity of their aid. The
DAC’s main focus is on official development assis-
tance (ODA), which it defines as official concessional
flows for developmental purposes to low-income
countries. This includes grants as well as loans that
are at least 25 percent concessional as compared to a
commercial alternative (35 percent for “mixed
credits,” where aid is used to finance a commercial
venture). Over the life of an ODA loan, repayments
of principal and interest must be at least 25 percent
lower than for a comparable commercial loan. ODA
normally excludes grants and loans for military
purposes and funds not directed to poor countries. In
contrast to multilateral aid, most bilateral aid is given
as grants; Japanese aid is the exception. The DAC’s
long-standing goal is for donors to contribute seven-
tenths of 1 percent of gross domestic product (GDP)
as ODA, though only a few of the most generous
donors attain this target. In general, the United States
has been the largest donor but among the least gen-
erous as a share of GDP. Under the Marshall Plan,
U.S. aid was as high as 2 percent of GDP, but it has
been one-tenth of that in recent times. France,
Germany, and Japan also have been major donors,
while the Netherlands and the Scandinavian coun-
tries have been the most generous DAC donors rel-
ative to their GDPs.

Bilateral aid can fund a specific project (project
aid), provide more general budgetary support for the
recipient government (program aid), or flow through
an NGO. Although reconstruction aid to Europe
was often program aid, bilateral aid to developing
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countries has more often been project aid. Since
the 1980s, multilateral aid agencies, particu-
larly the World Bank, have become heavily involved
in program aid, which aims to promote policy
and institutional reform in developing countries;
most bilateral donors put less funding into pro-
gram aid.

Controversies Despite its apparent humanitar-
ian nature, aid especially bilateral aid has been
heavily criticized as insufficiently humanitarian and
relatively ineffective. Critiques begin with the low
volume of aid, both relative to the size of donor
economies and relative to the need of the recipients.
Criticsalso point to donor behavior that suggests that
need can take a backseat to more narrowly defined
donor interests such as geopolitics and commercial
advantage. The geopolitical imperative is particularly
pronounced for the United States with top recipients
(Israel, Irag, South Vietnam, South Korea) reflecting
U.S. military interests rather than recipient need. For
European donors former colony status dominates
need, while Japanese aid often flows to countries rich
in raw materials that Japan lacks.

The composition of aid also undercuts its devel-
opment potential, as much bilateral aid is tied to
purchases of donor products that are often expensive
and inappropriate. Where aid funds projects, re-
searchers have documented a bias toward large im-
port- and capital-intensive undertakings that suit
donors’ needs but fail to reflect the relative scarcity of
capital and foreign exchange in recipient countries.
Aid levels are generally contingent on the donor’s
budget position so thataid tends to increase when the
world economy is doing well. The result for many
developing countries is procyclical aid fluctuations
that can have the unintended consequence of desta-
bilizing the recipient economy. The multiplicity of
donors, each with their own priorities, procedures,
and teams of visiting experts, can create a huge op-
erational burden on a developing country govern-
ment. All of these factors can reduce the development
effectiveness of bilateral aid.

In response to the shortcomings of bilateral aid,
the DAC and others have pushed for more multi-
lateral aid. But if the main developmental short-

comings of bilateral aid arise from its use as a geo-
political and commercial tool, why would donors be
willing to redirect funds from bilateral to multilateral
agencies? One argument is that the greater apparent
independence of multilateral agencies makes them
more efficientatsome tasks (e.g., promoting sensitive
institutional changes and providing a credible signal
to private capital markets about the investment cli-
mate in the recipient country). A second argument is
that donor country taxpayers favor developmental
rather than geopolitical aid and that the donor gov-
ernment can demonstrate its developmental orien-
tation most clearly through multilateral contribu-
tions. Neither argument, however, explains why
some donors both contribute to and then work to
undermine the independence of multilateral agen-
cies. In any event, supporters of bilateral aid argue
that the multiplicity of domestic interests served by
bilateral aid helps to maintain a coalition in favor of
larger budgets so that the net developmental impact
of catering to domestic donor interests may be pos-
itive.

A recent trend in aid allocation has been toward
selectivity. Research from the World Bank has ar-
gued that aid generally fails to promote growth and
development when recipient government policies are
poor and also thataid fails to promote policy change.
Thus the implication is that more aid should be di-
rected to countries that have already adopted ap-
propriate (i.e., progrowth) policies. The empirical
basis for these conclusions has proven weak. The
original approach to estimating the link between aid
and growth conditional on policy is not robust to
small changes in specification or in which countries
and years are examined. Other approaches have
found a variety of results: aid has no impact regardless
of policy; aid has a positive impact regardless of
policy; aid has positive but diminishing returns re-
gardless of policy; aid has a positive impact every-
where but the effect is larger when policies are good;
and aid has a greater impact when policies are bad.
Competing studies use different measures of aid,
different approaches to deal with the potential for
reverse causation, and different time horizons. The
estimated impact of aid ranges from zero to eco-



nomically substantial (a several percentage point in-
crease in the growth rate of GDP).

Despite this uncertainty, many bilateral donors
have increased the country selectivity of their aid
programs. In the United States, the Millennium
Development Account is a direct application of aid
selectivity with 16 indicators of good governance
used as criteria for aid eligibility. Other donors, in-
cluding Scandinavian countries, have moved toward
using governance criteria to reduce the number of
countries receiving funds. Although such a policy
might seem to abandon poorly governed countries
to their fate, advocates of selectivity maintain that
incentive effects (the desire to qualify for aid) will
induce better governance so that eventually all would
benefit. In the past, however, political changes in
donor governments have led to changes in bilateral
aid allocation. If developing country governments
expect such changes to continue, the incentive effects
of current selectivity criteria will be undermined.

Opponents of aid have frequently rallied behind
the slogan “trade not aid,” pointing out that pro-
tectionist trade policies in donor countries cost de-
veloping countries far more than they receive in
foreign aid. In addition, they argue that trade is likely
to improve the efficiency of developing country
economies whereas aid could introduce perverse in-
centives and promote rent seeking or corruption. Yet
the arguments in favor of more trade do not weaken
the case for aid as the slogan’s “cither/or” dichotomy
seems to suggest. The distributional impact of trade
is likely very different from that of aid, as the poorest
in most need of aid are unlikely to be the main
beneficiaries of increased trade.

See also aid, international; aid, international, and political
economy; HIV/AIDS; nongovernmental organizations
(NGOs); political economy of policy reform; regional de-
velopment banks; World Bank
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CHRISTOPHER KILBY

H aid, food
Food aid is a resource provided on concessionary
terms in the form of, or for the provision of, food. In
accounting categories, international food aid is a
cross-border flow that is an entry into a country’s
balance of payments. National governments do
provide food aid within their own borders, however.
Generally, food aid is thought of as assistance pro-
vided by donor governments and humanitarian
agencies to address the problems of hunger, food
insufficiency, and malnutrition and indeed some
food aid is expressly for this purpose. Over the his-
tory of modern food aid, however, substantial
amounts of food aid have had little to do with ad-
dressing hunger.

History and Origins Food assistance throughout
history has included attempts to address famine in
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Venezuela in the 1830s, Ireland in the 1840s, and
the Ukraine in the 1930s all of which involved
significant shipments of food. The India Famine
Codes in the late 19th century may have been the
first systematic attempt to balance market forces and
free food distribution. But the origin of large-scale
contemporary food aid traces to the post World
War II period in North America, when techno-
logical advances led to dramatic increases in pro-
duction that resulted in significant surpluses and
declining prices for farmers. Politically obligated to
purchase the surpluses, the U.S. and Canadian gov-
ernments found it less costly to give away the sur-
plus food than to store it. United States Public Law
480, enacted in 1954, formalized this process. Hence
the origin of modern food aid was a means of ad-
dressing domestic surplus production nota means
of addressing hunger or poverty. Over the past
50 years food aid has served multiple objectives:
disposing of surplus production, supporting farm
income, maintaining a maritime shipping fleet,
supporting domestic agribusiness and food proces-
sing industries as well as addressing hunger in
foreign countries.

Types of Food Aid Classically there have been
three kinds of food aid. Program food aid, for almost
40 years the largest single category, is subsidized
deliveries or free grants of food on a government-to-
government basis. The recipient government usually
sells the food and uses the proceeds for many pur-
poses
thing to do with addressing hunger. The main pur-
pose of program food aid has been to provide
budgetary support or balance-of-payments relief for

not necessarily for food assistance or any-

recipient governments.

Project food aid provides support to field-based
projects in areas of chronic need through deliveries of
food, usually on a grant basis, to a recipient govern-
ment, a nongovernmental organization, or the U.N.
World Food Programme. The recipient agency then
uses the food either directly in projects such as
mother and child health, school feeding, or food-for-
work projects that provide an employment guarantee
using food for wages, or by “monetizing” the food
aid  selling it in the recipient country market and

using the proceeds for project activities that require
cash as an input rather than food.

Emergency or humanitarian food aid consists of
deliveries of free food to populations affected by
conflict or disaster, with a host country government,
the World Food Programme, or a nongovernmental
organization acting as the distributing agency.

Trends in Food Aid The total annual flow of food
aid in the years 1981 through 2005 wasaround 8 10
million metric tons (see figure 1)  a relatively tiny
amount compared to the more than 300 million tons
of commercially traded food of the same commodity
groups. Since 1980, humanitarian food aid has be-
come the most dominant form, amounting to about
60 percent of the total, whereas prior to 1980, it was
in the range of 10 15 percent. Since the beginning of
the 21st century, program food aid or government-
to-government food assistance has declined sharply,
and by 2007 seemed likely to be phased out alto-
gether soon. Project food aid tended to be relatively
stable in volume terms in the period 1980 2005. In
the post World War Il years, food aid comprised as
much as 15 percent of total overseas assistance  in
the early 21st century, by contrast, it accounted for
only 2 3 percent of the total.

Food Aid Policy Debates International food aid
has been subject to weak regulatory mechanisms,
many of which are outdated or dysfunctional. As a
result, many of these mechanisms were being re-
negotiated as of 2007, or their roles were being taken
over by other, newer institutions. The Food Aid
Convention originally signed in 1967 and renewed
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Figure 1
Global food aid deliveries, 1981 2005 (MMT). Source: WFP
Interfais.



in 1998
years in the first decade of the 21st century, and was

existed on one-year extensions for several

up for a major renegotiation by 2007. Much of the
impact of food aid on trade has come up for nego-
tiation at the World Trade Organization.

The extent to which food aid undermines in-
ternational trade or local incentives for agricultural
production is also a subject of controversy. Overall,
there appears to be no significant impact of food aid
on domestic production, but different kinds of food
aid have different effects
food aid can actually lead to an increase in food

well-managed emergency

production (with a lagged time effect, because well-
managed emergency food aid can enable farmers to
cultivate a crop when they might otherwise be un-
able, thus resulting in a greater harvest available at
the end of the season). But poorly targeted food aid
that ends up being consumed by people who would
otherwise be able to grow or purchase food may
undermine production or trade incentives. Open
“monetization” (the sale of food aid in the recipient
country) is thought to be one example that causes
trade or production displacement.

Traditionally food aid was provided in kind by
donor governments, to be used or distributed either
by recipient country governments or by humani-
tarian agencies. Beginning in the 1990s, food aid
from some donors has been “untied” from market
sources in donor countries, meaning that a propor-
tion of food aid budgets are now in cash for pur-
chasing food either within the country where food
aid is needed, or in a nearby developing country
called local and regional purchase. European donors
and Canada devote significant proportions of their
funding to local or regional purchase of food, which
is believed to save both time and expense when re-
sponding to acute need, thus enabling more rapid
response and a relatively greater volume of response
within fixed budgets. United States food aid con-
tinued to be tied to procurement in U.S. markets as
of late 2007, and the extent to which “aid-tying” of
food assistance continued to be allowed was a sub-
ject of considerable controversy in World Trade
Organization negotiations over a new Agreement
on Agriculture. In addition to pressure for untying

food assistance, there was also considerable evidence
that cash transfers are a more effective and effi-
cient means of ensuring access by poor or disaster-
affected populations to adequate food under some
circumstances.

See also Agreement on Agriculture; aid, international
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N aid, humanitarian
Humanitarian aid is assistance provided directly to
people affected by conflict or disasters. Traditionally

it is in-kind material assistance food, shelter, or
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but it also can take the form of cash
assistance. The primary intent of humanitarian aid is

medical care

to save lives, reduce suffering, and protect human
dignity in times of crisis. Often, additional objectives
are to protect people’s livelihoods and assets or other
indirect life-saving goals. Humanitarian aid is dif-
ferent from development aid, which has longer-term
objectives and sometimes greater conditionality
but the distinction is not always clear, and in chronic
emergencies may become quite blurred.

History and Origins Although there are human-
itarian antecedents in many different religious and
cultural traditions, the history of modern indepen-
dent humanitarian aid traces to the Battle of Solfer-
ino in 1859. There, Swiss businessman Henri Du-
nant was horrified by the impact of industrialized
warfare and organized alocal effort to assist wounded
soldiers on the battlefield. Dunant essentially struck a
deal with the belligerent armies that he would not
interfere with their conflict provided they would
grant him safe passage to assist the wounded who
were incapable of continuing to fight. In 1863,
Dunant founded the International Committee of the
Red Cross (ICRC) in Geneva, based on the same
principle. The ICRC is the organization mandated
by international humanitarian law to provide pro-
tection and assistance to wounded or captured sol-
diers, and especially to civilians and other noncom-
batants caught in conflict. National chapters of the
Red Cross soon grew up as well, usually mandated by
law in the host country. In Islamic countries, these are
known as Red Crescent societies. The International
Federation of Red Cross and Red Crescent Societies
(IFRC) is made up of these national chapters.

Other Humanitarian Agencies Under interna-
tional law, the state has the first responsibility for the
protection and provision of assistance to citizens
within its borders. But often the government of an
affected country either cannot provide adequate as-
sistance or, in some cases, may be one of the parties
causing a humanitarian emergency in the first place.
In such cases, other agencies may be called on (or take
it on themselves) to provide assistance. Following
each of the major crises of the 20th century, other
agencies were founded to provide humanitarian

assistance for the victims of war as well as people
affected by natural disasters or other crises. These
include specialized UN agencies and nongov-
ernmental organizations (NGOs). UN agencies
mostly formed in the aftermath of World War II
include the United Nations Children’s Fund and the
Office of the UN High Commissioner for Refugees.
The largest of the UN humanitarian agencies, the
World Food Programme was founded in 1963, and
the Office for the Coordination of Humanitarian
Affairs was founded in 1998, reorganized from the
former Department of Humanitarian Affairs.

Major NGOs were also formed in response to the
crises of the 20th century: Save the Children was
formed in the aftermath of World War I, CARE and
Oxfam in response to World War II, and World
Vision in response to the Korean War. Médecins sans
Frontiéres was formed in 1969 after French doctors
split with the ICRC over the issue of raising public
awareness about the plight of civilians during the
Biafran war. More recent crises have seen the advent
of increasing numbers of nontraditional providers of
humanitarian aid including the military, private
for-profit companies, and contractors.

Defining Characteristics In principle, humani-
tarian assistance is based on the premise that no hu-
man caught in a life-threatening situation should be
denied assistance (or conversely and more contro-
versially  that all humans in a life-threatening situ-
ation have a right to receive assistance). This was
formalized by the ICRC in 1965 as the principle of
humanity or the humanitarian imperative. This prin-
ciple now informs humanitarian assistance across
mostif notall humanitarian agencies. The ICRC also
formally articulated six other principles on which it
had based its work for nearly a century and which
followed logically. The first is impartiality, or the im-
perative to provide assistance on the basis of need
alone, without respect to nationality, race, religion,
gender, or political point of view. The second is
neutrality, or a refusal to take sides in a conflict or to
engage in “political controversies.” This was seen asa
principle in its own rightand the means to gain access
to conflict-affected populations. A third principle is
independence, meaning that the offer of humanitarian



assistance should be independent of government
policies or actions. Voluntary service, unity, and uni-
versality are the other principles. These principles are
codified for the entire humanitarian community in
the Red Cross Code of Conduct and the Sphere
Guidelines.

Humanitarian Policy Debates Up to the 1980s,
humanitarian action was seen to be largely beyond
reproach a form of altruism that was neither a
threat nor of serious political consequence. After the
end of the cold war, humanitarian action became, for
a time, a substitute for major powers’ political en-
gagement in problems affecting other countries ~ for
example, in the Balkans wars of the 1990s. Since the
onset of the global war on terrorism, humanitarian
action has come to be seen, both by major powers
and, in some cases, by popular perception in host
countries, as part of a larger political and security
agenda. Most humanitarian agencies still refuse to
take sides in conflicts, but neutrality ~ especially the
admonition against “political controversy” is the
subject of intense debate and many humanitarian
agencies do not claim to be apolitical (although the
ICRCstill does). And as public sources of funding for
humanitarian aid become more and more dominant,
the capacity for independent humanitarian action
has declined.

The principle of impartiality is intended to govern
the provision of humanitarian aid in all circum-
stances, but political considerations often trump
humanitarian principles in practice, and there are
large discrepancies in the level of response by the
humanitarian community to similar levels of human
suffering by affected populations  from aslittle asa
few dollars per person in some forgotten crises in
Africa to more than $7,000 per person affected by the
Indian Ocean earthquake and tsunami emergency in
late 2004.

With larger budgets and greater scrutiny have
come calls for the humanitarian enterprise to be more
not only to the donors that provide
funding, but for the behavior of agency staff in

accountable

emergencies, for the development of industry stan-
dards for humanitarian response to which all actors
should be held responsible, and to the recipient

communities that are affected by war and disaster.
To this end, in the early 21st century several inter-
agency inidatives, including the Sphere Project, the
Action Learning Network for Accountability and
Performance, and the Humanitarian Accountability
Partnership International, developed to hold human-
itarian action to higher standards of accountability.

See also aid, international
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DANIEL MAXWELL

B aid, international

International aid, or official development assistance
(ODA), comprises a wide range of financial and
nonfinancial components. These may take the form
of cash transfers as well as grants of machinery,
technical advice, and analysis and assistance in ca-
pacity-building support. Although foreign aid is of-
ten envisaged as transferring resources from rich to
poor countries, the reality is more complex, with
more than half of all ODA actually going to middle-
income countries.

Early Foreign Aid The history of modern aid and
colonialism are in many ways intertwined. In order to
extract raw materials and exploit economic activity
abroad, the colonial powers provided investment
capital, technology, and personnel to colonies. Ex-
amples include the Belgian-initiated railroads in the
Congo, the French design of the Suez Canal, and
railroads and roads built under British rule to trans-
port primary commodities in southern and eastern
Africa.

Explicit reference to aid became more widespread
in the 1940s. During this period, the wealthier
countries began considering broader economic de-
velopment as a goal, focusing on aspects of engage-
ment that were not directly or exclusively related to
extraction and exploitation. This reflected an evolu-
tion of economic and strategic interests (and in part
was associated with the decline of mining relative to
other sectors and also with the development of air
and other military capabilidies). It also reflected a
changing understanding of human dignity in which

human rights and self-determination emerged in
strong opposition to earlier Darwinian notions,
which had reinforced colonial notions of superiority.
The 1940s also brought to the fore arguments for the
need to invest in strategic alliances and in peace.

The period immediately following World War II
saw a concerted effort to avoid a repeat of the post
World War I peace process and reparations, which
had served at best as a short-term palliative. It was
recognized that peace required economic integration
and this required both financial flows and policy
changes to bring about closer economic integration.
The new vision for sustained peace through eco-
nomic opportunity gave rise to the Marshall Plan,
as well as to the Bretton Woods conference and
the creation of multilateral institutions such as the
United Nations (UN), the World Bank, and the
International Monetary Fund, whose goal was to
increase international cooperation and assistance.
This architecture largely remains in place today.

Increasingly, broad goals such as education were
supported by emergent foreign aid programs and
endorsed in parliamentary acts of the time, such
as the 1948 British Overseas Development Act. In
1949, President Truman’s inaugural address pro-
posed the creation of a program for development
assistance. The UN’s 1951 report on Measures for the
Economic Development of Under-developed Countries
(with Arthur Lewis as the lead author) advocated the
creation of a dedicated UN fund to support devel-
opment, as well as an International Finance Cor-
poration (IFC) to underpin private investment (five
years later the IFC was established as part of the
World Bank Group). In the 1950s and early 1960s,
following the granting of independence to most
colonies, many former colonial civil servants were
employed in newly established aid projects, so that
while the expatriate personnel remained, the nature
of the relationship changed.

The initial focus of these institutions was on
rebuilding war-torn Western Europe and Japan and
on stabilizing the world financial system, rather than
on broader notions of development. Indeed, the
first four of the World Bank’s loans were devoted to
postwar reconstruction. In addition to supporting



the activities of the multilateral agencies, the wealth-
iest countries began to set up their own bilateral
initiatives to provide aid flows and technical assis-
tance to developing countries. In 1960, Canada cre-
ated an External Aid Office, and in 1961 the United
States created the United States Agency for Interna-
tional Development, France inaugurated a Ministry
for Cooperation, Japan created the Overseas Eco-
nomic Cooperation Fund to provide loans for
developing countries, and Germany established its
development bank, the Reconstruction Credit In-
stitute (KfW). Sweden and the United Kingdom
established bilateral aid agencies in 1962 and 1964,
respectively. These agencies at first focused on former
colonies, leaving broader global reconstruction and
development to the multilateral institutions such as
the World Bank. Over time, however, the objectives
and strategy of multilateral institutions and national
agencies converged, and there is now a significant
degree of overlap.

From the outset, nongovernmental and other
groups had ambitions that were often ahead of gov-
ernments’ views on aid. For example, the World
Council of Churches in 1958 called on the rich
countries to allocate 1 percent of their national in-
come to aid for developing countries. This was later
taken up by the Development Assistance Group,
which was established in 1960 as a forum for con-
sultation among aid donors at the Organisation for
European Economic Co-operation (OEEC), which
became the Organisation for Economic Co-opera-
tion and Development (OECD) later that year. A
target of 0.7 percent was agreed by the UN General
Assembly in 1970, but by 2006 it had been reached
by only five countries, despite the fact that rich
countries are much wealthier and poor countries are
much better managed than when the pledge was
made.

Foreign Aid during the Cold War Chilling re-
lations between the West and the Soviet Union
meant that from the 1950s to the fall of the Berlin
Wall in 1989, Cold War politics became a key de-
terminant in all foreign policy, and not least aid.
Increasingly aid was used as a means to support and
bolster friendly states. Where geopolitical interests

were involved, economic and military support were
often closely interconnected.

In Zaire (now Democratic Republic of the
Congo), for example, aid was used as a strategic tool.
Between 1960 and 1990, more than $10 billion was
disbursed in aid to Zaire in support of an increasingly
brutal and corrupt dictatorship. Maintaining a stra-
tegic alliance, rather than development effectiveness,
was the objective. Similarly, political and economic
factors were the main drivers of large aid donations
in support of the transition to a market economy
in Eastern Europe and Central Asia. Not surpris-
ingly, such aid was not correlated with long-term
poverty reduction. Such cases have lent support to aid
skeptics.

A key characteristic of foreign aid during the Cold
War period was its “tied” nature: aid was allocated to
the purchase of specific goods and services from the
donor country. In this way, much aid never left the
donor countries, as it ended up paying for consul-
tants or services (such as foreign-language radio
broadcasts).

Food aid also became prevalent. In part this re-
flected the growing agricultural subsidies in Western
Europe, the United States, and Japan, which rose to
more than $300 billion per annum. These rich
countries protected their markets from competitive
imports and subsidized their farmers, dumping sur-
pluses on world markets, often as food aid. Poor
countries were unable to compete in agriculture and
trade, and the dumping of food on world markets
undermined and destabilized agricultural prices and
production in developing countries. As outlined by
Goldin and Knudsen (1993) and Sen (1982), the
distortion of markets and policy failures contributed
to price instability, long-term decline in agricul-
tural prices facing developing country farmers, and
even famines. While protectionist trade policiesin the
rich countries undermined the potential for sus-
tainable growth in many developing countries, rich
countries’ aid policies provided at best a partial re-
sponse to short-term humanitarian needs. Similarly,
while significant quantities of aid were directed into
investments in irrigation and other agricultural infra-
structure in developing countries, the undermining
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of the rural economy as a result of protectionism by
rich countries provides a classic example of a failure
to achieve policy coherence.

Although there has been some progress in untying
aid since the end of the Cold War, tying persists in
many aid programs today. Meanwhile, agricultural
protectionism continues to have a pernicious influ-
ence on world agricultural markets and trade, with
the negative impact far exceeding the aggregate
poverty-reduction impact of aid (Goldin and Reinert
2007).

Adjustment Programs Adjustment (or macro-
economic policy-based) aid was developed in the
1970s. This was designed to respond to the severe
macroeconomic imbalances experienced by many
poor countries, characterized by ballooning deficits
and debt that were aggravated by exogenous shocks
from oil prices, interest rates, and other sources. The
constellation of conservative political leadership in
the United States (Reagan), the United Kingdom
(Thatcher), and Germany (Kohl) wasalso important,
with aid acting as an agent of reform and bolster-
ing the private sector. By the late 1970s, aid was
increasingly predicated on the recipient country’s
acceptance of conditions that sought to enforce mac-
roeconomic and trade reforms, and to facilitate pri-
vate (particularly foreign) investment. The focus on
structural economic reforms was not accompanied
by corresponding attention to institutional reform or
investments in education and health, and neglected
demands of social cohesion. This limitation, along
with the mounting assertions of self-determination
by rapidly democratizing governments, as well as the
pendulum swing in rich countries away from their
former preoccupation with market solutions, meant
that by the mid-1990s, following the end of the
Cold War, adjustment lending had become far less
common.

Poverty Reduction and Recent Development
Models The reform of aid policies in the 1990s re-
sponded to a range of factors. These included the end
of Cold War preoccupation with strategic allies, the
success of the growth paradigms in China and India,
the failure of major aid efforts (not least in Africa),

and intellectual evolution particularly in the areas
of understanding around economic growth, poverty
reduction, and development. Perhaps the most strik-
ing belated change was the recognition that to reduce
poverty, aid should be focused on those countries
where poor people lived and in which the gov-
ernments were willing and able to act to overcome
poverty. In addition, as poverty increasingly was
recognized as multifaceted, the policy discussions
and interventions around poverty reduction became
more nuanced.

By the late 1990s, the goals of development began
to embrace the elimination of poverty in all its di-
mensions, by improving education, health, and other
human capacities, not simply focusing on income.
Scholars such as Sen (1999) gave intellectual form
to the emerging understanding that development
means increasing the control that poor people have
over their lives. This is derived through a combina-
tion of education, health, and greater participation
in politics and community decisions, as well as from
improvements in access and income. It is also clear,
and beginning to be reflected in aid policy, that the
various dimensions of poverty are related, and that
income growth generally leads to progress in the
nonincome dimensions of poverty and vice versa.

From the eatly 1990s, this rethinking of devel-
opment was associated with an increase in aid flows
to health, education, and infrastructure. Due mainly
to improvements in two countries, China and India,
where government policies are largely but not en-
tirely independent of aid, social indicators such as
health and education on average have improved very
quickly since the mid-1970s in developing countries.

Direct targeting of health and educaton goals,
rather than waiting for improvements to follow
income gains, has led to a virtuous circle that has
improved the welfare of individuals and families.
On average, at every level of income in developing
countries, infant mortality fell sharply during the
20th century, and life expectancy increased by 20
years (from mid-forties to mid-sixties) over a period
of only 40 years. The global trend in life expectancy
remains very positive, although HIV/AIDS has dra-



matically reversed this trend in a number of coun-
tries, particularly in southern Africa.

Developing countries also experienced dramatic
improvements in literacy: whereas in 1970 nearly
two in every four adults were illiterate, now the
proportion is only one in four. Particularly im-
portant is the greater focus on female literacy, as
this has been shown to be pivotal in improving the
health and human development levels of chil-
dren and communities. These achievements cannot
solely or even primarily be attributed to aid, but
rather to a combination of national policies (not
least in China and India) along with growing inte-
gration and the adoption of new health and other
technologies.

The unevenness of the performance of develop-
ing countries, and ability of some very poor coun-
tries to grow despite resource constraints and others
to squander abundant resources, has led to a grow-
ing focus of the aid community on governance and
institutions. Increased attention to governance and
institutions also has been associated with growing
interest among academics in this topic. In the prag-
matic world of aid agencies, attention to governance,
and to institutional development more broadly, has
been translated into growing budget allocations for
the development of civil servants and building of
regulatory authorities and judiciaries. It also has been
associated with a growing emphasis on the allocation
of aid in light of the performance of the recipients.

Millennium Development Goals In 2000 heads
of state of both rich and poor countries committed
themselves to achieving the Millennium Develop-
ment Goals (MDGs). These are:

* eradicate extreme poverty and hunger
» achieve universal primary education
* promote gender equality and empower
women
reduce child mortality
* improve maternal health
combat HIV/AIDS, malaria, and other dis-
eases
* ensure environmental sustainability
» develop a global partnership for development

The Millennium Declaration marked a major step
in the history of aid. For the first time, the interna-
tional community came together to establish clearly
defined common goals with a set of agreed measurable
targets and results for developing countries, donor
agencies, and the multilateral institutions. Building
on this declaration, the 2002 Monterrey Conference
established a new partnership for development in
which the rich countries promised to increase both the
volume and the quality of aid in return for commit-
ments from developing countries to undertake vital
reforms to enhance aid effectiveness. Despite the re-
markable achievements in many countries, notleast in
China, it is becoming clear, however, that many or
most of these goals will be missed, except perhaps that
of halving income poverty, which will be met at the
aggregate global level. Many developing countries
have failed to live up to their Monterrey commit-
ments on poverty reduction and good governance.
Similarly, the rich countries have fallen well short of
their commitments. Aid flows have increased, but
these remain far short of the agreed targets, and the
Doha Development Round of trade negotiations
appears to be a long way from meeting even minimal
expectations. The tremendous achievements of the
MDGs, not least in terms of mobilizing public
opinion in many rich countries, are therefore at risk of
dissipating due to inadequate political will.

Types of Aid and Harmonization As figure 1
shows, only around 20 percent of bilateral aid in fact
ends up as a cash transfer into the hands of the re-
cipientcountry (“otherbilateral”). Around 80 percent
takes the form of aid to multilateral organizations,
debt relief for countries such as Afghanistan and Iraq,
administrative costs, costs for refugees living in donor
countries, and technical cooperation including
support to students from developing countries
studying in donor countries (imputed student costs).
Although this indirect assistance may make an im-
portant contribution, it is often driven by the pri-
orities of the donors and is no substitute for pre-
dictable, multiyear flows of aid mobilized behind
government programs that are agreed upon by gov-
ernments and across the donor community. Such
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harmonization and coordination are vital to reduce
the currently high transaction costs of aid, which
including the time demands
on the most competent civil servants

divertscarce resources
into projects
and activities that have too often been donor priorities
rather than recipient national priorities.
Considerable progress has been made in har-
monizing approaches to aid. The 2005 Paris con-
ference and subsequent Declaration on Aid Effec-
tiveness brings together multilateral and bilateral
donor agencies around common standards. While
the MDGs provided a landmark in terms of defin-
ing common goalposts for development, the har-
monization agenda aimed to ensure that the donors
played as one team. Significant improvements in
coordination among a number of the traditional
major donors point the way forward. As diverse
aid flows are increasingly combined into broad
multidonor activities, the challenge for donors is

to convince their skeptical voters that their taxes
have been spent wisely. Although attributing the
impact of aid to individual donors may be counter-
productive, in that it suggests that development
is not a national responsibility, aid like all public
expenditures requires accountability.

Levels of Aid, Aid Quality, and Evaluation Aid
flows increased markedly between 1945 and 1960,
but subsequently slowed and from 1990, when it
averaged 0.34 percent of the gross national income
(GNI) of the donor countries, declined to around
0.22 percent of the GNI of high-income countries in
2001, asshown in figure 2. The recommitment to aid
at the Monterrey Conference in 2002 finally arrested
this decline, with ODA reaching a record high in
2005. Subsequently, aid flows again slipped back,
reflecting the fact that the inclusion of Iraq and
Nigerian debt write-offs had temporarily inflated
the numbers earlier. Going forward, the key uncer-
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tainty is the extent to which donors will honor the
pledges made at Monterrey and reiterated at the
2005 Gleneagles G8 Summit, where it was agreed to
double aid to Africa and to achieve the 0.7 percent
commitment.

In comparison with domestic investment and
government expenditure, aid flows are small. De-
velopment aid to developing countries in 2005 was a
record $107 billion, but even without taking account
of the fact that most of this was not transferred to
developing countries, aid remained less than one-
third of foreign direct investment in developing
countries ($334 billion), which itself was only a small
fraction of total investment in developing countries
(more than $2 trillion). Although increasing the
volume of aid is vital, improving its quality is even
more important.

Both the relatively small levels of aid and the in-
stability of these flows for middle- and low-income
countries are reflected in figure 3. Since aid is typi-
cally small compared to budget and private invest-
ment flows, and more unstable, the key challenge is
to ensure that aid effects systemic changes such as
introducing ideas and improving practices. These in
turn have positive effects on growth and poverty re-
duction. Such indirect effects are difficult to measure
and attribute, however, and, as indicated earlier, at-
tribution risks undermining government leadership
and harmonization. It is important that aid be pro-
vided not solely for short-term and relatively easily
measurable objectives.
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A growing body of literature had sought to use
randomized techniques to provide improved rigor to
the evaluation of aid. Impact evaluation and other
evaluative methods may be expected to become a
necessary part of the toolbox of aid agencies as they
and the recipient governments seek to enhance the
effectiveness of pubic expenditures. These techniques
yield powerful insights when applied through care-
fully designed studies of projects or programs but
typically they are less helpful at the macro policy
level, where there is limited scope for randomization
or associating single actions or actors with particular
outcomes.

The complexity of social and economic change
means that the impact of foreign aid cannot be
easily separated from other factors. The most suc-
cessful projects are ones in which recipients are
strongly committed and in charge of the develop-
ment process, and where there is good partnership
among donors and with local leadership. Recipients
are then particularly well placed to draw on foreign
aid, with a view to both learning lessons from in-
ternational experience and funding well-defined
investments that can underpin growth and poverty
reduction. For such recipients, the objective is to
become self-sustaining and to turn from being net
aid recipients to donors, as has been the experience
of China.

The increasing focus of aid on countries with
relatively sound policies has meant that the estimated
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poverty-reduction productivity of ODA is signifi-
cantly better than it was in the early 1990s. Countries
with poor policies and poor institutional quality
cannot simply be isolated, however. Some recent
studies have found that the impact of aid on growth
is strong regardless of institutions and policies, and it
is necessary to be cautious about the evidence in this
area.

Weak States If viable institutions and policies are
conducive to effective use of aid, what should be done
in weak or failed states where these do not exist? Such
states usually lack the governance, institutions, and
necessary leadership for successful reform. Each in-
competent government has its own specific prob-
lems, and aid interventions must be tailored to
addressing and overcoming these. A growing spe-
cialist literature has examined the lessons of inter-
ventions in weak states, and a number of pointers to
supporting such countries have emerged. It has been
shown thatknowledge transfer and capacity building
are more effective than large-scale financial transfers
and that improving basic services such as health and
education is also important. In such situations, the
potential role for the United Nations, in particular in
terms of coordination, is often underestimated and
tends to be inadequately resourced in terms of per-
sonnel and funds. While Ethiopia, Mozambique,
and Uganda are postconflict success stories, unfor-
tunately many other countries have seen litde sig-
nificant progress in the past decade. The challenge for
aid agencies is to remain engaged but not to throw
good money after bad policies. Part of the response
lies in attention to coherence between aid and other
policies, especially in weak states and in countries
beset by conflict, as emphasized by Collier (2007).

Global Public Goods Although much of the at-
tention in the aid debate has been on support to
countries and national projects, global initiatives are
also significant beneficiaries of aid. An important
step in development is supporting what are known
as global public goods. These are public goods whose
benefits are felt beyond the border of any one coun-
try, benefiting the poor in many countries and even
all humanity. The pooling of resources and coordi-
nation across national boundaries, and between the

public and private sectors, is vital in addressing such
global issues. These include combating major infec-
tious diseases such as HIV/AIDS and malaria, de-
veloping better crops, managing intellectual prop-
erty, and dealing with climate change.

An example of a global aid initiative is the Con-
sultative Group on International Agricultural Re-
search (CGIAR). This is a partnership working to-
ward sustainable food security and poverty reduction
through scientific research in the fields of agricul-
ture, forestry, fisheries, policy, and environment. The
partnership includes countries, international and re-
gional organizations, private foundations, national
agricultural research systems, civil society, and the
private sector, all of which support the work of 15
international research centers. The CGIAR signifi-
cantly helped the Green Revolution, which began in
South Asia in the 1970s and has led to impressive
gains in production of basic food crops across the
developing world. Between 1970 and 1997, yields
of cereals in developing countries rose more than
75 percent, coarse grains 73 percent, root crops 24
percent, and pulses nearly 11 percent.

Private Initiatives and New Donors The Global
Alliance for Vaccines is an example of aid in support
of a global public good. It is also indicative of the
rapidly growing contribution of private donors. The
Bill and Melinda Gates Foundation and other rela-
tively recently established private aid donors, as well
as privately launched campaigns such as the Clinton
Global Initiative, are adding to the contribution and
in terms of financial flows overtaking the more tra-
ditional nongovernmental aid institutions such as
the Ford and Rockefeller Foundations, civil society
groups such as Oxfam and Save the Children, and
religious foundations. Together, these nongovern-
mental flows are channeling aid that in many coun-
tries, and perhaps also in aggregate, now exceeds the
public flows. This greatly increases the potential as
well as the complexity of aid (see Klein and Harford
2005). In addition to the rapid growth of private
flows, interesting experiments are under way that
seek to build on public-private partnerships and le-
verage official flows. One such example is the pilot
Innovative Funding Facility for Immunization. The



French-led actions to increase aid flows through a
levy on airline travel and the British-led securitiza-
tion of future aid flows to raise finance from capital
markets are indicative of the way that innovation and
partnership are beginning to change the shape and
potential of the traditional aid architecture.

The transformation of traditional aid recipients,
notably China, into highly significant aid donors has
challenged the aid establishment. The thrust of the
OECD official donors has been closer coordination
and ensuring that the recipients conform to gover-
nance and other standards. China’s and other new
aid donors’ perspectives and objectives are not nec-
essarily aligned with those of the traditional donors,
and these new donors have not been part of the
OECD Development Aid Committee coordination
process. The growth in these newaid flows, both from
private foundations and from governments such as
China and Venezuela, has meant that there have been
significant increases in the volume of aid. The key
questions concern the coordination and quality of
this aid and the extent to which it will be able to avoid
the dangers of tied aid and aid fragmentation that
undermined previous surges in aid. The ending of the
Cold War and the ability of countries to access aid
together with a range of development ideas and
technologies have made the biggest difference to
development outcomes in recent years.

A New Way Forward The polarization of the aid
debate between the strong advocates, such as Sachs
(2005), and deep skeptics, such as Eastetly (2006),
reflects an oversimplification of the complexity of
the development challenges and the need for strong
domestic and international actions. Resources alone
will not be sufficient to ensure that poverty goals are
met. Level of commitment and quality of policies
and institutions in recipient countries are the primary
determinants of progress. Itis also evident that, when
a country is committed to reform and poverty re-
duction, external support (which may not be limited
to aid) can have substantial payoffs. An important
area in which rich countries can provide support is
through reforms of their own trade and other poli-
cies. As important as robust global growth is reform
of the protectionist policies of rich countries (such as

in agriculture and textiles), which are so damaging
to poorer countries. As Goldin and Reinert have
shown (2007), changes in trade, investment, migra-
tion, environment, security, and technology policies
in rich countries would pull many out of poverty.
The Commitment to Development Index and as-
sociated analysis by the Center for Global Develop-
ment provides an indicative summary of the im-
portance of coherence between aid and other policies.

Coherence between aid policies and other policies
is vital. For example, aid donors’ support for health
and educational systems is undermined by the re-
cruitment of teachers, doctors, and nurses to work in
the rich countries. Similarly, support for agricultural
programs is undermined by protectionism and sub-
sidies that prevent developing countries from com-
peting on world markets. With continued reform
momentum and steady external support, past expe-
rience suggests that developing countries can extend
and deepen the progress of the last half-century.
Despite the progress made in the past 50 years, an
immense poverty challenge remains. Approximately
1 billion people siill live on less than one dollar per
day. Aid has never been more effective in support-
ing growth and reducing poverty, and returns on aid
have increased sharply. Raising the volume and the
quality of aid is a moral, strategic, and economic
imperative.

See also aid, bilateral; aid, food; aid, humanitarian; aid,
military; evolution of development thinking; Millennium
Development Goals
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W aid, international, and political economy
International donors provided more than U.S. $2.4
trillion in the form of foreign aid from 1960 to 2004.
In many African countries, for example, the size of
the official development assistance (ODA) divided
by gross domestic product (GDP) exceeded 10 per-
cent during that period. Despite this large amount of
financial aid, the economic performance of the re-
cipient countries has been disappointing. The poor
macroeconomic impact of foreign aid raises ques-
tions about its efficiency. Political economy consid-
erations can provide explanations for the scarce ef-
fectiveness of foreign aid. By the term political
economy we mean the allocation of markets and other
economic institutions subject to the political envi-
ronment in which these institutions work. In par-
ticular, the process of decision and delivery of foreign
aid present multiple agency problems, derived from
the existence of asymmetric information (the donor
and recipient do not have access to the same infor-
mation) and moral hazard (receipt of aid causes the
recipient to exert less effort to solve its own prob-
lems), and inappropriate institutional designs.

Most of the academic research finds that inter-
national aid is ineffective in fostering economic
growth. For instance, Boone (1996) finds that aid
does not significantly increase investment or any
human development indicator, but it increases the
size of the government. Burnside and Dollar (2000)
find that aid works, but only when there are good
fiscal, monetary, and trade policies. Easterly, Levine,
and Roodman (2003) dispute these results, however,
since they are sensitive to changes in the sample pe-
riod or filling in the missing observations.

One of the basic reasons that development aid
does not seem to work is the presence of perverse
incentives and faulty institutional designs. The po-
litical economy perspective treats foreign aid as the
result of the incentives and motivations of the do-
nors, the response of country recipients, and the in-
teraction between donors and recipients.

The Incentives of Donors and Aid Agencies
Efficient public programs are supported by the ex-
istence of sufficient (perfect) information and the
accountability of the representatives. Households in

developed countries are, at the same time, clients and
citizens. As clients, they have information about the
programs intended for their benefit and as citizens in
democratic countries they can hold politicians ac-
countable for their poor performance. In the case of
foreign aid this feedback loop is absent: taxpayers in
donor countries (citizens) are not the beneficiaries of
the aid, and they do not have information about its
effectiveness; and the intended beneficiaries (clients)
do nothave theright to vote in donors’ countries and,
therefore, cannot affect the politicians in charge of
approving the aid programs. We can describe this
situation as a broken information feedback loop
(Martens et al. 2002). In the absence of effective
feedback from the intended beneficiaries of aid, the
interests of consultants and suppliers of goods shape
many decisions of aid agencies: these groups are the
direct beneficiaries (control the information about
the programs) and have direct influence on the de-
cision-makers of donor countries.

Donors and aid agencies also have multiple ob-
jectives and represent multiple principals that often
do not share the same objectives. For these reasons
the institutional design of official aid agencies is
difficult even if donors have good intentions. First,
the multiplicity of objectives and the difficulty of
performance measurement make it complicated to
link the salaries of workers in aid agencies to their
performance. Therefore, aid bureaucracies tend to
define their output in terms of money disbursed (or
volume of loans) instead of the rate of poverty re-
duction or economic development of recipient
countries (Easterly 2003). Second, aid bureaucracies
tend to develop their own procedures and increase
the complexity of tenders and contracts (see Easterly
20006). Finally, aid agencies will tend to choose pro-
jects that minimize the risk of bad publicity, not the
ones that maximize, for instance, the reduction of
poverty.

Donor countries may also have objectives that
undermine the effectiveness of foreign aid. In
fact, almost half of the foreign aid provided by
the members of the Organisation for Economic
Co-operation and Development does not have as
basic objectives poverty alleviation and economic
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development. Alesina and Dollar (2000) find that
while some donors have the right incentives (raising
income level, poverty reduction, institutional im-
provement), many others are driven by political and
strategic considerations. The wrong incentives in-
clude targeting aid to inefficient and nondemocratic
former colonies or developing countries that vote in
favor of the proposals of the donor at the UN. The
strategic interest in the Middle East explains why
Egypt and Israel receive so much economic support
from Western countries.

Another possible reason for the ineffectiveness of
foreign aid is the so-called warm glow effect. Donor
citizens may be interested only in the fact of giving
itself and not in its effects on the recipient countries.
Therefore, the utility of donors does not depend on
the well-being of the citizen of recipient countries but
rather on the satisfaction the donors derive from
providing aid to developing countries. This inter-
pretation is consistent with the evaluation of policies
based on inputs (money disbursed) rather than on
outcomes (effect of the aid on poverty and economic
development). It is also consistent with voters who
are worried about the total amount of money that is
dedicated to foreign aid (say 0.7 percentof GDP) and
not about the results that aid produces in recipient
countries.

Finally, since there are multiple principals (do-
nors and agencies), the effectiveness of foreign aid
depends also on the degree of coordination among
them. The need for coordination has increased over
time because the level of fractionalization, or diver-
sity, of donors (many donors with a small share of
aid) hasincreased from 0.25 in 1960 to 0.68 in 2003.
Fractionalization is measured as 1 minus the sum of
the squares of the shares of different donors. Em-
pirical evidence suggests that higher donor frag-
mentation is associated with a reduction in the bu-
reaucratic quality in recipient countries.

The Interaction between Donors and Country
Recipients The relationship between donors and
country recipients is usually subject to principal-
agent problems and moral hazard. The relationship
between a principal (the donor) and an agent (the
country recipient) can lead to problems when the

interests of the principal and the agent do not coin-
cide and the principal has less than perfect informa-
tion about the actions of the agent. The usual game
theoretical solution to these types of problems is to
write a contract, or design an incentive mechanism,
to force the agent to perform as the principal wants.
This incentive mechanism usually takes the form of
aid conditionality: the requests associated with the
concession of some types of foreign aid. The credi-
bility of the threat to retire aid if the conditions of
development of the projects are not satisfied is critical
for the effectiveness of the conditionality, however.
Recipient countries realize that these threats are not
credible because donors do not have strong com-
mitment ability. Donors may want to punish coun-
tries that do not fulfill their promises but, at the same
time, they are pressed by their own constituencies to
continue helping poor countries. The problem is
reinforced by the fact that the status of the managers
within the aid agencies is determined by the size of
their budget and the disbursement of funds. Em-
pirical studies show this lack of commitment tech-
nology. For instance, Burnside and Dollar (2000) do
notfind evidence of a significant positive relationship
between aid flows (ODA) and good policies. Other
studies find that there is no relatonship between the
developing countries’ score on quality of governance
(corruption, democracy, service delivery, etc.) and
who receives adjustmentloans, for instance, from the
World Bank.

Some authors have proposed alternative institu-
tional designs to overcome the lack of credibility of
donor threats. Svensson (2000) shows that, when
there is no commitment technology available for
donors, the delegation of the aid budget to an insti-
tution with less aversion to poverty (underdevel-
opment) than the donor will improve the welfare of
the citizens of the recipient country since it makes the
threat credible. This theoretical result has yet to be
implemented, however. If the aid game implies a
donor and several recipients’ countries, or a pool of
projects thatare disbursed to each individual country
depending on its relative performance, it is possible
to design an aid tournament in which potential aid
recipients compete for funds. In a bilateral relaton-



ship the recipient country has more bargaining
power and, therefore, the credibility of the donor’s
threats is weak. If the donor can choose between
different recipients, however, then recipient coun-
tries have to commit to a high level of reform effort if
they want to win the aid tournament. In fact, donors
can impose a cost on the recipients (for instance, they
may ask for a set of reforms even to get considered in
the tournament). This is the traditional “stick and
carrot” type of strategy. In addition, having alterna-
tive countries to receive the aid of a donor reduces the
ability of one particular recipient country to use hold-
up strategies.

Another problem associated with the moral haz-
ard present in the relationship between donors and
developing countries is the so-called Samaritan’s di-
lemma (Gibson et al. 2005), which can be re-
presented as a two-person game. The donor (Sa-
maritan) wants to help a poor country to get out of
poverty. Therefore, it gets a higher payoff from
helping, or giving a large amount of help, than from
not helping (or providing less aid). The recipient has
to decide how much effort to exert. Obviously, the
donor prefers the big-effort action. The recipient
country, however, prefers to exert littde effort. If the
game is repeated, as happens in real interactions be-
tween donors and developing countries, then we get
lictle effort and high levels of foreign aid. There are
many examples of this situation. Donors give large
amounts of food aid to developing countries with
food crises. Recipient countries know this and,
therefore, they have incentives to relocate their own
resources away from agriculture. This action will
increase the likelihood of food shortages in the re-
cipient country, which will generate constant food
aid from the donor. Then the recipient country
produces less food than necessary, and the developed
country sends food aid on a regular basis.

The solution to this principal-agent problem is
to monitor the recipient country. However, the
lack of information and the absence of accountabil-
ity of the bureaucracies of recipient countries make
monitoring a nonviable solution. Another possible
solution for this type of problem is to threaten to
withdraw the aid in the future. If this threat is credible

it can support the best outcome (high level of aid and
high level of effort, which economists describe as a
Pareto efficient equilibrium). In game theoretical
terms the donor threatens the recipient country with
ending in the worst situation for both agents (low
level of aid and low level of effort, which economists
call, in this case, Nash equilibrium). However, do-
nors are usually unable to make this type of credible
threat.

The Delivery of Aid in the Recipient Countries
The distribution of aid at the operational level is also
subject to a principal-agent relationship and to a
moral hazard problem. The moral hazard problem
exists because the benefit of the contract to the donor
depends on the actions taken by the recipient, and the
recipient may not have incentives to behave properly
after the donor has provided the funds. The recipient
will take the action most beneficial to his own pref-
erences. Therefore, the terms of the contract must be
modified to provide the recipient enough motivation
to behave properly. Bureaucracies are even more
important in recipients’ countries than in donors’
agencies. The civil servants of the public bureaucra-
cies of developing countries have a long-term con-
tract with a low wage. Public regulation makes it
difficult to fire government workers even if their
performance is not appropriate. One particularly
important consequence of this lack of incentives in
the provision of education and health in developing
countries is the so-called missing doctors and teach-
ers. For example, Banerjee and Duflo (2006) report
that, in India, the absence rate for teachers is more
than 24 percentand for health providers is more than
40 percent. This is the usual shirking behavior pre-
dicted by the principal-agent theory.

In addition, since salaries for workers in the public
bureaucracies of developing countries are low, they
tend to run private moneymaking activities or extract
side payments from citizens (extort payment for free
health services, demand money for a license, etc.).
Corruption and rent-seeking behavior are often the
result of severe moral hazard problems combined
with the absence of clearly defined property rights.
One important explanation for the lack of effect of
foreign aid on growth and social development is the
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capture of aid by government officials and politi-
cians. The measurement of the extent of corruption
in the allocation of foreign aid in developing coun-
tries is difficult because accounting systems work
poorly and local accountability is weak. The World
Bank has used Public Expenditure Tracing Surveys
(PETS) to calculate how much money is diverted
from the time the central government receives the
funds until they reach the final beneficiaries. The
proportion of funds that reach the intended benefi-
ciaries tends to be very low. For instance, Reinikka
and Svensson (2004) analyze a large public educa-
tional program (a capitation grant to cover schools’
nonwage expenditures) in Uganda financed by the
central government using district offices for its dis-
tribution. They find that many schools received
nothing. On average, schools got only 13 percent of
the government spending in the program. In Tan-
zania the analysis of the Primary Education Devel-
opment Plan launched in 2002 by the World Bank
and bilateral donors shows that, on average, only 20
percent of the funds disbursed at the central level
finally reached the schools.

Rent-seeking activities may even produce negative
consequences in the recipient countries. Djankov,
Montalvo, and Reynal-Querol (2006) provide em-
pirical evidence that a sudden windfall of resources in
the form of foreign aid can damage the political in-
stitutions of the receiving country by reducing checks
and balances in government and democratic rules.
They label this effect the curse of aid. Other authors
provide evidence that Somalia’s civil war was caused
by the desire of different factions to control the large
amount of food aid that the country received.

The Market for Aid Some authors have argued
that a possible solution to the agency problems in the
aid industry is to increase competition among aid
agencies (Klein and Harford 2005) and recipient
countries (Svensson 2003) and use competition to
make the market work better. Aid agencies should
compete to fund the best projects, enabling donors to
channel funds through the agencies that produce the
best results; and developing countries should com-
pete to receive official aid. This increase in competi-
tion, if accompanied with improved monitoring and

benchmarking of aid agencies and proper evaluation
of outcomes for the projects, may alleviate some of
the incentive problems originated by the multiple
layers of delegation in the delivery of foreign aid.

Notice that this does not contradict the need for
coordination among the donors. Competition is
good in the sense that recipient countries will choose
the most efficient project, and therefore will end up
with the best donor for them. So, the existence of
many donors competing for recipients does not im-
ply that many donors will be delivering money to the
same project, but only the most efficient one.

See also aid, international
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B aid, military
Military aid can take many different forms, includ-
ing grants, loans, or credits to purchase defense
equipment, services, and training. Often military aid
is “tied,” in that recipients must use the funds to buy
defense goods and services from the donor. The aim
of military aid is to assist recipients with a variety of
security problems. The recipient countries may face
a number of different security threats, such as inter-
national war, internal rebellion, or terrorism. Military
assistance is often supplied to help not only with the
recipient’s national security but with regional and
global security threats. These international consider-
ations make the study of military aid controversial.
Military aid may imply that this is part of a do-
nor’s official development assistance (ODA). How-
evet, aid as defined by the Organisation for Eco-
nomic Co-operation and Development (OECD)
explicitly excludes military aid. The OECD defini-
tion of ODA to developing countries includes grants
or loans to countries that are undertaken by the of-
ficial sector in order to promote economic develop-
ment and welfare. Grants, loans, and credits for
military purposes are excluded.
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Rather than being part of a donor’s aid budget,
military aid is part of the defense budget. Defense
expenditure is typically one of the least reliable
components of a government’s budget. The level and
composition of military expenditures are often
treated as state secrets and sizable portions are not
open to public scrutiny. Generally, it is hard to study
the effect of military aid since data are scarce and
unreliable (Brzoska 1995).

Military and Development Aid Military and
developmentaid are both targeted at foreign nations.
An interesting question is how much of foreign as-
sistance is allocated to the seemingly different pur-
poses of overseas security on the one hand and de-
velopment on the other. This analysis requires data
on the different components of aid. Development
aid data are available through national governments
and the OECD. Few countries, however, make
military aid data available, the United States being a
notable exception. When one sums up U.S. military
and developmentaid to “total aid,” it is interesting to
see how the composition of total aid changed over
time. From 1970 until 1975 the share of military aid
was larger than the share of development aid; it ac-
counted for 53 percent of the total aid figure. After
the end of the Vietham War the composition of total
aid changed, and by the early 2000s the share of
military aid in total aid was only 23 percent.

Military aid data for the other major donors are
not readily available buc if the shares of military and
development aid are similar to those of the United
States, a rough estimate of global military aid can be
calculated. In 2006 the sum of all development aid
was U.S. $85 billion; therefore, globally military aid
was probably around $26 billion. Not all of this
military aid is provided to poor countries. Much of
this military aid goes to developed countries such as
Israel and Turkey. A large proportion of low-income
countries’ military expenditure is provided through
foreign assistance, however. Since this is precisely the
aim of military aid, there does not seem to be any
problem with financing other countries’ military
budgets. Butis all of the development aid used for the
purpose of economic development for which it is
intended or is some of it leaking into military

spending, which is explicitly excluded from the def-
inition of development aid?

A large number of studies examine what deter-
mines the allocation of aid to the different recipient
countries (Alesina and Dollar 2000). The litera-
ture distinguishes between recipient need, recipient
merit, and donor self-interest as motivations for de-
velopment aid. It seems that, for example, U.S. aid
allocation over the past few decades has been pre-
dominantly driven by geostrategic interests rather
than by recipient needs (McKinley and Litte 1979).
In this sense donors use development aid for pur-
poses other than assisting economic development in
the recipient country. If donors do not always use
development aid for its stated purposes, what about
the recipient countries? In the development aid lit-
erature there is a large debate on fungibility ~ thatis,
there is concern that funds that are earmarked for a
specific purpose are being used to finance projects
and programs for which they were not originally
intended (Feyzioglu, Swaroop, and Zhu 1998). Ithas
been estimated thatabout 11 percent of development
aid leaks into military expenditure (Collier and
Hoeffler 2007). In 2006 this would have amounted
to about $9 billion. Taking this leakage into con-
sideration, we can state that the share of military aid
in total aid is greater than the officially reported 23
percent; it is about 32 percent.

Military Spending in Low-Income Countries
Is this explicit and implicit funding of military ex-
penditure in low-income countries a problem? After
all, these countries have security concerns, and
without security no state can provide basic services to
its citizens. Without security, economic develop-
ment is not possible. Studies show that higher mili-
tary expenditure in poor countries hinders their de-
velopment (Deger and Smith 1983), suggesting that
these countries should spend more on basic services
such as infrastructure, health, and education rather
than on the military. There is also evidence that
higher military expenditure does not lower the risk of
civil war, which is the most common form of large-
scale violent conflict. It may even be the case that
higher military expenditure in postconflict situations
is particularly damaging because it increases the risk



of a recurrence of civil war. Rebels may not trust the
government to stick to a peace settlement if they ob-
serve an increase in armament (Collier and Hoeffler
2006). They are then more likely to restart a rebel-
lion. To summarize, many developing countries re-
ceive directand indirect military aid, but the evidence
so far suggests that it neither helps them to develop
economically nor increases their security.

See also aid, bilateral; aid, international; aid, international,
and political economy
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B aid for trade
See trade-related capacity building

H air transportation

Air transportation is part of a service supply chain
that moves both passengers and cargo. Although
commercial airlines offer the immediate form of
transportation, they are ted to airports for their
takeoffs and landings and to air navigation services
for guidance and control in route. Passengers and
cargo also need to move to and from the airport. Air
transportation, therefore, is a sector that caters to the
transportation of passengers overall but especially
those going the shortest distances and to the move-
ment of high-value, low-bulk freight.

Air transportation is a major industry in its own
right and acts as a lubricant for many other economic
activities. In broad terms, air transportation accounts
for about 1 percent of the gross domestic product of
the European Union and slightly less for the United
States economy. Globally, in 2005 there were about
18,000 commercial aircraft, carrying 1.6 billion
passengers and more than 43 million tons of freight
annually, and serving more than 10,000 airports.
These statistics, however, ignore the role that air
transportation can play in stimulating economic
growth and trade (it is estimated that between 35 and
40 percentof international trade by value is moved by
air transportation), linking together diverse com-
munities, and fostering particular types of industry

uoneyodsuesy Jie

57



uoneyuodsuesy e

58

such as tourism and specialized agricultural sectors
such as exotic fruits and flowers.

Although air transportation played a role in pro-
viding mail service, and some limited passenger and
cargo service before 1939, it has gained significance
only since the end of World War II with major tech-
nological advances in aircraft design and enhanced
air traffic navigation systems. The advent of com-
mercial jet aircraft in the 1950s provided faster and
cheaper long-haul services, and in the 1960s the de-
velopment of wide-bodied aircraft increased carrying
capacity, which cut the costs of air travel consider-
ably, reduced environmental concerns, and improved
safety. Radar and improved communications, to-
gether with institutional changes and accompanying
new management practices beginning in the late
1970s, resulted in further cost reductions and the
expansion of airline service networks.

Modern scheduled air transportation networks
take a variety of forms. To meet social or political
objectives, governments stipulate certain types of
service that must be supplied either by state-owned
airlines or through financial support to private air-
lines from the taxpayer. Although government in-
terventions in the market are considerable, they have
diminished in many countries since the 1980s. As a
consequence, profit is the motivating factor for an
increasing portion of the air transportation system
worldwide.

Where the market plays a dominant role, three
broad types of scheduled service are common. Many
services are essentially point-to-point with the airline
serving a set of individual origins and destinations,
often in a linear network akin to a bus service. This
approach may be refined into radial networks with a
carrier concentrating services from a base airport but
offering no coordinated services involving a change
of plane that allow passengers who want to continue
on to another destination from that base. Finally,
hub-and-spoke operations involve a major airport
serving as an interchange facility (a little like a postal
sorting office) that consolidates passengers or freight
from diverse origins on flights to a range of destina-
tions. This type of operation allows economies of
scope (the ability to offer a range of services at lower

costs than if they were provided individually) and
density (the lowering of costs as larger flows can be
channeled into each route), but suffers from potential
congestion at the hub airports as traffic converges.
From the airlines’ revenue perspective, hub-and-
spoke operations also allow them to enjoy economies
the ability to offer direct and

indirect services between numerous airports.

of market presence

These various network types overlap to a consid-
erable extent with the types of commercial airlines
that provide the bulk of services. The linear and radial
services are features of low-cost or “no-frill” airlines
such as Southwest in the United States and Ryanair
in Europe. These carriers can standardize their fleets,
fly from secondary airports, avoid scheduling diffi-
culties by minimizing the number of connecting
services they offer, and provide limited onboard and
ground services because of the short duration of
flights. In contrast, the “legacy,” or full-service, car-
riers focus on channeling their traffic through hubs
for example, Delta Airlines through Atlanta and
Northwest Airlines through Detroit
mixed fleet to meet the needs of a more complex

and deploy a

network, wide variations in flight lengths, and long-
haul international services. To enhance the range and
frequency of services, the legacy carriers often form
global alliances. The Star Alliance, for example, in-
cludes United, Lufthansa, SAS, British Midlands,
and other airlines. This allows for easier ticketing and
fight connections as well as larger frequent flyer
programs that reward passengers for loyalty to an
airline or alliance.

Globally, the scheduled airline industry asa whole
has not, at least since the 1980s, earned what would
normally be seen as an economically viable return.
Even in good years the operating margins of most
airlines has been below the return offered by bank
savings accounts. Excessive competition and, at least
for a time, inflated costs account for this. This situ-
ation contrasts with most other elements in the air
transportation value chain, with airports, air navi-
gation systems, and global distribution systems all
often making significant financial returns.

Besides scheduled airlines services, there are also
charter services. These involve an entire aircraft’s



capacity being sold usually to a tour operator who
then sells these seats, often in conjunction with hotel
rooms, rental cars, and the like, to leisure travelers.
Until the 1990s, because their activities were less reg-
ulated than those of scheduled airlines, these opera-
tors were important in Europe, taking up to 20 per-
cent of the air travel market. Regulatory reforms have
reduced the importance of charter carriers and also
their nature: many offer near scheduled services with
regular flights, and seat-only sales, not requiring the
addition of a hotel purchase, are common. There are
also air taxis and business aircraft that offer personal
air transportation, usually to business executives. In
addition to civilian air services, the military in most
countries operates large fleets of aircraft to move
equipment and personnel, in addition to any direct
combat-related activities, and these flights must be
integrated into the overall air traffic control system.

Regulation Air transportation traditionally has
been regulated very heavily. Economic regulation of
fares, cargo rates, marketaccess, and capacity became
widespread after World War II, both internationally
as countries tried to develop their own commercial
air fleets, and domestically as air transportation be-
came a mechanism for greater mobility and political
cohesion within countries. Notions that airlines,
airports, and air navigation services, if left unchecked,
would become monopolies that would penalize users
were used to justify economic regulation of fares and
access. Social regulation was also widespread and
often aimed at providing otherwise unremunerative
services to remote regions as well as to ensure ade-
quate safety.

Internationally, the UN International Civil
Aviation Organization, established at the end of
World War II at the Chicago Convention, regulates
air transportation. The resultant agreements give
sovereignty to countries regarding their own air space
and set down the basis of negotiations between na-
tions over international routes, called air service
agreements. Until the late 20th century, most inter-
national traffic was severely controlled: often, only
one carrier from each country could offer interna-
tional services at a regulated fare, with a limited ca-
pacity, and with the revenues shared equally between

the two countries. Many domestic markets were also
strictly controlled, and in some cases a state-owned
airline was the only supplier of services at a regulated
fare.

From the late 1970s on, there has been a global
movement to introduce more market-based struc-
tures into the air transportation sector. This began
when U.S. airlines removed rate and market entry
controls (other than those retained for safety and
security reasons) for domestic air cargo services in
1977 and from passenger services in 1978. The
United States also initiated a large number of “Open
Skies” agreements in the 1980s and 1990s that re-
moved route access and fare controls from bilateral
air service agreements with other countries but re-
tained cabotage, the freedom of external airlines to
operate within another country, and ownership
controls. Parallel to this, by 1997 a gradual relaxation
of international bilateral air service agreements
within the European Union freed airlines services,
both domestic and international, from economic
regulation, including ownership rules within the EU.

The result of these changes has been an expansion
in the number of commercial airlines and an increase
in the diversity of services provided, not only by low-
cost carriers on short-haul routes, but also by spe-
cialist airlines that offer only business class service on
long-haul flights. In markets where regulatory re-
forms have been enacted, fares have been brought
more closely into line with costs. At the same time,
competition has lowered fares and forced airlines to
become more efficient.

Airports The vast majority of the world’s airports
are either nationally owned or owned by a local (city
or state) authority. The original reason for this was
that airports, because of the large capital costs in-
volved in establishing them, often are not commer-
cially viable but nevertheless are important for stra-
tegic or local economic developmentreasons,and asa
way to tie remote communities to larger cities. From
the mid-1980s, airports have had to comply with
strong regulations related to the noise, safety issues,
and traffic congestion associated with them. Private
sector involvement, however, has become more
common under the state or local government
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ownership umbrella, with airlines financing, leasing,
or owning parts of airports (such as terminal build-
ings) or directly providing services (such as ticketing
and ground handling). In some cases, airports have
allowed private caterers, retailers, and the like to offer
services on their sites.

Since the 1980s, many countries have moved to
privatize entire airports, or to distance their owner-
ship and operations from political processes. The
British Airports Authority, which owns seven air-
ports in the United Kingdom, including the three
major airports serving London, was privatized with
equity capital. Other airports have been bought out
as going concerns by commercial companies with no
equity holdings. Privatization, however, often brings
with it challenges of regulating monopoly power;
most cities only have one airport, or at most two. The
approach pursued in many cases involves “price-
capping,” with a regulator controlling the ways in
which prices charged by airports for take-offs and
landings may change.

In South America and some parts of Africa, vari-
ous forms of concessions have allowed states to retain
their ownership of an airport but hand their entire
management and investment strategy over to private
companies for long periods. Such approaches are
aimed at bringing private capital and expertise into
airport development where public finance is limited
and the local market does not have an adequate
supply of skilled workers and managers.

Air Navigation Systems Providers Air trans-
portation involves the movement of aircraft along
corridors akin to three-dimensional railway tracks. In
some cases the traffic flows freely with air navigation
system providers (ANSPs) supplying navigation and
weather advice. Most commercial aviation, especially
in congested air space, is subjected to air traffic
control to prevent accidents. These involve en route
controls at higher altitudes and tower controls
around airports.

Reforms in air transportation infrastructure have
been slower to materialize than for airlines. Most
ANSPs traditionally have been state owned but in
recent years a number have been privatized or “cor-
poratized” (turned into nonprofit entities either in-

dependent or government-owned but not managed).
For example, NAV CANADA became a private not-
for-profit corporation in 1996; Airservices Australia
became a government corporation in 1988; and the
UK air transportation system, NATS, became a
public-private partnership in 2001. France retains
state ownership of its ANSP butallows Direction des
Services de la Navigation Aérienne access to private
financial markets and to levy user fees. The Federal
Aviation Administration in the United States out-
sources some activities but is financed by taxes. Be-
cause of the increase in international air transporta-
tion and the need for greater integration of systems,
some countries are developing coordinated strategies
for delivering air navigation systems (ANSs). Within
Europe, for example, EUROCONTROL has the
remit for creating a Single European Sky that uld-
mately links the various national ANSs.

The changes have come about as new ways are
being sought to finance the modernization of facili-
ties and to improve their efficiency. ANSs are highly
capital intensive and are continually being improved,
but adopting the new technology is expensive and
often has to be tailored to the peculiarities of the
existing system rather than using generic hard- and
software.

One of the main difficulties in enhancing air
traffic management performance through regulatory
reform has been the concern with aviation safety.
Academic studies show a greater aversion to being
killed in a plane crash, for example, than in an au-
tomobile accident. The evidence to date is that, al-
though there are some geographical areas where the
record is poor, the overall safety of air transportation
has continually improved over the years in terms of
both mortalities and morbidity per passenger mile
flown.

Overall, air transportation is the fastest-growing
transportation mode in the world for both passenger
and freight traffic. It has traditionally been highly
regulated but since the late 1970s, the removal of
economic regulation from many markets has led to
improved efficiency, innovation, and lower costs and
fares, without any reduction in safety standards.
There is now diversity in the types of airlines that



offer services and also in the forms of infrastructure
that is required to support flights.

See also shipping; trade in services

FURTHER READING

Airline Business. Monthly. Offers articles on the state of the
air transportation industry and regularly provides de
tailed information at the global level on issues such as the
membership ofairlinealliances, the scale and operational
features of airports, and safety matters.

Boeing Commercial Airplane Group. Annual. Current
Market Outlook. Provides reviews of the state of the air
transportation market and long term forecasts of traffic
levels.

Doganis, R. 2006. The Airline Business. 2d ed. London:
Routledge. Explains how the airline market works
and the issues that confront both operators and policy
makers.

Journal of Air Transport Management. Six times a year.
Provides analysis at an academic and professional level of

all aspects of air transportation.

KENNETH BUTTON

B Andean Community

The Andean Community (CAN), as this organiza-
tion is currendy known, is a regional integration
agreement among Colombia, Ecuador, Peru, and
Bolivia. The community was originally known as the
Andean Pact and was created in 1969 to reverse the
stagnation of the Latin American Association of Free
Trade and address the integration and development
needs of the Andean countries (Venezuela, Co-
lombia, Chile, Ecuador, Peru, and Bolivia). Vene-
zuela became part of the Andean Pact in 1973, and
Chile withdrew from the pact in 1976 to pursue
more liberal trade policies. Initially, the pact sought
to harmonize policies, define a common external
tariff, liberalize intraregional trade, regulate foreign
direct investmentin the region, and organize produc-
tion across member Andean countries by encourag-
ing the development of promising industries. Later
on, the pact supported the agenda of becoming part
of wider economic agreements such as Mercosur  a

regional economic agreement among Argentina,
Brazil, Paraguay, and Uruguay and the Free Trade
Area of the Americas (FTAA) to be consistent with
the General Agreement on Tariffs and Trade and the
World Trade Organization principles.

The initial strategy of the Andean Pact was based
on the import substitution, or closed regionalism,
model that predominated in Latin America during
the 1970s. According to this model, the government
must coordinate economic policies and regional de-
velopment plans in order to direct production to-
ward the intraregional market. The consequence of
this model is that protected rent activities (activities
that generate rent because of government protection
through tariffs or subsidies) develop, mainly in the
industrial sector, which are financed in part by the
revenues generated by primary-resource-intensive
exports (agriculture, mining, and energy). In-
traregional trade only increased from 1.7 percent of
total exports in 1970 to 4.5 percent in 1979. This
early stage of the Andean Pact failed for several rea-
sons: many products were exempted from the tariff
liberalization process; a clear consensus about the
common external tariff was lacking due to significant
differences in the level of protection of each Andean
country; the production requirements established by
the Andean Pact did not match the trade needs of
each country, especially after the foreign debt crisis;
the market was too small; and trade activity was di-
rected mainly to the members of the Andean Pact.
Therefore, the Andean countries were limited in their
capacity to generate new foreign exchange, which
became very important for paying the increasing
foreign debt (Edwards 1993). The lack of coordi-
nation of macroeconomic policies led to exchange
rate imbalances and to differences of protection
among the Andean countries. (In 1980, about 25
percent of items included initially in the tariff list
were exempted.)

These macroeconomic imbalances partially gen-
erated by the closed regionalism model contributed
to the foreign debt crisis that exploded in the early
1980s. The adjustment policies applied to solve the
crisis led to a contraction of the trade preferences
among the Andean countries, thereby reducing the
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trade during the mid-1980s. By 1985 the Andean
Pact was practically moribund. Intraregional trade
did not follow the initial industrial planning, and
only about a third of the investment programs (ma-
chine tools, petrochemical, and automobile sectors)
were approved. Nevertheless, the Andean Pact was
revived with the Quito Protocol, which was signed in
1987 and later modified over the course of several
presidential meetings. The most important modifi-
cation, the Trujillo Protocol of 1996, resulted in the
name change from the Andean Pact to the Andean
Community of Nations, a new structural organiza-
tion, and a shift in emphasis from closed regionalism
(inward integration) to open regionalism (outward
integration with the rest of the world) (Reynolds
1997; and ECLAC 1994). The establishment of the
Andean Free Trade Zone (AFTZ) in 1993, and the
Andean customs union in the form of an Andean
common external tariff in 1995, spurred private
initiatives and innovative rent-secking activities (in-
stead of protected rent activities) aimed at achieving
an efficient allocation of resources and exploiting the
competitive advantages of the region. This increased
efficiency and innovation is the main reason behind
the shift toward the open regionalism model. The
AFTZ was completed in 2006 with the full incor-
poration of Peru.

Using CAN as an example, Creamer (2003)
demonstrated that economic integration by stages
into wider regional agreements may lead to an im-
provement of intraregional trade and total trade, and
not to a contraction of extraregional trade as during
the period 1980 97. Taking a simple indicator, the
trade balance of CAN  exports minus imports
with the rest of the world increased from U.S. $1.196
trillion in 1969 to U.S. $31.435 trillion in 2005
(Andean Community 2006). However, this growth
is mostly explained by the significant improvement
of the trade balance of Venezuela. Venezuela ac-
counts for 90 percent of CAN’s trade surplus with the
rest of the world. This trade balance may be sub-
stantially affected because of the withdrawal of
Venezuela from CAN in 2006, although this effect
may be partially compensated by the integration

of CAN with Mercosur and the incorporation of
Chile. The Andean Council of Foreign Affairs
Ministers and the Andean Community Commission
accepted Chile as an associate member in September
2006.

Governance During the 1990s, CAN changed its
emphasis from a trade-oriented agreement into a
political, social, and economic integration agreement
in the spirit of the European Union. This transfor-
mation required the creation of the Andean Pres-
idential Council and the conversion of the Cartagena
Agreement into a General Secretariat in 1997. The
set of all institutions that support the mission of
CAN is the Andean Integration System (SAI). The
political institutions that are part of SAI and
have representatives of each member country are the
Andean Presidential Council, composed of the
presidents of member countries, which defines the
strategic priorities of CAN; the Andean Council of
Foreign Affairs Ministers, organized by the foreign
affairs ministers of member countries, which is re-
sponsible for the foreign policy of CAN, agreements
with third parties, and the election of the general
secretary; the Andean Community Commission, in
coordination with the Andean Council of Foreign
Affairs Ministers, which is responsible for the in-
traregional policies of CAN; the Andean Commu-
nity General Secretariat, which is the executive body
of CAN; the Andean Community Court of Justice,
which is the judicial body that interprets the Andean
Community laws and solves internal disputes;
the Andean Parliament, the legislative arm of
CAN, which harmonizes member countries’ laws;
and the Business and Labor Consultative councils,
which represent business and labor organiza-
tions, respectively, and advise the Andean Council of
Foreign Affairs Ministers. Additionally, the Andean
Development Corporation, which is responsible for
promoting trade, investment, and economic growth
in the region, and the Latin American Reserve Fund,
which provides funds to the member countries to
correct short-term macroeconomic imbalances and
coordinates monetary and fiscal policies, also are part
of the SAL Finally, institutions of SAI responsible



for social policies are the Simén Rodriguez Agree-
ment, which coordinates social and labor policies;
the Andean Health Organization Hipélito Unanue
Agreement, which coordinates health policies; and
the Simén Bolivar Andean University, which pro-
motes academic activities that are relevant to the
integration and development of CAN.

Most of CAN’s political institutions have not had
a major impact on the internal policies of the Andean
countries. These countries are still very much under
the influence of the major financial multilateral or-
ganizations. Hence, CAN'’s political integration
has been very limited. The Andean Development
Corporation, however, has become a major source
of funds to support the development policy of
CAN. This organization has also had an impact in
social areas, providing funds for projects that gener-
ate employment, support microentrepreneurs, and
improve the productivity of the region. The Simon
Rodriguez Agreement has helped to integrate edu-
cational systems in the Andean countries, and
the Simé6n Bolivar Andean University has been in-
valuable in supporting the professional training of
social scientists. However, major regional chal-
lenges include the development of human capi-
tal in technical areas and a significant increase in
research and development investment to attract for-
eign capital and outsourcing opportunities to the
region.

Andean Customs Union and Free Trade Zone
The Andean customs union, as it has functioned
since 1995, establishes four basic tariff levels: 5 per-
cent for raw material and industrial output, 10 per-
cent for intermediate output, 15 percent for capital
goods, and 20 percent for final goods. There are some
exceptions to this common external tariff. For agri-
cultural products, price bands help protect Andean
agricultural products from subsidies and price vari-
ations in the international market. In 1997, Peru
decided to join the Andean customs union and
started a program of tariff reduction with Columbia
and Ecuador. The Andean common external tariff
covers about 90 percent of imports. The Declaration
of Santa Cruz of the Andean Community, signed in

January 2002, introduced a new structure of the
common external tariff that includes Peru. However,
the new common external tariff had not been im-
plemented and was still under review by a high level
advisory group since August 2007.

CAN represented the Andean countries in the
FTAA negotiations and lobbied the U.S. govern-
ment for the extension of the Andean Trade Pref-
erence Act of 1991 into the Andean Trade Promo-
tion and Drug Eradication Act of 2002. Also, CAN
renewed the Generalized System of Preferences with
the European Union for the period 2006 15 and at
the time of this writing was negotiating a trade as-
sociation agreement. In April 1998, CAN signed an
agreement with Mercosur to create a free trade zone.
As a result of this agreement, 80 percent of the trade
between Mercosur and CAN was freed in January
2005. The remaining 20 percent will be liberated
during the next 14 years. Additionally, the members
of Mercosur became associate members of CAN, and
Mercosur reciprocally conferred associate member-
ship on the members of CAN.

The withdrawal of Venezuela in 2006, the po-
tential signing of free trade agreements between the
United States and Columbia, Ecuador, and Peru,
and the formation of a South American free trade
zone as agreed during the South American presi-
dential meeting of 2004 are signs of the difficulties
facing CAN. As long as CAN maintains its own
identity, free trade agreements with the United States
or with the other South American countries may
indicate the success of the open regionalism process
that has characterized the Andean Group since the
1990s. In fact, a South American free trade zone will
open a market of 377 million inhabitants with a gross
domestic product of U.S. $1.493 trillion and exports
of U.S. $305.3 billion for 2005.

CAN offers significant advantages to its members,
especially once the Andean Common Market is es-
tablished. This market will enable the free movement
of goods, services, capital, and people. CAN envi-
sions that, in this way, it gradually will integrate itself
into the world market, either through its participa-
tion as a subregion in a South American free trade
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zone or in a free trade agreement with the United
States.

See also customs unions; free trade area; Free Trade Area
of the Americas (FTAA); import substitution industrializa-
tion; Mercosur; regionalism
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GERMAN CREAMER

B anti-dumping

Many countries reserve the right to impose import
taxes on foreign products that have been found to be
“dumped” into their domestic economies (that is,
sold at less than their “normal” prices). These tariffs,
known as anti-dumping duties, have become a crit-
ical but controversial part of the multilateral trading
system that has developed first under the General
Agreement on Tariffs and Trade (GATT) and then
under its successor, the World Trade Organization
(WTO). Anti-dumping duties are one of the few
ways consistent with international obligations by
which governments may increase tariffs beyond levels
negotiated in international trade talks.

WTO rules allow its members to impose these
dudies if the individual governments determine that
foreign firms “dump” a product that damages a do-
mestic industry producing a similar product. In
common usage, anti-dumping duties are used to
counteract “unfair” import pricing practices by for-
eign competitors.

Dumping is defined in two principal ways within
the WTO system. The first is when a foreign firm
sells in a domestic market at a price below the price it
sets for the same good in its home market, known as
“price-based” dumping. In others words, interna-
tional price discrimination is an actionable practice
under multilateral trade rules. The second basic
definition, known as “cost-based” dumping, in-
volves a foreign firm selling its product in the do-
mestic market below its cost of production. In
practice, this usually means that foreign firms are
selling below the average total cost of producing the
item. Anti-dumping duties may be imposed under
WTO only if the dumping margin exceeds a de



minimis level of 2 percent (i.e. the percentage dif-
ference between the “normal” value and the price
charged in the export market); dumping below this
level is not subject to duties.

It is important to note that dumping is based on
the pricing practices of individual firms in spe-
cific countries. Consequently, anti-dumping duties
may vary across firms within a particular export-
ing country. This means that customs officials in a
country that has imposed anti-dumping duties must
pay very close attention to which particular foreign
firm is exporting the product and from which
country. This can impose important administrative
burdens and in principle may provide incentives for
foreign firms to try to circumvent the duties by mis-
labeling the product’s country of origin.

Ant-dumping duties are a recognized excep-
tion to a number of core WTO principles. For ex-
ample, the “most-favored-nation” (MFN) principle
means that a member commits to impose the same
tariff on the same product for all WTO member
countries. Anti-dumping duties, in contrast, can
vary across countries for the same product. WTO
rules also normally require governments not to raise
duties beyond the tariff levels agreed to through
multilateral negotiations. Members are freed from
this obligation, however, if foreign firms are found to
be dumping. Finally, WTO rules require “national
treatment” so that foreign firms and domestic firms
are treated in similar ways. Under anti-dumping
rules, foreign firms selling below average total cost
(i.e., total revenue is below total cost) may be subject
to sanction while a domestic firm that does not cover
its costs will not face similar fines. The fact that anti-
dumping is a WTO-allowed exception to these
critical principles of the multilateral trading system
suggests the importance that member governments
place on discouraging this type of foreign pricing
behavior.

Administration of Anti-dumping Rules Anti-
dumping investigations are usually initiated by do-
mestic firms concerned about foreign competition.
The importing country’s government then must
undertake two separate investigations, one to deter-
mine whether there is evidence of dumping and the

other to find out whether the imported products are
harming the domestic industry. The former requires
information about foreign firm pricing and the latter
data on the competing domestic firms’ economic
conditions.

A domestic administering agency responsible for
calculating dumping margins requires different de-
tailed information about foreign firm behavior. For
example, it must collect pricing data in the foreign
firm’s home market if it uses price-based methods. If
it uses cost-based methods, it must obtain informa-
tion about the foreign firm’s production costs. Both
methods require foreign firm cooperation if precise
dumping margins are to be calculated. Some foreign
firms may be reluctant to open their books to another
country’s investigating agencies and may decide not
to cooperate. WTO rules allow for an administering
agency to use other sources of information, includ-
ing allegations of the domestic import-competing
firms, to complete the investigation. The threat of
using domestic allegations serves as an inducement
to the foreign firm to cooperate by providing needed
dara.

Calculating dumping margins can also be com-
plicated if there is pervasive involvement of the
government in the economic life of a country. For
example, before the demise of the Soviet Union, an
agency investigating a charge of dumping by a Soviet
firm would not be able to use any information based
on administratively determined prices. The multi-
lateral trade system consequently recognizes different
anti-dumping procedures in cases of “nonmarket
economies” (with the People’s Republic of China as
the most prominent current example). In order to
conduct an investigation involving such an economy
the domestic agency may collect information about
the quantities of inputs used by the Chinese firm. The
agency will then apply the input prices of a third
country deemed to be at a similar stage of develop-
ment (e.g., Bangladesh or India) to calculate a proxy
cost of production. This can then be used to determine
the dumping margin by comparing the constructed
value with the price charged in the export market.

The second part of an anti-dumping investigation
requires that a domestic agency determine whether

puidwnp-pue

65



puidwnp-i3ue

66

the dumped import causes “material injury” to a
domestic industry producing the “like product.”
This requires that the domestic industry provide
critical information about its current condition.
Various indicators of material injury are used, in-
cluding declines in domestic sales, employment, and
profits, or the degree to which the dumped import
prices are below domestic prices. In addition, the
“threat” of material injury can also be a basis of im-
posing anti-dumping duties. Such a threat might be
found if a firm found to be dumping has recently
added significant export capacity.

According to WTO rules, anti-dumping duties
finally imposed can be calculated in two distinct
ways. One is that the import duties are equal to the
dumping margins (i.e., difference between the
“normal value” and the export price). This proce-
dure is used in many jurisdictions, most notably in
the United States. Those favoring this approach
argue that anti-dumping duties are allowed be-
cause dumping itself is the ultimate problem, so the
policy response must eliminate any dumping. The
other approach is that the anti-dumping duties can
be limited to the lesser of the dumping margin or
the minimum duty required to eliminate injury to
the domestic industry. This second version, the so-
called “lesser-duty rule,” is used in the European
Union. Supporters of the latter approach often argue
that the main goal of the anti-dumping process is to
eliminate injury, not dumping itself.

WTO rules also allow alternatives to increased
duties in anti-dumping cases. “Price undertakings”
involve a settlement between the foreign firms ac-
cused of dumping and the importing country gov-
ernment. Typically, foreign firms offer to raise their
export prices to eliminate any dumping in order to
avoid duties placed on their products. If the investi-
gating domestic government agrees to the offer, it
will suspend the anti-dumping investigation as long
as the foreign firms keep their exports prices suffi-
cientdy high. Price undertakings are particularly
common in the European Union.

Anti-dumping orders may be in place for long
periods. There is no specific time frame for their
removal as there is with safeguard measures, which

have an eight-year maximum. WTO members did
agree in the Uruguay Round to require governments
to review anti-dumping orders every five years after
the original imposition of duties. In particular, duties
must be taken off unless an investigation determines
that their removal likely would lead to lead to a re-
sumption of dumping and material injury to the
domestic industry.

Anti-dumping actions, like other aspects of the
multilateral trading system, are subject to the WTO
review. This means that member governments can
ask the WTO dispute settlement bodies to rule
whether countries imposing anti-dumping duties
have lived up to their obligations. This setup allows
WTO signatories to develop and use their own sys-
tems and procedures to protect their domestic in-
dustries against imports found to be dumped and
causing injury but allows exporting countries some
recourse if they believe that the anti-dumping duties
are unjustified or implemented inappropriately.

WTO rules give governments the right to impose
duties on injurious dumped imports but do not re-
quire it. WTO obligations allow governments to
impose anti-dumping tariffs only if doing so would
be in the “public interest.” This provision reflects the
fact that import taxes raise the price paid by domestic
consumers, including industrial users that import
intermediate inputs. For example, the European
Union’s procedures require that national represen-
tatives evaluate the impact of anti-dumping duties on
broader EU interests. In sharp contrast, other
countries such as the United States prohibit admin-
istrators from considering consumer interests when
making the decision of whether to impose anti-
dumping duties.

Anti-dumping procedures are similar to another
WTO-consistent method to impose import restric-
tions. Countervailing duties (CVDs) are allowed by
WTO rules if exports have been subsidized by a
foreign government and those exports cause material
injury to a domestic industry. Such subsidies are
deemed to be unfair to domestic competitors since it
involves competition with a government, not just
with a private company. Thus, CVDs procedures
have a structure similar to anti-dumping duty sys-



tems (i.e., “unfair” competition plus material injury)
but involve foreign government actions rather than
private firm pricing decisions as in the case of anti-
dumping.

Supporters and Critics Anti-dumping duties are
a controversial part of the WTO. Many supporters
argue that anti-dumping is a necessary response to
unfair trade. Critics regard it as simple protection
with a rhetorical flourish.

Many of those who support anti-dumping’s role
in the international trading system argue that it
counteracts foreign predatory pricing practices. Pre-
datory pricing refers to a strategy under which a firm
charges very low prices in order to drive out com-
petitors so that it can later increase prices after
achieving a monopoly position. Domestic antitrust
and competition policy are at least partially built on
these ideas. In the case of international competition,
supportets of anti-dumping argue that international
price discrimination or pricing below average total
cost is akin to predatory pricing by foreign firms.

Supporters also argue that anti-dumping duties
are necessary to counteract foreign firms operating
from a “sanctuary market.” This refers to the possi-
bility that formal and informal trade barriers allow
foreign firms to receive higher-than-normal profitsin
their own market, which they then use to offset losses
in the export market as they try to drive out domestic
competition. This also is sometimes seen asa part ofa
predatory pricing strategy.

Anti-dumping is often criticized by those favoring
trade liberalization. One of the most important
criticisms is that anti-dumping is a just another form
of protectionism since itinvolves an increase in duties
on imports. In this view, anti-dumping duties reduce
access of domestic consumers to foreign goods and
result in greater damage to consumers than any
benefits accruing to the domestic producing indus-
try. Critics also note that anti-dumping investiga-
tions are extremely complicated, especially regarding
the calculation of dumping margins. Domestic agen-
cies must make a myriad of decisions about how to
treat transactions of an individual foreign firm and
how to calculate foreign costs of production. Un-
certainty about how the investigating agency will

calculate those margins means that it is difficult for
foreign firms to know what margin they will finally
face. One reaction by foreign firms is to raise their
prices even in the absence of an anti-dumping alle-
gation; the mere presence of an anti-dumping system
may resultin higher prices for consumers. Critics also
point out that there is no requirement to determine
whether or not there is any evidence of a sanctuary
market or predatory intent by foreign firms before
imposing anti-dumping duties. Finally, they note
that domestic firms that sell their goods for different
prices in different cities domestically (i.e., engage in
domestic price discrimination) or sell domestically
below average total cost (i.e., losing money on do-
mestic sales) are not subject to sanction by the do-
mestic government. In other words, anti-dumping
duties punish foreign firms for undertaking practices
acceptable if done by domestic firms.

Some observers, even among those who doubt
whether international predatory pricing is an im-
portant threat, believe that the presence of anti-
dumping rules may allow politicians to engage in
broader trade liberalization than would otherwise be
possible. This view holds thatanti-dumping rules can
actasa kind of safety valve; governments may be able
to deflect pressures for broader protectionist mea-
sures by giving domestic industries an administrative
process under which they can petition for import
restrictions. This could allow governments to raise
duties on only a small number of narrowly defined
products even as restrictions are lifted on a whole
array of other imports.

Anti-dumping in Practice Anti-dumping has a
long history, especially in the English-speaking
world, but it has spread across much of the world in
recent years. The world’s first anti-dumping law
came into effect in Canada in 1904, followed shortly
by New Zealand (1905) and Australia (1906). The
United States implemented its first anti-dumping
law in 1916. The countries that would eventually
make up the European Union were also eatly users of
anti-dumping provisions. This group of countries
constitutes the traditional users of anti-dumping; up
until 1986, worldwide use of anti-dumping was al-
most exclusively restricted to this group. Beginning
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in the mid-1980s, countries such as Mexico, Ar-
gentina, and Brazil began to use the procedure more
frequently. After the establishment of the World
Trade Organization in 1995, many other countries
began to use anti-dumping, including most notably
India, the Republic of Korea, South Africa, and
Turkey. Japan, though frequently a target of anti-
dumping actions by importing countries, has only
rarely used anti-dumping to restrict imports. The
People’s Republic of China has used anti-dumping
more frequently in the post-2002 period but that
country’s involvement principally has been as the
most frequent target of anti-dumping actions.

Anti-dumping duties have been imposed on a
wide variety of manufactured, agricultural, and
commodity products. The steel and chemical in-
dustries have been the most frequent users of the anti-
dumping process. For the period between 1980 and
2002, approximately 50 percent of all anti-dumping
petitions involved these two industries. This may
reflect the very high fixed costs of both industries,
which make them vulnerable to downturns in their
industries and create incentives to expand produc-
tion through exports to try to lower average pro-
duction costs. The steel industry has been particu-
larly active in the United States in supporting the role
of anti-dumping in the multilateral trading system.

In short, the anti-dumping system receives
strong support among some important members of
the World Trade Organization but is controversial
among nations especially reliant on exports.

See also countervailing duties; nondiscrimination; non-
tariff measures; World Trade Organization
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MICHAEL O. MOORE

H anti-globalization

The spectacular growth in the intensity, scope, and
visibility of globalization (understood here as the
increasing interconnectedness of individuals, groups,
companies, and countries) since 1990 has been ac-
companied by a parallel growth in anti-globaliza-
tion a broad term used to characterize a public
debate over the shaping, slowing, or rejecting of
globalization.

Driven by the growth of international economic
integration and international institutional arrange-
ments and the spread of ever-denser networks of
global communications, a debate has arisen since the
1990s around concerns regarding the distributional
benefits of globalization, the desirability and impact
of different types of policy, and the nature and rep-
resentativeness of the political institutions that decide
on global policy issues. The public face of this debate
has been notable for the high-profile role of nonstate
actors and for its focus on perceived shortcomings in
current systems of global governance.

The terms most commonly used for this global
debate, particularly with the involvement of nonstate
anti-globalization and the anti-globalization
movement were used most frequently between the
failed World Trade Organization (WTO) Minis-
terial in Seattle in 1999 and the Group of Eight (G8)
Summit held in Genoa in 2001 amidst violence by
both police and demonstrators. These terms are

actors

misleading, as participants in this debate are neither
solidly “anti-globalization,” nor a single movement.
Under the umbrella of these labels is a wide variety of
actors with often sharply differing philosophies, ob-
jectives, and assumptions. Yet since the late 1990s
they have proved a useful  if contested and in large

part inaccurate  shorthand to describe what many



identify as a new and important force in global pol-
itics.

In order to understand the nature of the current
debate about globalization as well as what might
happen next to the “anti-globalization movement”
anditsactors  there is a need for disaggregation and
a reflection on the context in which it exists.

Origins Although its political and social origins
are diverse, anti-globalization in its broadest sense
can be seen as a response to the economic and po-
litical events of the period since the early 1970s and
their most visible symbols, the institutions of global
economic governance. In the North, the oil crisis and
the suspension of dollar convertibility in 1971
marked the end of the “long boom” of post-1945
Keynesianism. They also triggered the meteoric rise
of global capital markets, which made earning and
keeping “market confidence” an increasingly im-
portant determinant of government policies. In the
South, the Mexican government’s near-default on its
foreign debt in 1982 marked the end of the postwar
era of import-substituting industrialization and be-
gan a long and painful period for developing coun-
tries, characterized by the burden of massive foreign
indebtedness and the rise in political influence of the
International Monetary Fund (IMF), the World
Bank, and international capital markets, all three of
which ushered policymakers away from develop-
ment policies focused on the domestic market and
toward a strategy of export-led growth.

These developments helped drive the rapid ex-
pansion of trade and investment flows, as large parts
of Latin America and Asia adopted export-led growth
strategies, and the countries of the former Soviet
empire were rapidly, if partially, absorbed into an
increasingly integrated global economy. The term
globalization quickly became the shorthand for this
model of expansion a heady and complex mix of
technological, economic, political, and cultural
change.

Globalization was accompanied and under-
pinned by a set of interlocking institutional devel-
opments at international and national levels. First,
the existing structures of global economic gover-

nance were overhauled. The World Bank and the
IMF redefined their roles, moving swiftly away from
Keynesian operating principles to become bastions of
neoliberalism. A web of bilateral, regional, and global
international trade and investment agreements, cul-
minating in the creation of the WTO in 1995, bound
the new system in place. These economic and polit-
ical trends unified in opposition a diverse array of
actors, however. Downsizing and corporate re-
structuring, privatization, the erosion of workers’
rights, and the changing nature of production and
supply chains activated opposition from the labor
movement in both the North and the South. Global
warming, unsustainable growth, and the depletion of
resources created hostility from environmentalists,
who were further outraged over the perceived threat
to environmental legislation from trade rules in the
WTO for example, when four Asian nations suc-
cessfully challenged provisions of the U.S. En-
dangered Species Act forbidding the sale in the
United States of prawns caught in ways that kill en-
dangered sea turtles. The erosion of the nation-state
and of democratic institutions antagonized propo-
nents of state-led development, democrats, and
some on the political right. Increasing corporate
power and social inequality galvanized the tradi-
tional left and a whole host of other left-of-center
actors. Structural adjustment programs and growing
Southern marginalization and inequality radicalized
civil society (the term for nonstate civic and social
organizations) and some political parties in the de-
veloping world.

The changed international institutional landscape
also aided the growth of this opposition. This shift of
power to international institutions and the growth in
the range and reach of their activities were not well
linked into the traditional accountability mecha-
nisms of states. These inadequacies in global gover-
nance have raised the profile of attempts by nonstate
actors to make these institutions more accountable.
The increasing global reach of the World Bank and
the IMF has provided common rallying points for
protest, and the founding of the WTO in 1995 in

particular put an institutional face on what had
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previously been an amorphous process  a gift to the
protest movement.

Who's Who? At first glance, anti-globalization
seems an incongruous political mix of contradic-
tions, colors, and cultures, in part vocal and aggres-
sive, in part quiet and conciliatory. Although it defies
firm categorizations, the movement can be roughly
divided into three strands: statists, alternatives, and
reformists.

The statists believe the current process of global-
ization has been a disaster and seck to defend and
rebuild the role of the state in economic management
after the neoliberal assault that began in the 1980s.
This group is dominated by the traditional left, some
sections of the labor movement, and a large pro-
portion of Southern activists. Through this group
runs a strong sense of rejectionism and even conser-
vatism. Some, such as a few of the U.S. labor unions
protesting at the WTO Ministerial in Seattle, want to
retain the state’s ability to protect domestic industries
from cheap imports. Others, such as the prominent
Filipino activist Walden Bello, reject the terms of
globalization outright, feeling that any alternative,
including the abolition of the IMF and WTO, could
not fail to be an improvement on present realities.
Despite its focus on the nation-state, this group re-
tains a strong sense of internationalism.

The alternatives are both highly visible and the
hardest to define, though often labeled “anarchist.”
This element of the movement is strongly driven by
cultural concerns and best understood in cultural
terms. Its members  be they ecologists running or-
ganic businesses, followers of the Small Is Beautiful
author E. F. Schumacher, activists secking to “de-
construct” corporate power and global brands, or
Zapatistas who wish to gain rights and land and make
a statement about globalization’s marginalizing ef-
fects  reject globalization in passing but concentrate
more on building small-scale alternatives. These
groups oppose the encroachment of the market or the
market’s power relations on their cultural or political
spaces. Most are also small, decentralized, and
strongly anticorporate.

The reformists make up the majority of formally
structured groups involved in the movement, or at

least dominate the thinking of the movement’s
leadership. Their aim is partial change to offset cur-
rent injustices and inequalities. The reformists act
within current political systems and advocate grad-
ualism and peaceful change. Most accept a role for
the market but believe it must be better regulated and
managed in order to achieve socially just and sus-
tainable outcomes. This group includes some trade
unions, faith groups, charities and development or-
ganizations (such as Oxfam), and most mainstream
environmental groups (including Friends of the
Earth), as well as issue-specific campaigns such as
Drop the Debt and the Tobin tax.

The reformist current has also made strong in-
roads into global and national politics, going far
beyond “the usual suspects.” The Financial Times,
Gordon Brown, Nobel Prize winning economists
such as Amartya Sen and Joseph Stiglitz, Kofi Annan,
the corporate social responsibility movement, Jeffrey
Sachs, and George Soros could all be called reform-
ists. As the economist Meghnad Desai puts it, “The
reformists view themselves as the only true defenders
of globalization. They believe that both isolationist
calls to reverse the process and supporters’ insistence
on ‘ultra-liberal’ forms of global capitalism are bound
to de-rail globalization, with tragic consequences”
(Desai and Said 2001, 68).

This attempt to disaggregate the movement
warrants several caveats, however. Many nongov-
ernmental organizatons (NGOs) and even individ-
uals span more than one current for example,
Friends of the Earth is both reformist and alternative.
Author Naomi Klein, one of the movement’s most
prominent figures since the publicadon of her book
No Logo, may base her critique of globalization pri-
marily in cultural terms and is a source of inspiration
to the anticorporate wing of the movement, but is
herself essentially a progressive reformist. Within
mainstream NGOs, supporters and Southern part-
ners often espouse more radical options than the full-
time staff and leaders.

Nor does this picture do justice to the depth and
breadth of the movement in the South. The largest
protests against the WTO have been in India. Brazil

is rapidly becoming a center of the movement, as



evidenced by the huge gatherings of activists in Porto
Alegre since January 2001 as part of the World Social
Forum, held as a “people’s response” to the World
Economic Forum business summits in Davos. The
movement in the North draws inspiration and
guidance from a number of prominent Southern
intellectuals such as Vandana Shiva (India), Martin
Kohr (Malaysia), and Walden Bello (Philippines, but
based in Bangkok) and the work of the NGOs to
which they belong. Finally, none of these categories
describes the nihilist currents, few in number in
Seattle but significant at the G8 summit in Genoa in
2001, which used the protests as a platform for street
violence rather than political debate.

Global institutions also play a key unifying role,
both in providing focus to the movement and in
creating the backdrop against which the movement
has thrived. The movement is seen by some to be an
important international player in its own right,
helping to redefine public notions of democracy,
accountability, and collective mobilization. The Fi-
nancial Timesidentifies it as a “fifth estate,” a valuable
global counterbalance in a world of aging and often
inadequate global institutions. The movement’s re-
formist currents in particular have played an in-
creasing role in what some academics have called
“postsovereign governance.”

But attitudes toward global institutions also mark
a significant cleavage in the anti-globalization move-
ment. For reformists, engagement is vital if change
is to be achieved. Engagement has provided a small
measure of greater transparency, participation, and
popular pressure as NGOs enter policymaking
channels and new mechanisms are created in an at-
tempt to bridge gaps within highly imperfect existing
structures. For rejectionists, by contrast, global in-
stitutions (in particular the WTO, IMF, and World
Bank) are fundamentally illegitimate and unreforma-
ble, to be abolished rather than improved.

Main Concerns In general, the concerns of
NGOs and civil society stem from an assertion that
although globalization has led to benefits for some, it
has not led to benefits for all. The benefits appear to
have gone to those who already have the most, while
many of the poorest have failed to benefit fully and

some have even been made poorer. A linked concern
of NGO:s is that the drive for liberalization is based
too much on dogma and ideology rather than on
careful examination of the evidence and assessment
of likely impact.

Equity and redistribution are seen as the missing
link between globalization and poverty reduction.
NGOs argue thatimproved equity within states leads
not only to faster poverty reduction for a given
amount of growth but also to faster growth. What is
good for poor people is good for the economy as a
whole. Yet up to now, globalization is seen to be
frequently linked to increasing inequality, at both the
national and the international levels. NGOs also
argue for redistribution of wealth between developed
and developing countries  through debt relief and
increased aid flows.

NGO:s highlight research that points to the im-
portance of national differences. The same policy
reforms have different outcomes in different coun-
tries, depending on the structure of the economy, the
initial distribution of assets, and the nature of eco-
nomic and political institutions. Policy responses to
globalization should be appropriate to particular
cases in terms of the instruments used, the sequenc-
ing of reforms, and the combination of policies im-
plemented.

Even though the evidence points to the impor-
tance of diversity, however, developing country
governments are pushed by international rule-mak-
ing, whether under the auspices of the WTO,
through the pressures exerted by structural adjust-
ment packages, or by the need to reassure the mar-
kets, toward greater homogeneity of policy response.
The challenge for policymakers is to find ways of
ensuring that national and international rule-making
accommodate appropriate diversity of policy rather
than reduce diversity to a minimum.

One of the lessons of recent years is held to be
that liberalization and deregulation have very dif-
ferent costs and benefits when applied to the three
areas of financial flows, direct investment, and trade.
There has been concern that the frequency and se-
verity of financial crises in recent years demonstrate
the need for serious reforms of the global financial
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architecture. Crises are seen to hurt the poor dis-
proportionately and increase inequality, making the
achievement of growth favorable to the poor harder
thereafter.

One of the most high-profile areas of public
concern (demonstrated by the impactand worldwide
sales of Naomi Klein’s No Logo) is that the increasing
size and dominance of transnational corporations is
making them more influential and less accountable.
Public concern over excessive corporate power has
led to calls for increased international regulation and
has put pressure on companies to regulate themselves
through the introduction of codes of conduct for
themselves and their suppliers. In financial circles,
this pressure has been accompanied by a greater
awareness that successful companies must take into
account a range of nonfinancial risks, including so-
cial, environmental, and ethical issues.

There are also fears that competition between
countries wishing to attract foreign investment and
technology could lead to a “race to the bottom” in
terms of tax incentives and labor market suppression,
thereby minimizing the potential social benefits of-
fered by the private sector. Critics argue that the
impact of foreign direct investment on employment,
export performance, and domestic industry is not
guaranteed, and that governments must be able to
provide a regulatory framework to maximize the
benefits and minimize the costs.

Finally, although most mainstream NGOs be-
lieve strongly that it is essential to have rules gov-
erning international trade, they severely criticize the
particular set of rules established in the WTO. They
see a multilateral trading system as necessary to en-
sure that weaker nations are not discriminated
against by the strong in both North-South and
South-South reladons, but they argue that rule-
making must proceed ata pace that is appropriate for
the weakest members of the system, and the rules
made in the WTO must be the right rules for de-
velopment and poverty reduction. Current rules ex-
pose Northern governments to well-founded accu-
sations of double standards on issues such as
protection for domestic industries and support for
domestic farmers, and are seen to provide insufficient

flexibility to enable Southern governments to pur-
sue their development goals. The agenda being
pushed by Northern countries is seen by many to
militate against development and to be incompatible
with the historical experience of the industrialized
North.

Hegemonic Shifts In general terms, it is clear
that significant changes have occurred in the think-
ing of policymakers since the mid-1980s. In part this
has been a response to some of the more cata-
strophic results of gung-ho liberalization: the debacle
of free market reforms in Russia, the Mexican crisis
of 1994, and the Asian financial crisis of 1997 98
led to some serious soul-searching and admissions of
mistakes, deflating the excessive self-confidence of
the 1980s.

The growth of the anti-globalization movement
fed off and accelerated this rethinking. Politicians
recognized a need to respond to public disquiet, for
example in the G8’s decision to put debt on the
agenda at its 1998 Birmingham summit, or when
British prime minister Tony Blair used the 2005
Gleneagles G8 summit as a platform to gain further
commitments for increased aid flows to Africa.

The emergence of a group of more economically
powerful developing countries has also increased the
political pressure for greater reform. For example, the
creation of the G20 alliance of developing countries
(including China, India, Brazil, and South Africa) at
the WTO has shifted the balance of power within
global trade relations and put greater pressure on the
members of the Organisation for Economic Co-
operation and Development to reform their agri-
cultural sectors.

In recent years the movement has achieved some
notable successes:

Jubilee 2000: This largely church-based coalition
was credited by the British government with putting
debt back on the international agenda. Initially
started in the United Kingdom, Jubilee groups were
set up in dozens of countries, North and South.
Many, especially in the South, rapidly moved to
campaign on wider globalization-related issues such
as the impact of transnational corporations and
structural adjustment programs.



Attac: This French-based network of intellec-
tuals and activists has taken the lead in promot-
ing the introduction of the Tobin tax (a small tax
on currency transactions designed to curb specula-
tive capital flows) and was influential in persuad-
ing the French government to support a study of
the tax and oppose the Multilateral Agreement on
Investment.

Corporate social responsibility: Public criticism
and campaigning directed at corporate misconduct
for example, pollution or abusive labor practices
backed by increasing pressure from institutional
investors, have prompted numerous initiatives to
improve corporations’ social and environmental
performance. In the United States, student-led,
grassroots, antisweatshop campaigns galvanized
political life on campuses to a degree not seen since
the Vietnam War.

These partial successes have strengthened the re-
formists within the movement and endangered its
unity by heightening the points of difference between
them and the rejectionists. The difficulties posed by
partial victories were most clearly demonstrated in
the Jubilee 2000 movement, when at the height of its
policy successes at the Cologne G8 summit in 1999
the more radical “Jubilee South” wing, based in
countries such as South Africa and Nicaragua, con-
demned the Northern Jubilee organizations for their
reformist acceptance of the status quo.

Underlying the political debate has been a steady
shift in public opinion, with messages on several
fronts press exposés of poor working conditions,
public protest, and the growing availability and
prominence of “fair trade” products  combining to
make the public increasingly aware of the social im-
pact of globalization.

It is easy to lose sight of how much has changed
since the early 1980s in policy debates about global-
ization. There is now a much more nuanced under-
standing among decision-makers of the differences
between liberalization of finance, direct investment,
and trade; at the very least, most wings of the private
sector pay lip service to notions of corporate social
responsibility, and some of the most notorious ex-
cesses of free market zeal have been curbed.

The Future of Anti-globalization Understand-
ing what may happen to this movement means ex-
ploring deeper questions about its political and social
origins, the economic issues that it addresses, and the
future of the international system to which it is a
response. It also means looking at its component
partsand their likely, and possibly differing, reactions
to changing circumstances.

This brief overview suggests that much of this
movement’s coherence is contingent on external
conditions. The strongest force in shaping its future
development is therefore likely to be external, nota-
bly stemming from the pace and depth of change in
the institutions of global governance and of the in-
ternational system in which these institutions are
based.

The success of the movement  and in particular
its reformist current  in achieving change has been
helped greatly by the multilateralism of the current
international system. It has provided focus and co-
herence to otherwise disparate groups and allowed
small gains in attempts to create a more balanced
form of international governance.

Threats to multilateralism, however  either from
a turn toward unilateralism by the most powerful
states or from the increased strain put on the long-
term effectiveness of global governance by the ex-
clusion of the world’s weakest nations would
strengthen the rejectionists and undermine the re-
formists, as well as the unity of the movement as a

whole, and possibly the usefulness of the term itself.

See also fair trade; globalization; Group of Seven/Eight
(G7/G8); Tobin tax; Washington consensus; World Eco-
nomic Forum; World Trade Organization
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DUNCAN GREEN AND MATT GRIFFITH

B applied general equilibrium models

In their single-country form, applied general equi-
librium (AGE) models simulate the variety of
markets that compose entire economies. In their
regional or global forms, these models also simulate
the market transactions among economies or groups
of economies. In all these cases, AGE models ac-
count for the interactions in markets for goods,
services, labor, physical capital, and other produc-
tive inputs. A large and growing body of evidence
suggests that the indirect and economywide effects
of policy changes captured in this framework are
indeed important, and there is a well-established
theoretical foundation for the approach. Economy-
wide effects include upstream and downstream pro-
duction linkages through input-output relation-
ships; intersectoral competition for basic resources
such as labor, physical capital, and land; realloca-
tion of rents from quantitative restrictions; distri-
butional effects across houschold types; and ex-
change rate changes. AGE models provide a means
of explicitly accounting for these effects in a com-
prehensive and consistent manner.

The Notion of “Applied” What is meant by
the notion of “applied” in AGE models? Francois
and Reinert (1997) give the following four-part
characterization:

Detailed policy orientation. Applied models use
a broader set of policies than just ad valorem tariffs.
The models involve an analytical commitment to the
sectoral and institutional details of a policy, including
the role of data nomenclatures and concordances
among nomenclatures, as well as a commitment to
the policymaking process itself and sensitivity to the
kinds of results that are of interest to policymakers.

Nonlocal changes form distorted base equilibria.
In most theoretical analyses of trade and other
economic policies, the economy begins in a non-
distorted state with no tariffs, quotas, or other taxes



present. To this initial nondistorted equilibrium an
infinitesimal tariff or tax is introduced, and a new,
counterfactual equilibrium is solved for using the
linear approximation of differential calculus. In ap-
plied policy models, by contrast, the initial or base
equilibrium reflects the relevant set of policy distor-
tions. Since the policy changes introduced into the
model are those actually under consideration rather
than infinitesimal, the resultant changes are nonlocal.
Consequently, functional forms prove to be crucial
to model results, and what economists term “second-
best effects” play a role in these outcomes.

Accurate and current data. Given the close link
between modeling and policymaking, both the ac-
curacy and the currency of data are important.
Unfortunately, there can be a trade-off between ac-
curacy and currency; the most recent data may be
only estimates or not entirely survey based. Conse-
quently, professional judgment is needed, and there
needs to be a willingness to revise published results as
new and better information becomes available.

Model structure determined by the data. The
functional forms used to construct applied models
must be chosen to allow for important regulari-
ties observed in the data. For example, the classical
structures of theoretical trade models assume that
imports and domestic competing goods are perfect
substitutes and that there are no barriers to trade. In
this case, the model describes interindustry trade
only, cannot support a number of goods that ex-
ceed the number of factors of production, and can-
not explain bilateral patterns of international trade.
To avoid this in applied work, steps are taken to
specify alternative model structures that allow for
bilateral patterns of intraindustry trade and num-
bers of goods in excess of numbers of factors of
production.

As an illustration of the complexities of applied
policy modeling in general and the role of AGE
models in particular, consider the case of multilat-
eral Doha Round trade negotiations as described by
Francois, van Meijl, and van Tongeren (2005):

Judging the economic impact of a WTO

agreement is massively complex, even when it

comes to issues as straightforward as tariff

cutting. The eventual Doha Round agreement

should lower thousands of individual tariffs

in each WTO member country and there are

about 150 members. The result would be

important shifts of resources among sectors

in most nations in the world, along with at-

tendant changes in the prices of goods and

productive factors. Due to international

trade, the supply and demand factors in each

nation affect resource allocations in all other

nations. How can economists evaluate the

impact of these choices? The most practical
way of proceeding is to employ a large-scale
computable general equilibrium model that
allows simultaneous consideration of all the

effects. (352)

This speaks to the utility of AGE models and explains
why the methodology has evolved from an obscure
exercise in applied econometrics to being a key tool
for applied policy analysis. Indeed, many national
governments use single-country models to assess
policy changes, and both national governments and
multilateral financial institutions use global models
(e.g., the GTAP model described in Hertel 1997 or
variants of the linkage model described in van der
Mensbrugghe 2006) to assess a large variety of in-
ternational policy issues.

Overview of Model Structure In AGE models, it
is generally the case that an equation system is solved
for prices that equate supply and demand in all
markets simultaneously and satisfy the accounting
identities governing economic behavior. Exceptions
to this approach exist that allow for disequilibria in
some markets (e.g., labor markets). Once the equa-
tion system has been specified, the equilibrium is
calibrated to a base-year data set (often in the form of
a social accounting matrix, or SAM), and the model
reproduces the base-year economy in the absence
of any policy changes. The calibration ensures that
subsequent policy simulations move from an initial
position that describes the economy (be it national,
regional, or global) and its accounting identities as
accurately as possible.

After calibration, the AGE model is used to

simulate the effects of alternative policy changes
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on the economy with reference to the base year
(static) or a baseline scenario (dynamic). The
model fully captures the flow of income from firms
to labor, capital, and other inputs, from each of
these inputs to households, and from house-
holds back to final demand of various types (house-
hold, government, investment, and rest of world
or exports). Hence, it remains internally consistent
even after introducing policy changes of various
kinds.

The policy parameters of an AGE model include
tariff rates, quotas, various domestic taxes and sub-
sidies, and a number of behavioral elasticities. The
behavioral elasticities play a central role in model
results, and this represents an area of inquiry in which
there is not always complete agreement with regard
to appropriate values. Consequently, this is one as-
pect of AGE modeling that needs to be well docu-
mented and handled with care, including the analysis
of the sensitivity of model outcomes to assumed
clasticity values. Critical in this regard is what is
known as the Armington (1969) elasticity, the elas-
ticity of substitution between imports and domestic
competing goods.

With a calibrated model in hand, an analyst can
simulate the effects of proposed policy changes by
comparing the base-year or baseline model solution
with a counterfactual solution in which one or more
of the policy parameters have been changed. A com-
parison of the base-year/baseline and counterfactual
equilibria can reveal (depending on model specifi-
cation) the effects of the policy changes on imports,
exports, domestic production, employment, wages,
aggregate economic welfare, disaggregated house-
hold welfare, and poverty and human development
outcomes.

Standard Framework A standard framework of
applied general equilibrium modes is that described
by de Melo and Robinson (1989) and related to the
previous contribution of Hazari, Sgro, and Suh
(1980) on nontraded goods. In this framework, there
are three varieties of goods: an export good (£), an
import good (Z), and a nontraded, domestic good
(D). Corresponding to these three goods, there are
three different prices, Pg, P, and Pp, and three dif-
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Figure 1

A graphical representation of a simple applied general equi
librium model

ferent quantities, £, Z, and D. The graphical repre-
sentation of this framework is provided in the four
quadrants of figure 1. In the southeast quadrant, the
country produces two goods, £and D. The concave
curve in this quadrant is the country’s production
possibilities frontier (PPF) and indicates that there
are no economies of scale sufficient to outweigh the
increasing opportunity costs of production. In prac-
tice, this part of AGE models is actually implemented
in two stages, with a constant elasticity of substitu-
tion PPF and a constant elasticity of transformation
allocation between exports and domestic supply, the
latter following Powell and Gruen (1968). Under
perfect competition, profit maximization, and full
employment of resources, the country produces at a
point on the PPF that is tangent to the relative price
line Pg/Pp.

In the northeast quadrant of figure 1, we have a
balance of trade line, which relates £and Z. This line
tells us what level of imports can exist given the level
of exports. As drawn, this balance of trade line isa 45-
degree line, but changes in the terms of trade Pz/Pp
will rotate the line either up or down. Capital inflows



or outflows will shift the line up or down, respec-
tively, without changing its slope.

In the southwest quadrant of figure 1, the vertical
axis plots the supply of the domestic good from
the PPF, while the horizontal axis plots the demand
for the domestic good. The 45-degree line in this
quadrant is simply a domestic market equilibrium
condition.

Finally, the northwest quadrant of figure 1 ad-
dresses the consumption of goods Z and D. The
concave curve in this quadrant is a consumption
possibilities frontier (CPF). The consumption pos-
sibilities are determined by the PPF, the balance of
trade constraint, and domestic market equilibrium.
The choice of the point on the CPF will reflect
utility maximization in the form of tangency with
an indifference curve of a representative household
based on product differentiation by country of or-
igin and is typically modeled using a constant elas-
ticity of substitution frameworks as in Armington
(1969).

In standard trade theory with incomplete spe-
cialization and no transportation costs, bilateral
trade patterns remain indeterminate. However, in
the framework of figure 1, intraindustry trade is fully
captured. In multicountry versions of the model,
actual patterns of bilateral, intraindustry trade will be
effectively described in both base and counterfactual
equilibria. Finally, nontradability in the framework
of figure 1 depends on the price line Pg/Pp. The
higher is this ratio, the more of domestic output will
enter into trade. Therefore, nontradability in the
AGE framework is not fixed by sector but depends on
relative prices. Further, unlike Salter (1959), the two
traded goods, £ and Z, are not aggregated into a
single good, and this is more satisfactory for empir-
ical implementation.

Dynamics The policy changes considered in AGE
models have the potential to change both overall
income levels and the returns to factors of production.
As noted by Francois, McDonald, and Nordtrom,
“To the extent that investment hinges on income
levels and expected returns, the medium- and long-
term results of changes in trading conditions will
include induced shifts in the capital stock” (1997,

365). Incorporating these considerations into AGE
models shifts the analysis from swtic to dynamic con-
siderations. Dynamic specifications of AGE models
can vary in a number of respects, but the research on
these specifications is now fairly well developed.

When allowed for, dynamic effects show up in
model results through a number of paths, including
the following: increases in incomes due to trade lib-
eralization and other policy changes raising savings
rates, declines in the prices of capital goods increas-
ing real investment, and increasing trade openness
(typically measured by sectoral export-to-output ra-
tios) causing sectoral productivity increases. The first
and second of these dynamic gains are often referred
to as “medium-run growth effects” as identified by
Baldwin (1992) and do not depend on any dynamic
externalities as emphasized in New Growth Theory.
Therefore, they are best viewed as reflecting “classi-
cal” or “old” growth theory. In this respect, the first
and second paths for dynamic gains are quite firmly
reflective of received economic theory.

The third type of dynamic effect is often re-
ferred to as the “procompetitive effects of exporting”
and can reflect economies of scale in production and
trade, learning by doing, standards achievement,
and network effects. These potentialities are less
standard than the medium-run growth effects, and it
is not clear whether they are as automatic as sugges-
ted by some model specifications. In addition, there
is little empirical evidence with regard to the behav-
ioral elasticities used to model these effects. For these
reasons, it is prudent to separate out simulations
based on these procompetitive effects as indicative of
potential rather than as actual, realized gains.

Other Extensions The standard AGE model
considered here has been extended in a number of
relevantdirections. These include environmental and
natural resource issues (including climate change),
industry structure (including imperfect competi-
tion), migration, capital flows (including foreign
direct investment), financial crises, commodity
prices, foreign aid, natural disasters, poverty, and
human development. Given this broad coverage
of issues that are paramount in assessing the world
economy, as well as the more standard applications
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to trade policies, it is clear that AGE models will
continue to be an important methodology to help us
understand the role of national and multilateral
policies in the world economy.

See also capital accumulation in open economies; gravity
models; intraindustry trade; nontraded goods; partial
equilibrium models; Swan diagram; terms of trade
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KENNETH A. REINERT

H appropriate technology

and foreign direct investment
Appropriate technology generally refers to technology
that is suitable for local conditions. Although the
term has sometimes been used very broadly to refer to
technologies that support goals such as the preser-
vation of nature, local culture, or life in small villages,
economists typically speak of technological “appro-
priateness” in the context of technologies adapted
for local conditions such as factor abundance for
example, capital-intensive technologies in capital-
abundant countries and labor-intensive technologies
in labor-abundant countries.

The discussion of appropriate technology in the
context of foreign direct investment (FDI) arose
from concerns that technologies developed under the
economic conditions of developed countries could
have harmful effects in developing countries in
particular, that multinational enterprises (MNEs)
would not create enough jobs. This possibility is
particularly likely if innovadons are “induced” by
cost-saving possibilities in the markets where they
are first used (Kennedy 1964). Because developed
countries are capital-abundant, the technologies de-
veloped there tend to be capital-intensive, labor-
saving technologies, and thus tend to generate less
employment in a developing country than do tech-
nologies tailored to the conditions of abundant,
cheaplabor present there. Similarargumentsapply to
other features of technology: for example, technol-
ogies requiring a steady supply of electric power may
be inappropriate for countries that experience fre-

quent power outages. Thus there has been a general
concern whether MNEs bring in the right type of
technologies whether the technologies that are in
the best interest of MNEs to transfer are those thatare
in the best interest of the local economy.

Adaptation and Technology Transfer In simple
models of the behavior of MNEs, the technology
developed in the home market is often assumed to be
reproduced identically in other countries, which is
how the firm exploits its advantage of technological
ownership. In fact, reproducing technology abroad is
not easy; technology often must be adapted to local
conditions for it to work. If the existing technology is
not appropriate for local conditions in the host
country, the MNE may have an incentive to adapt
the technology.

Actual technology transfer is not simply a matter
of shipping blueprints to another country, but in-
volves a costly process of experimentation and trial
and error (Teece 1977), during which the specifica-
tions of the technology adapt somewhat to local
conditions. Some technologies may be more easily
adaptable than others, such as ones where different
techniques using different mixes of capital and labor
are feasible. In some cases the costs of adaptation may
be large enough that adaptation is not worthwhile to
the MNE. The practical questions thus become a
matter of how adaptable MNES’ technologies are to
local conditions, how much adapting MNE:s in fact
decide to do, and whether local firms would in fact do
a better job of adaptation (Lall 1978).

The degree to which MNEs adapt their technol-
ogies to local conditions has been widely studied.
Since adapting technology is costly, and since the
competitive advantage of MNE:s lies in large part in
their ability to replicate technologies they own in
different countries, there can be a strong incentive to
minimize adaptations to local conditions. For ex-
ample, the basic type of machinery is likely to stay the
same from country to country. Thus technologies
initially created for local conditions may well be
better suited for the local conditions than technolo-
gies created elsewhere and then adapted. However,
the situations where technologies are ill adapted are
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aptto be those whereadaptation isdifficult,and hence
local firms may be unable to do better than MNE:s.

Empirical results on the observed degree of tech-
nological adaptation often defy easy generaliza-
tion. Large statistical studies often include firms in
different industries, and therefore the differences in
capital intensity may be due to the industry rather
than to individual firm choice. The effect of foreign
firms’ technological choices on domestic firms in
developing countries depends in part on whether the
local firms are suppliers, are competitors, or have
some other relationship to foreign firms. It has been
reported that MNEs impose particular technologies
on their suppliers in developing countries, at least
partially in an attempt to maintain quality control.
There are many possibilities for developing coun-
try firms to learn and imitate the technology of
MNEs, through reverse engineering, social network-
ing among employees, or employees who leave to
become entrepreneurs or are hired away by com-
petitors. Sometimes, domestic imitators have been
more successful adaptors than MNEs and have
been rewarded by rising market shares. At the same
time, one can observe cases in which managers
in developing-country subsidiaries of MNEs from
developed countries adapt technologies in the labor-
intensive direction (Pack 1976; Lecraw 1977).

Multinationals from Developing Countries In
the 1960s and 1970s, an increasing number of firms
based in countries such as India, Hong Kong, Korea,
Brazil, and Argentina became direct investors. These
“third-world multinationals” tended to place the
bulk of their investments in other developing coun-
tries. Since economists were accustomed to think of
MNEs transferring capital and technology from the
North to the South, new explanations seemed nec-
essary for the phenomenon of South-South FDI. A
widely offered idea was that developing-country
firms had acquired “appropriate” technologies in
their home markets, which gave their affiliates in
other countries a competitive advantage.

The types of intangible firm advantages that
could arise from operating in a developing-country
environment are widespread. These could include
managerial skills in dealing with severe bottenecks

in acquisition of materials and power, local labor
conditions, and developing-country bureaucracies,
and superior information about local product and
factor markets in certain trading partners. Also, in
some countries such as Korea and India, the largest
domestic firms were organized as multiproduct con-
glomerates, and the managerial skills needed for
such organization readily adapt to the multinational
form.

The motivations for South-South FDI need not
be limited to intangible appropriate-technology ad-
vantages. Informational advantages gained from
a past history of exporting or migration suggest a
transactions cost explanation rather than a techno-
logical one. Even in developing countries, firm-level
efforts to promote efficiency might encourage capi-
tal intensity rather than labor intensity (Ferran-
tino1992). By the early 21st century, some investors
from developing countries were seeking to acquire
developed-country technologies through mergers
and acquisitions (e.g., Chinese investors in the Uni-
ted States), showing that home-country production
experience need not be the only determinant of
technological development in developing-country
MNE:s.

Appropriate Technology, Efficiency, and Spill-
overs From a policy standpoint, part of the idea of
appropriate technology is that the technology chosen
by markets might not be optimal for either economic
growth or employment generation. This imperfec-
tion suggests a role for government either in tech-
nology choice or at least in undoing distortions such
as those that might make labor artificially expensive.
In the 1980s the skepticism about the benefits of FDI
for developing countries began to wane, and the
promarket ideas collectively called the Washington
consensus tended to see FDI as enhancing produc-
tivity and growth rather than being an original source
of distortions. Under this view, the most important
feature of technologies bundled with FDI is their
potential for enhancement of overall productivity,
rather than their bias toward either capital or labor.

Nonetheless, the question of the conditions under
which the activities of developed-country MNEs

influence technological conditions in developing



countries, and whether and under what conditions
adapration takes place, remains open. Much of the
current research on technological spillovers from
FDI is informed by the issues raised in the analysis of
appropriate technology.

See also foreign direct investment and innovation, imita-
tion; foreign direct investment and international tech-
nology transfer; location theory; technology spillovers
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B arbitrage
See interest parity conditions

B Asia Pacific Economic Cooperation (APEC)
The Asia Pacific Economic Cooperation (APEC)
process was the first structured forum for intergov-
ernmental cooperation among the economies of East
Asia and their main trading partners in North
America, Australasia, and Russia. It was launched in
Canberra, Australia, in 1989 to promote closer
communications to help seize the opportunities for
trade and investment among a diverse group of
economies with different resources and comparative
advantages, as well as to anticipate the inevitable
tensions when comparative advantage changed as
economies developed. APEC’s central objective is to
sustain the growth and development of the region by
promoting mutually beneficial economic integration
and by encouraging international flows of goods,
services, capital, and technology. APEC has adopted
the principle of open regionalism, seeking to reduce
impediments to international economic transactions
among participants without diverting economic ac-
tivity away from other economies.

APEC was built on foundations laid during the
preceding decades. Since the 1960s, the Association
of Southeast Asian Nations (ASEAN) has demon-
strated that a voluntary association of diverse nations
with diverse economies can be valuable and effective.
Since those years policy-oriented analysis by re-
searchers and business people with a broad interna-
tional outlook noted the growing, market-driven
interdependence of Asia Pacific economies. This
included the work of the Pacific Forum for Trade and
Development, a group of policy-oriented researchers
that has met annually since 1967 to assess the
changing environment for economic development
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in the Pacific and its policy implications; the Pacific
Basin Economic Council, a group of senior busi-
ness people with a broad international outlook
that also began to meet in the late 1960s; and the
Pacific Economic Cooperation Council, established
in 1980. APEC has also set up its own private-
sector advisory group, the APEC Business Advisory
Council.

In a January 1989 speech in Seoul, Australian
prime minister Bob Hawke advocated the creation of
a new intergovernmental vehicle of regional coop-
eration. The first ministerial-level meeting brought
together representatives from twelve Asia Pacific
economies. The initial participants were the then six
members of ASEAN (Brunei, Indonesia, Malaysia,
the Philippines, Singapore, and Thailand) together
with Australia, Canada, Japan, the Republic of
Korea, New Zealand, and the United States. Subse-
quently, APEC developed a comprehensive work
program to promote economic integration and
agreed on its main objectives and principles set out in
the 1991 Seoul APEC Declaration.

APEC further distinguished itself from the legally
binding and preferential arrangements adopted by
the European Union (EU) and others by agreeing
that Asia Pacific cooperation should be voluntary.
APEC would not be a negotiating forum: instead
it would seek to identify opportunities to promote
mutual economic benefit through consultation,
building consensus around a widening range of
shared interests. APEC’s nonformal structure made
it possible to include all three Chinese economies.
Taiwan participates as the economy of Chinese
Taipei, and since 1997 Hong Kong has participated
as Hong Kong, China. Membership has since ex-
panded to 21: Chile, Mexico, Papua New Guinea,
Peru, Russia, and Vietnam joined between 1993
and 1997. A subsequent moratorium on expanded
membership was set to end in 2007.

Free and Open Trade and Investment APEC
leaders met for the first time in 1993. At their 1994
meeting, in Bogor, Indonesia, they were able to make
a political commitment to eliminating barriers to
trade and investment by no later than 2010 for de-

veloped economies and 2020 for developing econo-
mies. A midterm stocktaking, conducted in 2005,
showed considerable progress toward this goal.
Average tariffs were considerably lower than in 1989
and border barriers to trade in most goods and many
services were already set at zero or negligible levels.
People and capital were moving much more freely
around the region.

By harmonizing customs procedures, increasing
the scope of mutual recognition of standards,
adopting agreed principles for more transparent and
competitive government procurement, and reducing
impediments to international business travel, APEC
made substantial progress in reducing other costs and
risks of international commerce. This progress has
led to the emergence of the Asia Pacific region as the
engine of global economic growth, outpacing the rest
of the world in terms of opening itself to interna-
tional trade and investment and increasing its share
of global output, trade, and investment (APEC
2005; Elek 2005).

Strengths and Weaknesses APEC’s experience
has also revealed some of the weaknesses as well as the
strengths of voluntary cooperation among widely
diverse economies. Coordinated unilateral actions
have helped to bring down many impediments to
trade and investment, but voluntary cooperation has
not proved adequate to liberalize “sensitive sectors,”
such as agriculture, textiles, and clothing. APEC’s
limited ability to respond to the serious financial
crises in East Asia in the late 1990s also demonstrated
the value of attending to all of the foundations of
sustained economic growth, not just the reduction of
obstacles to international trade and investment.

By 2007, it was evident that one dimension of the
vision of free and open trade and investment, the
elimination of all traditional border barriers to trade,
would not be achieved according to the 2010/2020
timetable. At the same time, there was growing re-
alization that the removal of tariffs or quantitative
restrictions on trade in goods, or even in services,
would not be enough to promote deep economic
integration. The experience of the EU had shown
the value of a comprehensive program to reduce reg-



ulatory impediments to international movement, not
only of products, but also of factors of production.

Facilitating economic integration by closer coor-
dination or harmonization of policies on matters
such as customs procedures or standards, adoption of
compatible policies to encourage e-commerce, and
reduction of the cost of international transportation
have become relatively more important means of
promoting economic integration. In these areas, the
effective constraint on cooperation is not the short-
term political cost of overcoming narrow vested in-
terests but the capacity to implement more efficient
policies. Facilitating trade by dealing with logistic or
regulatory obstacles to trade is largely a matter of
enhancing human, institutional, and infrastructure
capacity.

The Busan roadmap for promoting progress to-
ward free and open trade and investment, based on
the 2005 midterm evaluation, takes account of these
issues. Accordingly, the focus of attention is shifting
from the remaining traditional border barriers to
trade toward the sharing of information, experience,
expertise, and technology to help all Asia Pacific
economies build the capacity for designing and im-
plementing better policies, which strengthen do-
mestic as well as just international markets. At the
same time, APEC economies would support tradi-
tional trade liberalization through the WTO. This
could bring about a practical division of effort be-
tween APEC and the WTO, based on the compar-
ative advantages of institutions for voluntary, rather
than negotiated, cooperation.

Especially since 2000, APEC has needed to define
its role alongside many other bilateral and subre-
gional forms of economic cooperation. In response to
the inability to make further significant progress on
sensitive issues, such as agriculture, in either the
WTO or APEC, combined with the need to address
many new issues that influence international eco-
nomic transactions, there has been a proliferation of
mostly bilateral preferential trading arrangements.
Yet bilateral preferential trading arrangements have
also been unable to achieve significant liberalization
of trade in sensitive products, while complicating all

international trade due to complex, and often overtly
discriminatory, rules of origin. It remains to be seen
whether that problem can be overcome by prefer-
ential trading arrangements among larger groups of
economies.

Concurrently, reflecting the growing share of in-
ternational production and trade in East Asia, several
East Asia centered forums have emerged. As in
APEC, members of the wider networks of coopera-
tion in East Asia will resist ceding powers to any
supranational authority. This suggests that they
might best focus on issues of perceived shared in-
terests, rather than the negotiation and imposition of
binding constraints on one another.

In summary, APEC members have moved toward
their original goals but their institution has been re-
defining its own goals and operation. At the same
time, other institutional developments in the region
now create the prospect of competition and overlap
with APEC (Soesastro and Findlay 2005). Progress
on economic integration may prove easier in an East
Asian, rather than in a wider trans-Pacific, forum. On
the other hand, East Asia is itself a very diverse
grouping and will face constraints quite similar to
those encountered by APEC while the United States
will seek to sustain trans-Pacific cooperation. One
outcome may be “variable geometry,” with APEC-
wide consultations encouraging different groups of
economies to pioneer cooperation on issues of shared
interest, not necessarily in the institutional context of

the APEC process itself.

See also Association of Southeast Asian Nations (ASEAN);
free trade area; regionalism
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B assignment problem

The assignment problem concerns the allocation of
policy instruments to policy targets in order to im-
prove policy effectiveness. Policy instruments are the
variables or procedures that policy authorities di-
rectly control. Policymakers’ use of these instruments
to achieve objectives (i.c., policy targets) directly af-
fects the welfare of their constituents. For example,
government spending is an instrument that can be
used to reduce unemployment. Assignment is im-
portant because in actual policymaking, competing
government agencies can be given different instru-
ments. The question then becomes which is the
appropriate allocation?

Trevor Swan (1960) noted the problem in the
context of an open economy where the two objectives
were full employment with price stability and a rea-
sonable current account deficit (CAD) of the balance
of payments. The first is the objective of internal
balance and the second that of external balance,
which isan essential part of participating in the world
economy. External imbalances in one country can
lead to imbalances for others with which it transacts.
One country’s delays and inefficiencies in achieving
balance impinge on others, and when the country is
large, can have repercussions for the global financial
system.

The Tinbergen Rule In 1952, Jan Tinbergen
demonstrated that to achieve policy objectives, gov-
ernments must have policy instruments equal in
number to the objectives. According to what is
known as the Tinbergen rule, a government cannot
achieve two objectives with just one instrument. If a
country has unemployment and a CAD, for exam-
ple, and the only instrument available is government
spending, it can fix only one problem (Meade 1951).
If the government spends more to stimulate the
economy, it will lower unemployment but worsen
the disequilibrium in the balance of payments as
overall output and imports rise. If it reduces spend-
ing, the balance of trade improves, but unemploy-
ment rises. One objective is attained at the expense of
the other. If the government uses two instruments
government spending and exchange rate policy  to
achieve its objectives, the question is one of appro-
priate assignment: which instrument should it assign
to control demand, output, and employment, and
which to achieve trade balance?

Adjustment in the Swan Diagram Swan (1960)
showed that an incorrect assignment can move the
economy away from full equilibrium. Figure 1 shows
asimple Swan diagram where the internal balance, or
domestic market equilibrium schedule, B¢ is
downward sloping in the space of real exchange rate
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Z and absorption, or domestic demand, A. Z is the
ratio of external to domestic costs of production.
Currency appreciation reduces demand for domestic
goods so that government spending, a component of
absorption, has to rise to maintain output un-
changed. The external balance, or balance of pay-
ments equilibrium schedule, EB, is upward sloping.
The current account will improve with real depre-
ciation as imports fall and exports rise, so govern-
ment spending must be raised to restore imports and
prevent the balance of payments going into surplus.
The four quadrants denote different types of dis-
equilibria. Only at the point of intersection of the two
schedules are the two instruments such that both the
targets are achieved. Output is demand determined
below the full employment IB¢ schedule and other-
wise limited by the factor of production labor.

Consider an economy at point 1 with a current
account surplus and a recession. Policymakers as-
sign the real exchange rate to achieve internal balance
and government spending to achieve external bal-
ance, and sequentially adjust the two instruments.
Depreciation at point 1 will lead to internal equi-
librium at point 2 as exports raise demand. A rise in
government spending raising imports to match will
bring the economy to external equilibrium at point
3,and so on through points 3,4, 5. . . . Butinstead of
converging to the full equilibrium point, the econ-
omy diverges away from it. The opposite assign-
ment leads to equilibrium. Reversing the arrows
before point 8 shows the convergence to full equi-
librium where the starting point is a recession and
a CAD. Government spending then is raised to
reach internal balance at point 8, and then the ex-
change rate depreciated to reach external balance
at point 7, the process converging finally to the full
equilibrium. Thus this is the correct assignment of
instruments.

Note that the result depends on the relative
steepness of the two schedules. Convergence to a
stable equilibrium occurs because the internal bal-
ance schedule is steeper than the external balance.
Depreciation has more of an effect on the current
account than it does on aggregate demand since
changes in imports and exports act in the same di-

rection on the CAD, but imports are a leakage from
demand for domestic goods, and only the rise in
exports raises output. Since a larger change in ab-
sorption is required to compensate for the relatively
greater impact of depreciation on external balance,
the EB schedule is flatter than the IBg That is, the
exchange rate has a relatively greater impact on the
external balance than it does on the internal balance.
And government spending has a greater impact on
internal balance than it does on external balance. It
follows that exchange rate policy should be assigned
to external balance, and government spending to
internal balance.

Effective Market Classification Each policy in-
strument should be assigned to the target variable on
which its relative effect is higher. Robert Mundell
first formally stated this in 1962 as the principle of
effective market classification. Consider a case where
the two policy instruments are the interest rate and
the budget deficit, with a fixed exchange rate. If the
rate of interest has a larger effect on external balance,
Mundell showed that the interest rate must be as-
signed to external balance and the budget deficit to
internal balance in sequential adjustment; otherwise
the economy will diverge from full equilibrium. The
interest rate affects both the current and the capital
account. Suppose government expenditure and in-
terest rates rise, moving away from the unique
equilibrium, but with internal balance satisfied. The
rise in government expenditure tends to raise in-
come, but the rise in interest rate reduces it, so that
income remains at the full employment level. Since
output is unchanged, the trade balance is unchanged
as well, assuming exports are constant and imports
depend only on income. But the rise in interest
rates improves the capital account of the balance
of payments, so that the balance of payments is
now in surplus. Therefore the internal balance
schedule must be steeper than the external balance
schedule.

Starting from a position with recession and a
CAD, if the government reduces spending to reduce
the CAD, it will improve the CAD but worsen the
recession. If it then decreases the interest rate to
stimulate output, it will worsen the capital account as
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capital flows out, resulting in cumulative movements
away from equilibrium. Adjustment converges to the
full equilibrium if the opposite assignment is made.
Thatis, the interest rate is directed to achieve external
equilibrium and government spending to achieve
internal equilibrium each policy instrument is as-
signed to the target on which it has the greatest effect,
or which it has a comparative advantage in achiev-
ing. In this simple model with fixed exchange
rates, the implication is that monetary policy or the
central bank should target external balance, while
fiscal tax-expenditure decisions target full employ-
ment.

In practice, sequential policy adjustment is dif-
ficult since the economic system is simultaneous. In
both models, since the full equilibrium is stable, it is
attained with simultaneous adjustment of both in-
struments. Markets themselves also generate ad-
justment in response to disequilibrium. But optimal
assignment is a useful feature to keep in mind when
making a complex policy decision, especially if the
two instruments are the responsibility of different
institutions. The correct allocation of separate in-
struments to separate authorities may allow more
efficient adjustment. In addition, since all models
are a simplification of a complex reality, as inter-
national and domestic institutions change, the rel-
evant model also changes or must be suitably
adapted.

Allowing for Shocks In the simple deterministic
models considered so far, there were no random
shocks. Poole (1970) has an interesting variant of the
assignment problem regarding the choice of the ap-
propriate instrument for monetary policy. He
showed that if aggregate demand was subject to more
random shocks compared to the demand for money,
money supply should be the operating instrument.
Output fluctuations would then be lower, since
procyclical interest rate movements would moderate
the shocks. If the intensity of shocks to money de-
mand was greater, interest rates should be the in-
strument, since automatic adjustment of money
supply would smooth interest rates, reducing output
fuctuations. The opposite assignment would mag-
nify the impact of fluctuations.

See also balance of payments; comparative advantage;
discipline; exchange rate regimes; expenditure changing
and expenditure switching; money supply; Mundell-
Fleming model; structural adjustment; Swan diagram;
twin deficits
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B Association of Southeast

Asian Nations (ASEAN)

The Association of Southeast Asian Nations
(ASEAN) is an intergovernmental association that
was formed to enhance cooperation among countries
in the Southeast Asian region. Since its formation in
August 1967, this association has grown in size to
include 10 countries: Brunei, Cambodia, Indonesia,
the Lao People’s Democratic Republic (PDR), Ma-
laysia, Myanmar, the Philippines, Singapore, Thai-
land, and Vietnam.

The formation of ASEAN was officially opened
at the signing of the Bangkok Declaration on Au-
gust 8, 1967, by five countries: Indonesia, Malaysia,
the Philippines, Singapore, and Thailand. Brunei in
1984, Vietnam in 1995, the Lao PDR and Myan-
mar in 1997, and Cambodia in 1999 joined the
grouping. Political and economic considerations
have influenced these countries to form a regional
cooperation. The original five signatory countries
saw the need to foster their economic development
and promote regional security in the face of a
growing communist threat in Southeast Asia, pre-
cipitated by the fall of Indochina to communism
and the declared intention of the West to withdraw
its military forces from the region. Their common
objectives could be best achieved through mutual
cooperation in the economic, social, and cultural
areas.

Political Cooperation During its early stages of
development, ASEAN was mainly concerned with
political cooperation to promote political stability
and harmony in the region. Since 1976, however, the
economic objective has grown in importance as
economic development has become its main priority
in view of, among other things, the increasing need
to maintain economic competitiveness in the midst
of growing international competition and sustain
member countries’ pace of economic developmentin
light of rising expectations.

Economic Cooperation There have been two
types of economic cooperation in ASEAN: market
sharing and resource pooling. These types of eco-
nomic cooperation have developed since the Bali

Summit of 1976. At this summit, the ASEAN leaders

signed a Declaration of ASEAN Concord that laid
out a program of action for regional cooperation in
political, economic, social, cultural, and security
matters. But ASEAN economic cooperation of a
market-sharing type has generally been unsuccessful
mainly due to the significant differences in members’
economic development levels and different eco-
nomic priorities.

Economic Cooperation in Trade The most im-
portant form of market-sharing cooperation envis-
aged in the Bali Summit was the establishment of
preferential trading arrangements to promote intra-
ASEAN trade. The agreement on ASEAN Prefer-
ential Trading Arrangement, signed in February
1977, was the first attempt by ASEAN member
countries to promote a higher level of intra-ASEAN
trade. Five measures have been identified to achieve
the objective of greater intra-ASEAN trade: exchange
of tariff preferences, purchase of finance support at
preferential rates for selected products of ASEAN
domestic origin, long-term (three to five years) quan-
tity contracts for basic commodities such as fuels and
agricultural products, preference in procurement by
government agencies, and liberalization of nontariff
barriers on a preferential basis.

Economic Cooperation in Industry ASEAN coun-
tries have resolved that industrialization and eco-
nomic development of their members can be largely
facilitated through industrial cooperation. There is
also a common realization that a significant increase
in intra-ASEAN trade can occur only if the supply
side of the market is also increased. Thus since 1976
five major schemes of ASEAN industrial cooperation
(ASEAN Industrial Projects Scheme, ASEAN In-
dustrial Complementation Scheme, Brand-to-Brand
Complementation Scheme, ASEAN Industrial Joint
Venture Scheme, and ASEAN Industrial Coopera-
tion Scheme) have been established to create new
industrial capacity jointly owned by member coun-
tries serving the regional market. Unlike trade lib-
eralization, which raises apprehensions of uncon-
trolled trade flows and market disruption, industrial
cooperation is linked to the creation of specific
new production facilities, giving rise to much more

predictable trade flows. Except for the ASEAN
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Industrial Cooperation Scheme, the success of these
initiatives was quite limited.

Economic Cooperation in Agriculture Given the
importance of the agricultural sector in ASEAN,
cooperation in this area has been one of the priority
issues. All the cooperative undertakings in agriculture
have so far been technical and developmental in na-
ture, however. The Committee on Food, Agri-
culture, and Forestry (COFAF) is responsible for the
identification and implementation of cooperative
undertakings in the agricultural sector. Formed in
March 1977, it (a) coordinates, reviews, and prepares
studies on the prospects of the agricultural sector;
(b) develops efficient methods for the exchange of
information on agriculture; (c) identifies areas for
cooperation; (d) maintains close ties with related
committees in ASEAN and with other related or-
ganizations inside and outside the region; and
(e) reports its progress to the ASEAN Economic
Ministers.

Between 1978 and 1988, COFAF had identified
46 cooperative projects
15 in forestry, 8 in livestock, and 6 in fisheries. By
1985, 13 of them were ongoing, 4 completed, and 29

7 infood, 10 in agriculture,

notyetimplemented. The largest number of projects
was located in the Philippines, followed by Malaysia,
Thailand, and Indonesia in descending order. Most
of the funding for these projects came from sources
outside the region and only a few projects were
pursued on a long-term basis. One of them was the
ASEAN Food Security Project, which established in
1979 an ASEAN Emergency Rice Reserve to be
contributed to by each of the member countries. The
objective was to create a stockpile of 50,000 metric
tons of rice to meet shortfalls in domestic supply.
This program is periodically reviewed for the purpose
of creating a more dynamic food security arrange-
ment to enhance intra-ASEAN trade and promote
food production under the principle of comparative
advantage. Others included the Food Handling
and the Seed Technology projects. ASEAN cooper-
ation in agriculture has also been fostered in the as-
sociation’s dealings with developed countries on
matters of market access for member countries’ pri-
mary exports, better terms of trade, stabilization

of export earnings, and other nonsensitive areas of
cooperation.

ASEAN Free Trade Area The 1992 ASEAN Free
Trade Agreement (AFTA) was a watershed in the
history of ASEAN economic cooperation, as it rep-
resents a significant step in the economic policy
orientation of the ASEAN countries. The main ob-
jective of AFTA is to increase the international com-
petitiveness of ASEAN industries and the ASEAN
region as an investment location. Specifically, the
objectives are to increase intra-ASEAN trade by
abolishing intraregional trade barriers while allowing
member countries to keep their respective trade pol-
icies toward the rest of the world, attract local and
foreign investors to invest in the region, and make
their manufacturing sector more efficient and inter-
nationally competitive within a liberalizing global
market. An integrated regional market is expected to
produce economic benefits from greater consumer
welfare, exploitation of economies of scale, compe-
tition-induced efficiency, industrial rationalization,
interindustry linkages, and intraindustry trade.

To realize these benefits, AFTA seeks to reduce
tariffs on all commodities traded within the mem-
ber countries to no more than 5 percent ad valorem
and remove all other trade restrictions by the year
2002 under the Common Effective Preferential
tariff, the main instrument of AFTA. The agree-
ment also lays down the rules for fair competition
and identifies a number of measures to enhance
economic cooperation such as harmonization of
standards, macroeconomic consultations, improved
reciprocal recognition of product testing and cer-
tification, coordination of foreign investment pol-
icies to enhance more investment flows, joint in-
vestment promotion strategies, and cooperation in
transportation systems. Further, it contains measures
of contingent protection and allows the reintroduc-
tion of trade barriers in case of balance of payments
difficulties.

ASEAN Economic Community The Asian fi-
nancial crisis of 1997 and 1998, the terrorist attacks
of September 11, 2001, the Iraq war, and the SARS
outbreak all dampened the outlook for greater trade
liberalization and economic integration as envi-



sioned under AFTA. Despite these unfavorable ex-
ternal events, the ASEAN countries have remained
politically committed to the vision of transforming
ASEAN into an economically integrated grouping
within the framework of an ASEAN Economic
Community (AEC). This AEC concept, which was
first agreed on at the November 2002 ASEAN sum-
mit held in Phnom Penh, Cambodia, is based on the
ASEAN Vision 2020, which foresees a more eco-
nomically integrated ASEAN. The ASEAN Vision
2020 envisioned “a stable, prosperous and highly
competitive ASEAN economic region in which there
is a free flow of goods, services and investments, a
freer flow of capital, equitable economic develop-
ment and reduced poverty and socio-economic dis-
parities” (ASEAN Vision 2020).

The AEC is built on the current initiatives under
the ASEAN Free Trade Agreement, the ASEAN
Framework Agreement on Services, and the ASEAN
Investment Area, with clear timelines specified for
removal of nontariff barriers, harmonization of
product standards and technical regulations, and
conclusion of mutual recognition arrangements for
priority sectors.

Prospects for ASEAN Economic Cooperation
ASEAN faces a number of challenges in its journey
toward greater economic integration. One major
challenge is the widening economic gap within the
grouping as ASEAN membership increased to 10
countries with significantly diverse economies and
political regimes, and as the grouping is establishing
more extra-ASEAN free trade agreements. The
widening gap and the proliferation of extra-ASEAN
free trade agreements, if not managed correctly,
could lead to the weakening or marginalization of the
ASEAN integration and, worse, to the irrelevance of
ASEAN to the individual member countries’ eco-
nomic development.

See also Asia Pacific Economic Cooperation (APEC); free
trade area; regionalism
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B asymmetric information
An asymmetric informaton problem exists in a
market if it is costly for some parties to observe the
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characteristics or behavior of other parties, and an
inefficient outcome results. One problem that arises
due to asymmetric information is moral hazard,
which exists when an arrangement that relieves a
party of some risk causes the party to engage in riskier
behavior. In credit markets, for example, use of aloan
to finance a project means that the gains to the bor-
rower are reduced if the project succeeds, because the
principal must be repaid with interest. If the project
fails, however, the creditor absorbs the loss of prin-
cipal and interest, net of any collateral provided by
the borrower. Risks are thus shifted from the bor-
rower to the creditor, much as would occur with an
insurance contract. If the creditor could costlessly
observe how the borrower used the loan, then it
might be possible to give the borrower contractual
incentives to work hard and avoid risky projects, in
order to hold down the risk of default on the loan.
For example, future disbursements of the loan could
be conditioned on the borrower’s using the loan re-
sponsibly. However, if it is costly to observe the
borrower’s behavior, then moral hazard may arise,
particularly if the loan is not fully collateralized or itis
costly to take legal action against a borrower in de-
fault.

Adverse selection occurs in a market ifitis difficult
to distinguish parties that are good risks from those
that are bad risks, and the parties that represent bad
risks are particularly attracted to the market. For
example, consider a set of borrowers that wish to
finance projects that are identical in all respects, in-
cluding offering identical expected returns, except
that the projects vary in their riskiness. It can be
shown that borrowers with riskier projects will have
higher expected profits than other borrowers, and
thus will have stronger incentives to borrow, while
the expected rate of return to banks from these bor-
rowers is lower than it is from other borrowers
(Stiglitz and Weiss 1981). Thus the borrowers that
tend to select themselves into the market cause
problems for it.

If it were obvious which parties were the bad risks,
those parties could be offered more stringent terms or
even avoided altogether. Absent such information, in
markets subject to adverse selection, the normal

function that prices play in determining who par-
ticipates in the market can result in a perverse out-
come. In credit markets, higher interest rates limit
who will want to borrow by making borrowing more
burdensome, but those with the least risky projects
will be the ones driven out of the market first, all else
being equal. Those who are less likely to pay back the
loan will be less concerned about paying higher in-
terest. Because the average quality of the loans actu-
ally made can then deteriorate, the adverse selection
problem can be worsened. A higher interest rate will
also exacerbate the moral hazard problem for a given
borrower, because the higher interest rate is bur-
densome only in the event that the borrower actually
repays the loan.

Given these drawbacks of raising interest rates to
limit access to credit, banks may choose to ration
credit, so that borrowers are not allowed to borrow as
much as they want ata given interest rate (Stiglitzand
Weiss 1981). It is also possible that credit rationing
may not occur, in which case a small increase in
interest rates can lead to collapse of the loan market
(Mankiw 1986).

Asymmetric Information and Financial Crises
Problems related to asymmetric information can
contribute to, and be exacerbated by, financial crises,
such as those experienced by South Korea, Thailand,
and Indonesia in 1997 98. Financial crises that lead
to bank failures can have real economic costs because
of the loss of the customer relationships that these
banks had cultivated. In the course of repeated in-
teractions with their loan customers, banks gain a
considerable amount of information on the cus-
tomers’ creditworthiness and other characteristics.
This information is lost in a bank failure, which can
worsen the moral hazard and adverse selection
problems (Mishkin 1999). Thus financial interme-
diation becomes less effective, and real economic
activity can be harmed.

Currency depreciation can exacerbate a banking
crisis because it tends to worsen the balance sheets of
individuals and corporations within the country that
have borrowed in foreign currencies. This reduces the
value of the collateral that can be obtained from these
borrowers in the event of default and thus exacerbates



the moral hazard problem inherent in credit markets:
borrowers with less to lose have weaker incentives to
avoid default. Moreover, problems related to asym-
metric information also limit how countries can re-
spond to financial crises. For example, the higher
interest rates required to combat inflation or stabilize
the currency can aggravate adverse selection and
moral hazard, as discussed earlier.

Information asymmetries can also exacerbate a
tendency toward investor panic manifested by bank
runs, capital flight, or asset price downturns, and can
contribute to financial contagion between unrelated
financial institutions or countries during crises.

Models of these phenomena typically posit that
uninformed investors try to infer how asset prices will
move based on the information revealed by these
prices. Informed investors directly observe the fun-
damental determinants of asset prices, but the prices
are also influenced by exogenous random factors.
Moreover, informed investors are unable to drive
asset prices directly to their equilibrium values dic-
tated by the fundamentals because of various im-
pediments to asset trading (such as trading costs,
short-sale constraints, or borrowing constraints).

Now consider a negative shock to an asset price.
Knowing that informed investors are limited in their
ability to make trades, uninformed investors are
uncertain whether the fundamental asset value is
even lower, and therefore demand an additional risk
premium to hold the risky asset, which forces its price
down further. Thus asymmetric information exac-
erbates asset price movement.

For contagion between markets to occur, the
simplest scenario is that the fundamental determi-
nants of asset prices in two markets are correlated.
Informed investors observe a shock to the funda-
mentals in one market, and in response reallocate
their portfolios in the market that has experienced the
shock and in other markets. The uninformed inves-
tor is uncertain whether asset price movements in
either market are due to transactions by informed
investors or due to random noise; given the greater
uncertainties, uninformed investors demand a larger
risk premium in both markets, which causes asset
prices to move together.

Borrowing constraints can also trigger contagion,
as shrinkage of investor assets in one country means
that investors may be forced to sell their assets in
other countries, as collateral requirements become
binding (Yuan 2005). This contagion will also be
exacerbated by the actions of uninformed investors.
It will be stronger during asset price downturns than
upturns and does not require that macroeconomic
fundamentals in the countries be correlated. These
findings are generally consistent with empirical evi-
dence to date. Thus this model offers one explana-
tion of why asset price shocks spread among East
Asia, Latin America, and other parts of the world in
1998.

Lender of Last Resort Moral hazard becomes a
policy issue in credit markets because of the lender-
of-last-resort role played by various institutions. For
example, central banks and other financial regulators
are concerned about the possibility of a run on banks,
which in turn could arise in part because it is difficult
to distinguish solvent banks from insolvent ones. In
order to lessen the risk of a run on banks, the central
bank or other governmental institution usually pro-
vides implicit or explicit insurance to bank deposi-
tors. Bank liabilities may even be fully guaranteed on
the grounds that the banks are too big or too politi-
cally important to be allowed to fail. The conse-
quential moral hazard can give banks litde reason to
be cautious in their lending, or depositors litde in-
centive to take the trouble to examine the financial
soundness of one bank versus others. These problems
can set the stage for a banking crisis.

Whether it is necessary or desirable for an inter-
national lender of last resort to assist countries in
financial crises is a matter of some controversy. An
argument in favor of such an institution is that the
central bank of a country in crisis may have a limited
capacity to restore the economy to health. For ex-
ample, the provision of extra liquidity through
monetary expansion could lead to currency depre-
ciation and increases in inflationary expectations and
interest rates (Mishkin 1999). Thus there may be an
argument for an institution such as the International
Monetary Fund (IMF) to lend foreign exchange to a
country so that it can pay for imported inputs and
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intervene to support its currency, say, to alleviate the
real economic harms that a financial crisis can cause.
As critics have observed, however, IMF bailouts of
countries in financial distress can also cause moral
hazard by relieving the governments of those coun-
tries of the painful effects of the inadequacies of their
economic policies and by relieving international in-
vestors of the adverse consequences of investing in
inherently risky environments such as emerging
markets.

Following the IMF decision not to bail out Russia
in 1998, the amount by which interest rates on bonds
in developing countries exceeded those in industrial
countries increased, particularly for countries with
weaker economic fundamentals, indicating that in-
vestors were increasingly taking into account the risks
oflending to developing countries (Dell’Ariccia et al.
2002). It cannot be concluded, however, that this
change was for the better, even if it indicated that
moral hazard was reduced: IMF lending that reduces
risks could be a good thing on balance, and its pos-
itive effects would also be reflected in interest dif-
ferentials across countries. For example, an IMF in-
tervention in a developing country could alleviate
market failures such as coordination problems
among creditors to the country, by acting as a catalyst
that restores confidence and induces creditors to re-
sume lending rather than waiting for other creditors
to take the first step.

Measures to Limit Moral Hazard At all the lev-
els at which moral hazard exists in financial mar-
kets, measures can be taken to lessen its impact. In-
dividual loan contracts can include provisions that
make it harder for the borrower to take excessive
risks or to shirk repayment of the loan. For example,
loans can be disbursed in increments, conditional
on performance to date. One reason for the exis-
tence of financial intermediaries like banks is that
they can perform these disciplining functions at
lower cost than can individuals, such as by threat-
ening to withdraw future business from recalcitrant
borrowers.

At the level of the banking system, the dilemma
for policymakers is how to contain moral hazard and
yet prevent or at least mitigate financial crises. Most

governments provide some form of implicit or ex-
plicit insurance for bank deposits. New Zealand does
not, on the grounds that it eliminates depositors’
incentives to monitor the riskiness of their banks, and
because providing the deposit insurance at the same
price to all banks implicitly subsidizes banks with
riskier loan portfolios at the expense of those with
more responsible ones. New Zealand instead tries to
ensure that the public has complete and accurate
information on banks’ financial conditions. Some
countries that provide deposit insurance, such as the
United States, seek to lessen moral hazard by limiting
depositinsurance to relatively small deposits, in order
to provide larger depositors or other bank creditors
with stronger incentives to monitor and price the
risks embodied in banks’ loan portfolios. In princi-
ple, the moral hazard from deposit guarantees can
also be reduced through appropriate ongoing bank
supervision and regulation. In practice, in many
developing countries in particular, bank regulation
remains problematic.

One approach to lessening the economic damage
in the event of a crisis is for a lender of last resort to
inject capital into financial markets. There may be
merit in providing liquidity to the market in general
rather than to particular distressed institutions, so that
market forces can ultimately determine which insti-
tutions survive. If individual financial institutions are
to be provided credit by the lender of last resort,
Bagehot (1873) suggested that the terms should not
be too attractive: the rate of interest should be
higher than during normal times. Limiting moral
hazard in this way is not without its own costs. Im-
posing a higher penalty rate can weaken the condi-
tion of the bank, signal to the market that the bank is
in trouble, or induce bank managers to pursue a
riskier strategy. However, Bagehotallowed thatcredit
should be provided on collateral that would be mar-
ketable in normal times, so that a crisis-induced
collapse of asset prices that caused collateral to shrink
would not in itself limit the amount that could be
lent.

If the crisis is due to a coordination failure, such as
a panic-induced run on a bank, a lender of last resort
may be able to suspend the obligations of the bank



temporarily, in a way that the bank could not do on
its own due to credibility problems. This approach
would not diminish the risk to which creditors of the
bank are exposed, and thus could limit moral hazard.
The lender of last resort could also coordinate a
private bailout of the bank, in an effort to limit moral
hazard. If the coordination of private institutions is at
all coercive, however, it will in effect provide a sub-
sidy to the distressed institution, in which case moral
hazard reappears in an alternative form. Indeed, the
bailout of the Long-Term Capital Management
(LTCM) hedge fund in 1998 raised questions about
whether private investors were coerced by the central
bank. The LTCM bailout under the guidance of the
Federal Reserve has been criticized for causing moral
hazard.

Parallel issues have arisen for the IMF as an in-
ternational lender of last resort that has bailed out
countries in financial crisis. For example, IMF loans
of foreign exchange to countries in crisis are dis-
bursed over time, and the institution monitors
whether the recipient country is complying with the
petformance and policy conditions negotiated as part
of the loan agreement.

To avoid the moral hazard that IMF bailouts
can cause, an alternative approach is to rely more
on private-sector solutions. Along these lines, Mex-
ico, Brazil, and other countries have introduced
collective action clauses into their sovereign bond
contracts since 2003. Such clauses are intended to
facilitate debt restructuring in the event of a cri-
sis, primarily by making it harder for a small mi-
nority of bondholders to block debt restructurings
endorsed by a large majority. Inclusion of these
clauses appears to have lowered borrowing costs for
these countries, despite concerns that the clauses
might make it easier for some countries, particularly
those that are less creditworthy, to avoid repaying
their debts.

A degree of deliberate ambiguity in the actions
of the lender of last resort may also limit moral
hazard. If it remains unclear whether the lender of
last resort will provide a bailout in all situations, the
parties who might or might not be bailed out will
have incentives to act more responsibly. The decision

by the IMF not to bail out Russia in 1998, on the
heels of its bailouts of South Korea, Thailand, and
Indonesiain 1997 98, could be seen as creating such
ambiguity.

A final restraint on moral hazard is for managers
and owners of failed institutions to be punished:
managers should lose their jobs and shareholders
their capital. The argument may be applicable to
national economies in crisis as well: a change of
government tends to have a salutary effect in the
recovery from a financial crisis, particular if mis-
management by the government was partly respon-
sible for the crisis.

See also bail-ins; bailouts; balance sheet approach/
effects; banking crisis; contagion; currency crisis; deposit
insurance; financial crisis; International Monetary Fund
(IMF); International Monetary Fund conditionality; Inter-
national Monetary Fund surveillance; lender of last resort;
spillovers
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B bail-ins
Abail-in is an agreement by creditors to roll over their
short-term claims or to engage in a formal debt re-
structuring with a troubled country. Bail-ins are
usually done in conjunction with a broader program
of International Monetary Fund (IMF) lending and
policy changes to help restore a country’s economic
and financial health. In a bail-in, creditors with
claims coming due are asked to defer repayment
deadlines

claims. In a bailout, by contrast, a country borrows

and in some cases to agree to reduce their

hard currency reserves from the IMF, enabling it to
pay off its maturing debt.

Academic models usually try to posit a clear
choice between lender-of-last-resort financing and a
standstill on all payments. In practice, though, pol-
icymakers rarely confront a binary choice between a
complete standstill and lender-of-last-resort financ-
ing. Sources of existing or potential financial pressure
on a crisis country are usually diverse: it is possible to
bail in some creditors and bail out others. A strategy
that combines a bailout (of some) and bail-in (of
others) consequently can make sense. A successful
bail-in of some creditors eliminates one potential
source of financial strain. The benefits of securing
additional financing from a set of private creditors,
however, have to be balanced against the risk that
attempting to bail-in some creditors will only prompt
other creditors to run.

A bail-in is usually initiated when a country in
financial trouble asks a set of its creditors to agree to
roll over or reschedule their maturing claims. The
debts coming due can be the obligations of the crisis

country’s government for example, a maturing
international sovereign bond or they can be obli-
gations of private borrowers (most often cross-border
loans to the country’s banks) in the crisis country.
Convincing the country’s creditors to defer pay-
ments, whether through a bond exchange or an
agreement to roll over maturing bank loans, requires
at least the implicit threat that the country will halt
payments if the creditors do not agree on a re-
structuring. But the nature of the country’s negoti-
ations with its creditors can nonetheless vary. A
country that tries to negotiate an agreement with its
creditors to defer payments is acting quite differendy
from a country thatjuststops payments and demands
that its creditors agree to reduce their claims.

Debt Restructuring and Burden Sharing Debt
restructurings are a part of borrowing and lending;
they would occur in the absence of any official-sector
intervention. The trigger for a bail-in, however, is
often a policy decision by the official sector not to
provide a country with sufficient emergency financ-
ing to allow it to avoid a debt restructuring. The IMF,
the Group of Seven (G7), and others can condition
their lending on a requirement that a country keep its
foreign exchange reserves above a designated level
(effectively requiring the country to initiate a re-
structuring if it cannot find private sources of fi-
nancing), refuse to lend in the absence of a re-
structuring, offer to provide financing to facilitate a
consensual restructuring, or even help the country
organize a rollover of its maturing loans. The Paris
Club a group of bilateral lenders
dition its willingness to restructure the debts a

can also con-
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country owes to bilateral creditors on a country’s
willingness to seek a comparable restructuring of the
debt the country’s government owes to private
creditors. (The official sector generally has leverage
over the debtor, not the debtor’s creditors. The of-
ficial sector sometimes can, however, exert leverage
directly on certain types of creditors particularly
banks. The official sector usually stops short of telling
banks what to do. Nonetheless, major governments
can make clear that it is in the banks’ collective in-
terest to cooperate to avoid default by agreeing to roll
over their exposures.)

The line between a normal, voluntary market
transaction  issuing a new bond, a voluntary debt
exchange and an involuntary concession to avert a
crisis is not always clear. Some IMF programs rely on
the expectation that the combination of financial
support and policy adjustment will catalyze new
private financial flows. Some debt exchanges done
in the context of an IMF program occur at market
rates and are altogether voluntary the creditors
who do not participate can expect to be treated as well
as creditors who do participate. Because these ex-
changes must be done at market rates, they are often
expensive. The most famous example is Argentina’s
megaswap in the summer 0£2001: the swap extended
the maturity of Argentina’s bonds, but atan implied
annual interest rate of close to 15 percent. This
transaction allowed Argentina to avoid default only
for six months, however. These voluntary exchanges
are not a true bail-in: private creditors are extending
credit at a market rate in the expectation of earning a
commercial profit, not making a concession to help
the country through a crisis.

Other debt exchanges are done at below-market
rates to avoid an imminent default. These transac-
tionsare also voluntary in some loose sense. Creditors
often are willing to defer payments at an interest rate
lower than the prevailing market interest rate at the
time of the exchange as in Uruguay’s 2003 ex-
or even accept a deep “haircut” as in

rather than hold debt

that the sovereign debtor is not willing (or able) to

change
Argentina’s 2005 exchange

pay. A haircut typically involves a reduction in the

face value, a reduction in the coupon (the amount to
be paid at fixed intervals), or a reduction in both the
face value and the coupon of the bond. The actual
losses experienced by creditors who mark to market
(that is, value the bond as an asset at its open-market
price) depend on the price at which they bought the
bond and the discount rate the market assigns to the
payment stream on the restructured bonds. The de-
cision to voluntarily agree to these kind of terms
reflects the fact that the alternative to a restructuring
is often default
force a sovereign debtor that is in default to resume

and creditors lack the legal ability to

payments.

Throughout the 1990s, the G7 and the IMF had
trouble reaching agreement on the right term to use
to describe efforts to secure the coordinated provision
of emergency financing from a country’s existing
private creditors. Calls for more “burden sharing”
were considered too heavy handed: no private cred-
itor happily takes on a burden. Talk of “constructive
engagement” with private creditors was considered a
bit too diplomatic: private creditors generally pre-
ferred other forms of engagement. The relatively
informal term bail-in drew attention to the bailouts
that sometimes were provided to avoid bail-ins. The
mostwidely used term  private-sector involvement in
crisis resolution suited the international bureau-
cracy well: it was easy to reduce to an acronym (PSI).

Acronyms can still generate impassioned debate.
“Market fundamentalists” opposed all forms of of-
ficial intervention. They wanted to scale back IMF
lending. But they also opposed the official sector’s
efforts to facilitate the coordinated provision of
emergency financing by private creditors. This group
wanted both fewer bailouts and fewer officially or-
ganized bail-ins. A more pragmatc group includ-
ing many in the G7 and the IMF  hoped to com-
bine official financing with attempts to involve
private creditors. This group argued that commit-
ments by prominent creditors not to take their
money out would help to limit the distortions in-
troduced by official crisis support. Many Europeans
viewed efforts to involve private creditors as a direct
substitute for large-scale official financing they



wanted more bail-ins to reduce the need for financial
bailouts. They emphasized the need to change the
institutions for debt restructuring in order to make
restructurings less disruptive  whether through the
introduction of collective action clauses in interna-
tional sovereign bonds or the development of an
international bankruptcy regime. Many emerging
economies sometimes with support from those in
the U.S. Treasury who believed recent emerging
market crises were overwhelmingly the product of
an international analogue to bank runs  wanted to
banish all talk of combining bailouts with bail-ins,
arguing that any effort to bail in some groups of
creditors would scare market participants and keep
IMF financial support from generating the desired
improvement in creditor confidence.

Bail-ins were rarely part of the official sector’s
initial response to market turmoil. Most countries
approached their private creditors to seek emergency
financing only after an initial (and sometimes lim-
ited) round of official financing failed to end their
financial trouble. There have, nonetheless, been
important successes. Korea convinced the interna-
tional banks that had lent to Korean banks first not to
demand payment on their maturing loans and then
to reschedule these loans. The rollover agreement
eliminated the immediate threat of default and
along with continued financing from the IMF
helped to pave the way for Korea’s financial recovery.
Uruguay successfully combined a very large credit
line from the IMF with a bond restructuring. The
credit line stopped Uruguay’s bank run and provided
Uruguay the time needed to execute the bond ex-
change; the exchange assured that the IMF’s funds
were not used to finance a reduction in the country’s
bond exposure. Pakistan and the Dominican Re-
public also restructured their international bonds
without stopping payments.

Other bond restructurings came only after the
country had fallen into general default. Such re-
structurings sought to clean up an existing financial
mess rather than avert a deeper financial crisis. Rus-
sia’s 2000 restructuring of its “London Club” debt
was technically a restructuring of syndicated bank

loans, but since most of these loans had been secu-
ritized and sold into the market, it resembled a bond
exchange. Both the Ukraine and Ecuador restruc-
tured their international sovereign bonds in 2000.
Argentina’s restructuring, though, dwarfs the others
in size and complexity: in 2005 Argentina sought to
restructure 152 separate bond issues with a face value
of more than $80 billion.

The legal challenges associated with a bond re-
structuring, though significant, have to date proved to
be smaller than many initially feared. The difficulty in
keeping a bond restructuring from leading to broader
financial collapse and specifically a domestic bank
run  proved larger than expected, however. In prac-
tice, many “international” sovereign bonds (bonds
governed by a foreign law) are held not by interna-
tional investors, but by the domestic banking system.

Crisis Management: Finding the Right Balance
No single measure can gauge the success of efforts to
obtain crisis financing from the country’s private
creditors. Success requires convincing private credi-
tors to contribute, whether by deferring payments or
by agreeing to reduce their claims on the crisis
country. But success also requires that the private
creditors’ contribution not come at the expense of
other goals
output or triggering a broader run that leaves the

including preventing a sharp fall in

country in a deep financial hole. Finding strategies
thatstrike the right balance between these sometimes
conflicting goals has been a constant challenge.

See also bailouts; banking crisis; currency crisis; financial
crisis; international financial architecture; International
Monetary Fund (IMF); International Monetary Fund con-
ditionality; International Monetary Fund surveillance;
Latin American debt crisis; lender of last resort
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BRAD SETSER

N bailouts

Bailouts broadly refer to large loans from the official
usually the International Monetary Fund
to a country facing difficulties repaying its

sector
(IMF)
maturing debts or needing to intervene in the foreign
exchange market to defend its exchange rate in the
face of the withdrawal of foreign investment or do-
mestic capital flight. These loans are provided di-
rectly to the crisis country to augment its reserves in
the face of acute balance of payments difficulties.
Augmenting a crisis country’s hard currency (inter-
national) reserves often allows the country to avoid
what otherwise would have been an almost certain
default on its private debts and, in some cases, to
intervene in the currency market to maintain an ex-
change rate peg at a level that would otherwise be
unsustainable. Consequently, large loans that help a
country try to avoid economic and financial collapse
also help external and domestic creditors with for-
eign-currency debts coming due, as well as those
looking to exchange local currency for dollars, euros,
or another currency.

The term bailout could be applied to all loans
provided for balance of payments support by the
official sector. In practice, the policy debate over
these loans focused primarily on the largest of these
loans, and specifically those loans whose size ex-
ceeded the IMF’s traditional lending limits of 100
percent of quota in a year, or 300 percent of quota
over three years. (A country’s quota determines the
size of a country’s contribution to the IMF as well as
its voting and borrowing rights.) The first prominent
loan to breach these limits was provided in 1995 to
Mexico. By the end of 2007, the IMF had provided
“exceptional” levels of IMF financing to an addi-
tional eight emerging market economies facing acute
balance of payments difficulties. Indeed, “excep-
tional” financing  that is, financing in excess of the
IMF’s normal lending norms effectively became
the new norm for large emerging market economies
that encountered balance of payments difficulties.

Using the size of an IMF loan relative to quota to
distinguish between small and often uncontroversial
IMF loans and those exceptionally large IMF loans
creates some difficulties. First, the size of a country’s



IMF quota maps only imperfectly to other relevant
economic criteria  Korea in 1997 and Turkey in
2001 and 2002 got exceptionally large IMF loans
relative to their quotas, in part because their quotas
were quite small relative to their current gross do-
mestic product (GDP). Second, in several prominent
cases, the multilateral development banks and the
Group of 10 countries (a group of economically
advanced countries) provided large amounts of fi-
nancing alongside the IMF, so looking only at IMF
financing may understate the scale of official support.
For example, the United States provided Mexico
almost as much financing from its Exchange Stabi-
lization Fund as the IMF and a group of bilateral
creditors coordinated by the Bank for International
Setdlements (BIS) disbursed alongside the IMF in
1999. The World Bank and the Asian Development
Bank pushed by the United States provided a
large amount of emergency financing to Korea, and
Japan provided additional bilateral funds to Thai-
land (the bilateral “second-line” commitments in-
cluded in the initial packages for Korea and In-
donesia were never disbursed). Loans that breached
the IMF’s own access limits also tended to be the
largest loans when measured by other criteria. Those
countries that got large amounts of financing from
other official sources also tended to getlarge amounts
of financing from the IMF.

How Does the IMF Differ from Domestic
Lender of Last Resort? An IMF loan to a country
is in some ways similar to emergency financing from
a domestic lender of last resort (typically, the coun-
try’s central bank). Both provide liquidity ~cash
to those in need of it. Just as a loan from a domestic
lender of last resort lets a troubled bank pay off its
depositors, an IMF loan also lets some of the crisis
country’s creditors “off the hook” by financing the
repayment of the debt. Just as support from a do-
mestic lender of last resort can convince a troubled
bank’s creditors to give the bank
time to try to work through its difficulties, interna-
tional crisis financing can convince the country’s

its depositors

creditors to give it time to work through its problems.
But there are also important differences between
the IMF and a domesticlender of last resort. First, the

IMF’slending capacity is constrained by the amounts
members have placed on deposit with the fund. A
domestic lender of last resort has no similar con-
straints, atleastaslongasitlendsin the country’s own
currency. Second, IMF loans are usually tied to
policy changes, and in order to encourage the country
to implement those changes, IMF lending is rarely
disbursed all at once; instead, IMF loans are usually
disbursed in a series of tranches. A domestic lender of
last resort can provide all necessary funds up front.
Third, the IMF does not lend against collateral;
rather, crisis countries, by long-standing convention,
pay the IMF even if they are not paying their other
creditors. This allows the IMF to lend to crisis
countries at modest rates without taking losses. Fi-
nally, many domestic bank “bailouts” do more than
just provide a cash-strapped domestic bank with
emergency liquidity. They also typically require
giving a troubled bank a government bond  a new
financial asset to prevent depositors (and some-
times even the shareholders) in the bad bank from
taking financial losses. International bailouts, by
contrast, do not increase the net assets of a troubled
emerging economy. The country’s external reserves
rise, but so do its external debts. The international
taxpayers who put up the money needed to make an
IMEF loan expect to get repaid in full.

Consequently the term bailoutis perhaps too nega-
tivea term for emergency crisis financing, as it suggests
that the crisis lender is picking up losses that otherwise
would have been borne by the country and its credi-
tors. The term rescue loan is probably too posi-
tive, however, as not all “rescues” have succeeded.
such as large-scale official crisis
lending  sound bureaucratic. The lack of an agreed

Most neutral terms

term itself may be indicative of the ongoing debate
about the wisdom of large-scale lending to crisis
countries.

Debate Surrounding IMF Crisis Lending Pro-
ponents of large-scale IMF lending argue that finan-
cial integration is generally beneficial. But they also
recognize that it can increase the risk that a country
with correctable policy problems can be forced into a
disruptive default by a self-fulfilling crisis of confi-
dence. Concerns that other external creditors will not
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roll over their short-term debts as they come due can
lead all external creditors to demand payment as soon
as possible. A country’s own citizens can also decide
that they want to shift their savings abroad before the
country runs out of reserves. Such a shift from do-
mestic to foreign assets puts enormous pressure on the
country’s reserves if it has a fixed exchange rate re-
gime, on its exchange rate if it has a floating exchange
rate regime, or on both reserves and the exchange rate
if it has a managed float. Sergei Dubinin, the chair-
man of Russia’s central bank during the 1998 crisis,
observed, “We can play games against the market,
against the banks even, but we can’t do anything if the
entire population wants to change rubles into dollars”
(Blustein 2001, 266 67).

Table 1

Such crises of confidence have usually stemmed at
least in part from doubts about a country’s ability to
put in place needed corrective policies, not just
doubts about the willingness of other creditors to
maintain their exposure. But as the run intensifies, a
country can be pushed toward default well before it
has time to show whether it can make the policy
changes to ensure its long-run solvency.

Critics of large-scale lending have raised a host of
objections. Some object to all official intervention
in private markets. Official action that insulates a
country and its creditors from paying the full price
for their mistakes only encourages more bad policies
and additional risk-taking
Others object to the conditions attached to IMF loans,

so called moral hazard.

How quickly were IMF (and bilateral first line) loans disbursed, and how fast were they repaid?

Peak disbursement, Quarters Quarters to External debt Fiscal debt
$ billion to reach repay > peak precrisis precrisis
(% of GDP) peak disbursement (% of GDP) (% of GDP)
Mexico 27.6 4 9 34% 31%
(6.8)
Thailand 11.2 12 18° 60% 5%
6.2)
Indonesia 10.8 13 35 43% 24%
4.7)
Korea 19.4 4 8 32% 12%
(3.7)
Russia 5.1 2 4 35% 52%
(1.2)
Brazil 17.5 3 7 25% 40%
(98 99) (2.2)
Turkey 23.2 13 24 57% 56%
(00 02) (12.6)
Argentina 14.6 4 22 51% 45%
(5.1)
Uruguay 2.7 11 19 81% 38%
(14.6)
Brazil 333 10 18 44% 65%
(01 02) (5.7)

Sources: IMF and bilateral first line lending data from IMF, U.S. Treasury; debt data from Moody's (apart from Mexico’s precrisis debt data,
which is from the IMF). Moody’s debt numbers for Brazil are higher than other sources. The IMF has Brazil's 1997 (precrisis) debt to GDP at 35%
rather than 40%; and Brazil's 2000 (precrisis) debt to GDP at 49% rather 65%.

@ Thailand's IMF exposure peaked after 9 quarters, and it repaid half of that exposure after 17 quarters. At that point in time, it had not repaid
Y its bilateral lending. However, we do not have data indicating Thailand’s bilateral repayments after the end of 2001.



whether fiscal austerity, monetary tightening, or do-
mestic financial and corporate reform. This criticism
was particularly vociferous after the Asian crisis; many
argued that the IMF’s conditions themselves con-
tributed to the cascading loss of confidence. Many
argued that the large bailouts of the 1990s and the first
few years of the new millennium were a marked
change from the 1980s, when the typical IMF loan
was smaller (in relation to quota, though quotas were
larger in relation to GDP) and was combined with
commitments by the country’s largest creditors  the
commercial banks  to roll over their claims.

Finally, some argued that the real problem was
not that the IMF was lending too much, but rather
that the IMF was not able to lend enough. The IMF
risked providing enough money to allow a lucky few
to exit, but not enough to assure that the run would
stop and the country would have time to putin place
corrective policies.

This highlights a key point: in practice, even the
largest IMF loans typically fell short of providing
sufficient funds to cover all potential drains on the
country’s hard currency liquidity. For example,
Mexico received enough money to cover payments
on the government’s maturing short-term dollar-
linked debt, the famous zesobonos, but not enough to
cover all potential sources of capital flight. Even a
loan large enough to cover the most obvious sources
of payment difficulties works only if additional
sources of financial pressure do not also materialize.

Has IMF Crisis Lending Been Successful? Sev-
eral large IMF bailouts achieved most of their in-
tended goals. Mexico, Korea, and Brazil (in 1999) all
avoided default, recovered market access relatively
quickly, and paid back their official creditors quite
rapidly. Eight quarters after the onset of their crises,
all had paid back more than one-half of their initial
loans (see table 1). Brazil, however, is less obviously a
success than Mexico and Korea, as the rise in its debt
levels during the 1998 99 crisis laid the foundation
for its 2002 crisis. Brazil did not pay its 2002 bailout
loan back in eight quarters
loan in 2002 came on top of an earlier loan in 2001.
But it otherwise resembles the “success” stories: it

fully repaid the IMF at the end of 2005, and its debt

in part because the large

levels were coming down through the end of 2007.
Other rescues achieved their goals, but notas quickly.
Thailand (1997), Turkey, and Uruguay all avoided
default, regained market access, resumed growth,
and eventually made significant payments back to the
IME. All these countries entered into their crises with
higher debt levels and generally have taken longer to
repay the IMF than Mexico, Korea, and Brazil
(particularly in 1999).

Three bailouts clearly failed to achieve their initial
goals, however: Russia, Argentina, and Indonesia
whether because the country failed to carry out its
commitments to the IMF or because the IMF backed
a flawed strategy. In 1998, Russia was cut off quite
quickly, after one $5 billion disbursement from the
IMF’s new program a decision prompted in part
by the IMF’s substantial exposure from its previous
lending programs. Indonesia received only $4 billion
in the early stages of its crisis. Most of the funds it
received from the IMF came later on, after its cor-
porate sector had fallen into general default. Argen-
tina, in contrast, received almost $15 billion in an
unsuccessful attempt to ward off default.

By the end of 2007, the IMF had not approved a
newlargeloan  setting aside those loans extended to
refinance existing IMF loans  since 2002. In retro-
spect, the period of large-scale IMF lending that
followed Mexico’s crisis may be viewed as facilitating
the transition of many emerging economies from a
point where they held to few reserves to navigate
periods of financial volatility to a point where most
emerging economies held more reserves than they
needed. During the turbulent period between 1995
and 2003, the size of IMF lending was striking. By
2005, though, the size of even the largest IMF loans
seemed fairly small relative to the reserves of the
typical emerging economies. For all the criticisms
leveled at the IMF, most emerging markets con-
cluded that they needed to hold far more reserves
than the IMF was ever willing to make available.

See also asymmetric information; bail-ins; banking crisis;
capital flight; contagion; currency crisis; financial crisis;
international financial architecture; international liquidity;
International Monetary Fund (IMF); International Monetary
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B balance of payments

A balance of payments is an international accounting
record. It records the economic transactions of the
residents of one country with the residents of other
countries during a fixed period (month, quarter,
year). The payments are usually measured in a
country’s home currency, although the accounts are
sometimes expressed in U.S. dollars to facilitate
cross-countty comparisons. The payments are bro-

ken down into categories  goods, services, transfers,
investments, and official reserves. Inflows and out-
flows in each category are measured and a net figure
for each is calculated. Strictly speaking, each category
has a balance and, as a matter of practice, several
balances are regularly reported by government
agencies and the financial press. The balance of pay-
menis is a generic term that refers to payment flows in
some or all of the different categories.

Although balance of payments accounts are
constructed using sophisticated accounting princi-
ples, including double-entry bookkeeping, a coun-
try’s cross-border transactions are not measured
with the accuracy of a corporation’s accounts. Bal-
ance of payments figures are statistically estimated
based on sampling data gathered by government
agencies. In the United States, business firms are
required by law to provide information on interna-
tional transactions. The Office of Management and
Budget, the Customs Service, the Department of
Commerce, and the Treasury Department gather or
compile such information. Although these agencies
do their utmost to provide reliable estimates, of ne-
cessity the accounts contain errors; the statistical es-
timates are based on data that are incomplete and
otherwise imperfect.

Uses Business firms, labor unions, academics,
lawyers, investors, and government officials take an
interest in the balance of payments. Firms base fi-
nancial and competitive decisions on the balance of
payments. Firms and labor unions use balance of
payments figures to argue for favorable tariffs or
subsidies. Lawyers use information from the balance
of payments to initiate cases in national courts or
before the dispute resolution bodies of the World
Trade Organization (WTO). Economists develop
principles to explain the movement of goods and
investments across borders, and they recommend
policies based on those principles. Government of-
ficials are responsible for the policies that govern
cross-border economic transactions. Some govern-
ment policies, such as the trade restrictions imposed
during the Cold War, discourage international
transactions, while other policies, such as free trade
agreements, encourage them. The balance of pay-



ments also helps us to understand how the world
trading system is evolving. The flow of foreign aid
from the United States to Europe in the 1950s, the
increase in the exchange of services in the 1980s, and
the rise of foreign direct investment in the 1990s all
show up in the balance of payments accounts.

History The interest in international transactions
goes back to at least the 14th century. The mercan-
tilists, a group of British writers, urged government
policies that encouraged exports and discouraged
imports. They argued that a surplus of exports over
imports would preserve the country’s specie (metallic
money supply) and enhance the wealth of the
country. Borrowing the idea of an accounting bal-
ance from the double-entry bookkeeping of Italian
merchants, the mercantilists introduced the term
balance of trade into economic discussion in the
1600s. In the 18th century, David Hume pointed
out that a country cannot run a permanent trade
surplus (his famous price-specie flow mechanism),
and Adam Smith roundly criticized the mercandilists
for conflating money and wealth. The balance of
payments received a great deal of theoretical atten-
tion in Britain’s 19th-century monetary debates; the
effects of fiduciary media (paper money) on the trade
balance were especially controversial. European and
U.S. governments collected international trade sta-
tistics in the 19th and early 20th centuries, but the
modern system of payments accounting was not es-
tablished until the end of World War II, when
agreements at Bretton Woods empowered the In-
ternational Monetary Fund (IMF) to gather and
organize international trade data. World leaders
recognized that the breakdown of the international
trading system during the 1930s had exacerbated the
Great Depression. They hoped that systematic
gathering and presentation of trade data would en-
hance international cooperation.

Accounts All international economic transactions
are divided into two main accounts the current
account and the awkwardly named capital and fi-
nancial account.

Current Account The current account is bro-
ken down into four categories goods, services, in-
come, and transfers. Goods are the tangible items

agricultural products, manufactured goods, and
commodities such as copper and crude oil  thatare
traded across borders. For most countries, goods are
the main component of the current account. In
2004, the United States exported slightly more than
$800 billion in goods, about 50 percent of current
account credits for the year. Japan exported $539
billion in goods, about 70 percent of its current ac-
count credits (see table 1). Services are the exchange
of intangibles across borders. Travel, transportation,
royalties and license fees, and financial (banking,
investment, insurance) and military services are the
main ones traded across borders. In 2004, the United
States exported $340 billion in services, Japan $98
billion. Business and personal travel is an important
component of services in many countries; $74 bil-
lion, or 21 percent, of U.S. service export revenue
came from travel in 2004. Income in the current
account is primarily the dividends and interest paid
to residents of a country from their investments
abroad. The income can result from a resident in one
country holding securities in foreign companies or
governments, or from interest earned on loans to
residents of other countries. Fora country that invests
large sums abroad but discourages foreign invest-
ment into the country, inflows of income outweigh
the outflows by alarge margin  in Japan’scase, $113
billion to $27 billion in 2004. Besides income from
investments abroad, the income account also in-
cludes compensation to temporary workers, such as
seasonal farmworkers and short-term business con-
sultants. Compared to investment income, employee
compensation is small for most countries; in 2004,
the United States, for example, paid $9 billion to
temporary workers from other countries, but $340
billion in interest and dividends to foreign investors.

The final item in the current account is unilateral
transfers. The main items in this account are foreign
aid (government grants of cash, food, clothing, etc. to
the residents of other countries), charity (private
donations to residents of other countries), and
worker remittances (money sent home by workers
employed abroad). Residents of wealthy economies
usually spend considerable sums on government aid
and charitable activities aimed at helping residents of
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53 Table 1
%_» Analytic balance of payments, United States and Japan (billions of U.S. dollars)
n
g U.S. u.s. Japan Japan
_;" Line 2000 2004 2000 2004
2
% 1 A. Current Account 416.00 668.07 119.66 172.06
3 2 Goods: exports, f.0.b. 774.63 811.03 459.51 539.00
e 3 Goods: imports, f.0.b. 1224.32 1472.96 342.80 406.87
4 Trade Balance 449.78 661.93 116.72 132.13
5 Services: credit 296.85 34042 69.24 97.61
6 Services: debit 22534 296.07 116.86 135.51
7 Balance on goods and services 378.27 617.58 69.09 94.23
8 Income: credit 350.92 379.53 97.20 113.33
9 Income: debit 329.86 349.09 36.80 27.63
10 Balance on goods, services, & income 357.22 587.14 129.49 179.93
11 Current transfers: credit 10.83 17.92 7.38 6.91
12 Current transfers: debit 69.61 98.85 17.21 14.78
13 Balance on current account 416.00 668.07 119.66 172.06
14 B. Capital Account 0.93 1.65 9.26 4.79
15 Capital account: credit 1.08 1.13 0.78 0.44
16 Capital account: debit 2.01 2.78 10.04 523
17 Total: Groups A plus B 416.93 812.16 110.40 167.26
18 C. Financial Account 486.66 581.79 78.31 22.49
19 Direct investment abroad 159.21 252.01 31.51 30.96
20 Direct investment in U.S. 321.27 106.83 8.23 7.80
21 Portfolio investment assets 127.91 102.38 83.36 173.77
22 Equity securities 106.71 83.20 19.72 31.47
23 Debt securities 21.19 19.18 63.64 142.30
24 Portfolio investment liabilities 436.57 762.70 47.39 196.72
25 Equity securities 193.60 61.91 1.29 98.22
26 Debt securities 24297 700.79 48.67 98.44
27 Financial derivatives 467 241
28 Financial derivatives assets . . 106.74 56.44
29 Financial derivatives liabilities 111.41 54.06
30 Other investment assets 273.11 503.92 415 48.01
31 Monetary authorities ... ... ... ...
32 General government 0.94 1.22 1.89 3.87
33 Banks 133.38 356.13 36.51 3.24
34 Other sectors 138.78 149.00 38.77 55.12
35 Other investment liabilities 289.05 570.58 10.21 68.30
36 Monetary authorities 2.52 52.77 . .
37 General government 0.39 1.39 0.93 0.98
38 Banks 122.72 392.96 28.22 42.73
39 Other sectors 169.24 123.46 37.49 24.59
40 D. Net Errors and Omissions 69.44 85.13 16.87 28.90
41 Overall balance 0.29 2.80 48.95 160.85
42 E. Reserves and Related Items 0.29 2.80 48.95 160.85
43 Reserve Assets 0.29 2.80 48.95 160.85
Conversion rates: yen per U.S. dollar 107.77 108.19

Source: Adapted from Balance of Payments Statistics Yearbook, International Monetary Fund, 2005.
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other countries. In 2004, the residents of the United
States disbursed foreign aid of $30 billion, private
charitable contributions of $39 billion, and worker
remittances of $30 billion to other countries. Res-
idents of developing countries are usually net recip-
ients of aid, charity, and remittances.

Financial Account Like the current account, the
financial account is divided into four main kinds of
transactions. The first of these is direct investment.
Whenever residents in one country make an invest-
ment abroad that gives them a “substantial voice” in
management, the investment is considered direct. A
firm may do this by investing in plantand equipment
or by purchasing enough stock (10 percent or more
of outstanding shares) to influence the managerial
decisions of an existing firm. In 2004, U.S. investors
spent $252 billion on direct investments abroad,
$176 billion of which was reinvested earnings. For-
eign investors spent $106 billion on direct invest-
ment in the United States, $56 billion of which was
reinvested earnings.

The second kind of investment transaction is
portfolio investment, which is the purchase of bonds
and equities in one country by residents of another.
Although equities are issued mainly by private firms,
bonds are issued by both firms and governments, so
portfolio investment includes the purchase of gov-
ernment bonds by residents of other countries. In
2004, foreign residents invested $62 billion in U.S.
equities and $701 billion in U.S. bonds, $458 billion
of which was government bonds. By way of contrast,
foreign residents invested $197 billion in Japan. The
investment was split evenly, with $98 billion going
into equities and $98 billion into bonds, of which
$53 billion was government bonds. The government
absorbed 60 percent of portfolio investment in the
United States, compared to 27 percent absorbed by
the Japanese government.

A third category of investment is a residual,
named “other” in the accounts, which includes trade
credit, bank loans and deposits, and currency ex-
changes. In 2004, foreign residents increased their
residual investments in the United States by $570
billion, $407 billion of which represented an increase
in the holdings of U.S. currency and bank deposits.

In Japan, the pattern was rather different. Foreign
residents increased borrowing from Japanese firms
and government agencies by $81 billion but reduced
their holdings of the yen by $13 billion, so residual
investment increased by $68 billion.

The fourth category of investment in the financial
account is reserve assets, which are funds available to
monetary authorities to finance payment deficits.
Central banks and treasuries use gold, holdings with
the IMF, and foreign exchange (currencies and de-
posits) for such financing. In 2004, monetary au-
thorities in the United States financed an overall
deficit of $2.8 billion, mainly by altering its reserve
position within the IMF. Japan had an overall sur-
plus of $161 billion, with which it acquired foreign
exchange (i.c., international reserves).

Double-Entry Bookkeeping Every economic
transaction entered into a country’s balance of pay-
ments accounts contains both a debit and a credit.
On the current account, debits and credits are ap-
parent. When a country exports, the account shows a
credit; when a country imports, the account shows a
debit. On the capital account, the debits and credits
can be somewhat confusing. When a company re-
ceives payment for its exports, it is recorded as a debit
in the capital account; when a company makes a
payment for an import, it shows up as a credit in the
capital account. One way to make sense of creditsand
debits is to view them as sources and uses of funds,
where finds means financial assets used in interna-
tional transactions. Currencies, deposits in banks,
trade credits and other forms of loans are examples of
funds. In the balance of payments accounts, a source
of funds is a credit; a use of funds is a debit. When a
firm sells a bond to a foreign resident, the sale will
show up as a credit (a source of funds) in the capital
account of the home country. By selling a bond to a
foreign resident, a firm has also increased its liabili-
ties. An increase in liabilities is a source of funds and
therefore a credit in the capital accounts. Conversely,
when a firm redeems a bond, it reduces its liabilities
by using funds. A decrease in liabilities is therefore a
debit in the capital account. The opposite is true of
assets. When a resident of one country purchases
equity shares in a foreign firm, she uses funds; an
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increase in assets appears as a debit in the financial
account. When this investor sells her shares, she de-
creases her assets and increases her funds. A decrease
in assets appears as a credit in the capital accounts.

Balances If we accurately record all of the flows of
payments between countries, they will always bal-
ance. Yet policymakers and others are often con-
cerned with payment imbalances. Imbalances occur
when we consider only particular types of transac-
tions within the accounts, rather than all transac-
tions. For example, if we consider only merchandise
transactions, the resulting balance is officially called
the balance on goods and is reported in the press as
the trade balance. The trade balance for the United
States, shown in line 4, was a negative $662 billion in
2004, while Japan’s was a positive $132 billion. Al-
though goods are usually the biggest item in a
country’s current account, services have become in-
creasingly important. In 2004, the United States
exported $340 billion and imported $296 billion in
services. The United States” balance in services was a
positive $44 billion, while Japan’s was a negative $38
billion. The press does not usually report the services
balance by itself, however. Instead, it reports the
balance on goods and services, which for 2004 was
negative $618 billion for the United States and
positive $94 billion for Japan. This balance is par-
ticularly important, because it enters the national
income accounts of each nation.

The gross domestic product of a country, mea-
sured in expenditures, equals consumption plus in-
vestment plus government expenditures plus exports
minus imports, or Y=C+I1+G+ (X —-M). In
this equation, X — M is the balance on goods and
services. Since U.S. residents spent more on imports
than foreign residents spent on U.S. exports in 2004,
the balance on goods and services subtracted from the
gross domestic output of the United States. If we add
to the balance on goods and services the balance on
income and the balance on unilateral transfers, nei-
ther of which is widely reported, we get the current
account balance, which is closely watched by pol-
icymakers. If this balance is negative, it means that a
country’s current transactions are being financed by
investment from abroad (or from official reserves).

There is nothing wrong or even worrisome in this, as
long as the investment is being used for productive
purposes. If the investmentdoes not produce a higher
future income, however, then its repayment will
lower a country’s future standard of living.

Another balance closely watched is the overall
balance. This is the sum of all current and financial
account transactions, adjusted for errors and omis-
sions, except for official reserve transactions, and is
shown on line 41 of table 1. A negative overall bal-
ance means that a country is balancing its payments
by draining its official reserves. If a country does not
balance its current account deficit with a financial
account surplus, or if it does not balance a financial
account deficitwith a currentaccount surplus, then it
must make up the difference by using its accumu-
lated reserves. Governments will often use their re-
serves to balance the overall account over short pe-
riods, but they can do so only until their reserves are
depleted. A large and persistent deficit in the overall
balance indicates that a country’s trade and financial
policies are not sustainable.

The Effects of Monetary and Fiscal Policies on
the Balance of Payments A country’s balance of
payments results from a large number of diverse
transactions, conditions, events, and policies. Nat-
ural resources (copper in Zambia, oil in Saudi Ara-
bia), comparative advantage (automobiles in Japan),
entrepreneurial discovery (the computer industry in
the United States), as well as exchange rates, interest
rates, income levels and growth, savings rates, polit-
ical stability, wars, tariffs, and subsidies all affect a
country’s balance of payments. Moreover, these in-
fluences affect different accounts in different ways,
and they can operate at different speeds. Typically,
economists and policymakers focus on only a few of
the more important influences, among which are
monetary and fiscal policies. Even within this re-
stricted set of policies, the effects on the balance of
payments are complicated. The effects of fiscal and
monetary policies on a country’s balance of payments
will depend on its other policies
exchange rates and capital flows
wealth of the country and the extent to which it trades
with others.
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JACK HIGH

H balance sheet approach/effects
National authorities, market analysts, and the In-
ternational Monetary Fund (IMF) traditionally have
assessed the financial health of a country on the basis
of flow variables, such as annual gross domestic
product (GDP), the current account, and fiscal bal-
ances. Sudden and disruptive capital account crises in
Mexico (1994 5), Southeast Asia (1997 8), Russia
(1998), Turkey (2001), and Latin America (2001
2), however, called into question the capacity of such
metrics to provide a full picture of an economy’s
vulnerabilities. Signs of impending trouble in these
countries might have been spotted earlier through a
more careful look at mismatches between the stocks
of a country’s assets and its liabilities; that is, by
looking at imbalances within and between a coun-
try’s sectoral balance sheets. Additionally, once a
capital account crisis has begun, changes in the ex-
change rate, interest rate, and other asset prices can
propagate the crisis through their effects on the rel-
ative valuations of assets and liabilities within and
between sectors.

The balance sheet approach (BSA) represents a
framework for identifying stock-based vulnerabilities

and the transmission mechanisms between sectors
that can turn these weaknesses into full-blown capital
account crises. Knowledge of sectoral balance sheet
mismatches can aid policymakers in reducing vul-
nerabilities and idendfying appropriate policy re-
sponses once a financial crisis unfolds.

Key Balance Sheet Concepts The BSA is prin-
cipally concerned with providing a comprehensive
assessment of the currency and maturity mismatches
in a country’s assets and liabilities that can trigger
large adjustments in capital flows. Whereas tradi-
tional flow-based analyses of an economy have fo-
cused on the gradual buildup of unsustainable fiscal
and current account positions over a defined period,
the BSA looks at imbalances in the stocks of assets
and liabilities, such as debt, foreign reserves, and
loans outstanding at a certain point in time. Al-
though the two approaches are obviously interre-
lated, since stocks are the product of both flows and
valuation changes, the BSA focuses on how mis-
alignments in stocks can lead to the sudden changes
in flows that presage liquidity and even solvency
problems.

An application of the BSA begins by looking at a
country’s consolidated external balance sheet; that s,
its position vis-a-vis nonresidents. This consolidated
balance sheet summarizes the external debts of a
country’s public and private sectors relative to their
external assets. The consolidated balance sheet’s level
of aggregaton can, however, mask considerable im-
balances between and within sectors that could trig-
ger disorderly adjustments. For instance, a country’s
consolidated balance sheet does not show foreign
currency debt between residents, but such debt
can trigger an external balance of payments crisis if
the country’s government needs to draw on its re-
serves to roll over its domestically held hard cur-
rency debt. In fact, one of the key insights of the BSA
is that cross-holdings of assets between residents can
create internal balance sheet mismatches that leave a
country vulnerable to an external balance of pay-
ments crisis.

In order to implement the BSA, an economy can
be disaggregated into a set of interlinked sectoral
balance sheets. The exact disaggregation used should
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depend on the issues under analysis and the data
available. A basic matrix of interrelated balance sheets
would break down assets and liabilities by maturity
and currency, and would include the public sector
(i.e., central bank, government, and public corpo-
rations), the private financial sector (i.e., principally
banks), and the nonfinancial private sector (i.e.,
companies and households), as well as an exter-
nal (nonresident) sector to which all three of these
domestic sectors are linked. Sectoral balance sheets
are interrelated in that one sector’s liabilities are by
definition the assets of another sector (see figure 1).

Real assets, such as plants and materiel, which are
often a major element of public assets, are not in-
cluded in a BSA matrix since they are not sufficiently
liquid to be called on in a crisis. Consequently, a BSA-
style analysis provides a snapshot of an entity’s net
financial position and its capacity to draw on liquid
assets in response to pressure for repayment of its
liabilities. It is not intended as a method for calcu-
lating the net worth or solvency of an economy or
sector, nor does it serve as a precise early warning
system. Rather, the BSA reveals vulnerability to a sud-
den rebalancing of stocks without necessarily pro-

Intersectoral Asset and Liability Position

Holder of Liability (Creditor)

Issuer of Liability (Debtor) Public sector

private sector

Rest of
the world

Nonfinancial
private sector

Financial

Public sector (including central bank)
Monetary base
Total other liabilities
Short-term
Domestic currency
Foreign currency
Medium- and long-term
Domestic currency
Foreign currency

Financial private sector
Total liabilities

Short-term
Domestic currency
Foreign currency

Medium- and long-term
Domestic currency
Foreign currency

Equity

Nonfinancial private sector
Total liabilities
Short-term
Domestic currency
Foreign currency
Medium- and long-term
Domestic currency
Foreign currency
Equity

Rest of the world
Total liabilities
Currency and short-term
Medium- and long-term
Equity

Figure 1

Intersectoral asset and liability position. Source: Rosenberg et al. (2005).



viding an indication of the probability that such an
event could occur. In this regard, even partial data can
provide useful insights into potential vulnerabilities.

Balance-sheet mismatches do not in and of them-
selves lead to crises. They simply create the conditions
under which a random shock is likely to inflict damage
on an economy. Maturity mismatches in Russia in
1998 left its balance sheets vulnerable to rollover and
interest rate risks, but commodity price shocks and
contagion from the Asian crisis were the actual triggers
of the country’s crisis. Conversely, Lebanon managed
to avoid a financial crisis through 2007 despite years of
marked exchange rate, rollover, and interest rate risks
connected to gross public debt levels in excess of 180
percent of GDP. Unwavering investor confidence
proved an effective shield against real shocks.

The particular vulnerability of emerging markets
to sudden capital flow reversals has dictated an early
BSA focus on these countries by the IMF and market
analysts. The approach is increasingly used, however,
to examine specific vulnerabilities, such as asset
bubbles and unfunded pension schemes, in both
emerging and more mature market economies.

Taxonomy of Balance Sheet Risks At least three
major types of mismatch characterize the bulk of
balance sheet risks:

1. Maturity mismatches. Mismatches between
long-term, illiquid assets and shorter-term liabilities
expose a balance sheet to risks related to both debt
rollover and changes in interest rates. If liquid assets
do not cover maturing debts, an economy or sector
may be shut out of capital markets and unable to
cover its debt-service liabilities. Similarly, a sharp
change in interest rates can dramatically alter the cost
ofrolling over short-term liabilities, leading to a rapid
increase in the cost of servicing debt.

2. Currency mismatches. A currency mismatch
most often arises when a borrower’s assets are mainly
denominated in domestic currency, but its liabilities
are denominated in foreign currency, leaving the
borrower’s balance sheet vulnerable to a depreciation
or devaluation of the domestic currency. In many
emerging markets, debtors have been motivated to
borrow in foreign currency because it is often cheaper
than borrowing in local currency. The choice to

borrow in foreign currency is sometimes related to
deposit dollarization: banks need to match deposits
in foreign denominations with loans in the same
currency, increasing their incentive to lend to un-
hedged local borrowers. Following Argentina’s crisis
and defaultin 2001 2, many other highly dollarized
countries in Latin America also experienced severe
crises as a result of the pervasive currency mismatches
created by their financial sectors’ need to match
dollar deposits with dollar loans.

3. Capital structure mismatches. In the context of
the BSA, capital structure refers to the balance be-
tween debt and equity in an entity’s financing.
Compared with debt, equity provides a natural buffer
during times of balance sheet stress since dividends
can be reduced along with earnings, whereas debt
payments remain unchanged regardless of circum-
stances. Capital structure mismatches can arise when
a country finances current account deficits through
external borrowing (including from official sources,
some of which can be difficult to restructure in the
event of a crisis) rather than through foreign direct
investment or portfolio equity flows.

These mismatches often combine to increase
vulnerabilities. For instance, maturity mismatches in
foreign currency can create difficulties if market
conditions change and domestic borrowers do not
have enough liquid foreign currency reserves to cover
short-term foreign currency debt. This is what hap-
pened in Uruguay in 2002, when domestic banks
had difficulties meeting a run on foreign-exchange-
denominated deposits. Similarly, financial entities
that borrow short-term funds to invest in longer-
term debt instruments would suffer from a rise in
interest rates brought about, for example, by an ex-
change-rate defense or cyclical developments, as oc-
curred in Turkey during 2001. Maturity, currency,
and capital structure mismatches combined in the
Asian crises of 1997 8. Prior to these crises, the
Korean government had severely restricted foreign
direct investment, and most capital inflows were fi-
nanced through foreign-currency, shorter-maturity
external debt. Similarly, Thailand’s tax regime fa-
vored corporate debt over equity, which, combined
with an implicit nominal exchange rate peg, also led
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the Thai nonfinancial private sector to build up
foreign-currency denominated debt with nonresi-
dent creditors.

When current and expected liabilities exceed as-
sets, a country, sector, or individual entity may face
insolvency. Public-sector solvency is often assessed by
looking at the ratio of sovereign debt to GDP or to
revenue (as a proxy for the government’s ability to
service its debt). Similarly, a country’s overall sol-
vency is usually measured by the ratio of total debt to
GDP or to exports. But such measures can indicate
vulnerabilities only when combined with other mea-
sures of risk exposure and an assessment of related
mismatches.

No single debt-to-GDP ratio indicates that a
sovereign or balance of payments crisis is imminent.
For instance, countries with identical debt-to-GDP
ratios, but different currency and maturity mis-
matches, often face distinct balance sheet weaknesses.
The recent literature on debt intolerance draws
heavily on the BSA to explain why developing and
emerging markets have tended to run into trouble at
much lower debt-to-GDP ratios than advanced
countries. On the asset side of the public balance
sheet, this research has focused on weak revenue bases
and poor expenditure control as probable explana-
tions for such low sustainable public debt thresholds.
On the liability side, the literature on “original
sin”  the inability to borrow long term in local
currency highlights the vulnerabilities created by
the predominance of foreign-currency debt in
emerging markets’ public borrowing.

Policy Implications The BSA can aid policy-
makers in preventing and resolving capital account
crises. In support of crisis prevention, the approach
systematically identifies balance sheet vulnerabilities
and highlights sectors in which liquidity buffers may
be wearing thin. The Brazilian authorities, for exam-
ple, were able to head off a recession following the
devaluation of the real in 1998 by shifting balance
sheet risks away from the corporate and financial sec-
tors, which were exposed to currency risks, and to-
ward the public sector, which was relatively stronger
atthat time. They did so by issuing foreign-currency-
denominated, interest-rate-indexed sovereign debt.

As overnight rates were hiked to defend the real, pri-
vate domestic holders of these bonds stood to gain.
The Brazilian operation also highlights the cost of
such risk transfers: although it helped unhedged firms
to weather the devaluation of the real, it burdened the
public balance sheet for many years to come.

More generally, the BSA has guided policies to
reduce vulnerabilities, such as building asset buffers
(official reserves), promoting private-sector hedging
instruments, strengthening banking supervision,
conducting sound liability management operations,
and where appropriate instituting flexible ex-
change rate regimes to reduce incentives for unhedged
exposures. Once a country is in a capital account
crisis, an awareness of balance sheet mismatches can
help the authorities choose an appropriate policy
response. The BSA can be useful in comparing, for
example, the costs and benefits of letting a currency
depreciate or of defending it with changes to interest
rates.

Operationalizing and Extending the BSA Ide-
ally, an application of the BSA begins with the
compilation of the data needed to complete the basic
4 X 4 mauix shown in figure 1. Central banks in
some OECD countries currently prepare and pub-
lish such balance sheet analyses of their economies. In
emerging markets, data for the public and private
financial sectors are usually easy to obtain, while data
for the nonfinancial private sector are often harder to
pin down. When national statistics are lacking,
information from the Bank for International Settle-
ments and the IMF on a country’s international in-
vestment position can sometimes help in compiling
the external position and deriving the rest of the
matrix. In the context of its surveillance and program
work, IMF staff has so far completed BSA-style
analyses on more than 20 country cases. Further-
more, balance-sheet-related concepts underpin the
IMF’s frameworks for debt sustainability analysis
and the Financial Sector Assessment Program, a key
tool for identifying vulnerabilities in countries’
banking sectors.

The basic BSA matrix can be further augmented
by including off-balance-sheet items such as con-
tingent claims and derivatives in the assessment of



vulnerabilities. Additionally, a full assessment of the
risks arising from balance sheet mismatches should
factor in attempts to identify the likelihood of future

shocks.

See also banking crisis; capital mobility; contagion; cur-
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money and sudden stops; international liquidity; Interna-
tional Monetary Fund (IMF); International Monetary Fund
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international reserves; original sin; spillovers
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B Balassa-Samuelson effect

It has become conventional wisdom in economics
that richer countries tend to have higher overall costs
of living than poorer countries. Typically this is
measured in terms of the real exchange rate, which
compares the consumer price indexes of two coun-
tries converted to a common currency using the
nominal exchange rate. This empirical observation
has been referred to as the Penn effect, after the Penn
World Tables data used to measure it, or alternatively
as the Balassa-Samuelson effect, after the economists
who wrote about the observation and endeavored to
explain it. One important implication of this obser-
vation is that it indicates a systematic deviation from
the theory of purchasing power parity, which is a
building block in exchange rate theory. It indicates
that there is a role for economic fundamentals such as
relative income levels in explaining long-run real
exchange rate behavior.

Although numerous theories have been proposed
over time to explain this systematic relationship be-
tween the real exchange rate and income levels, by far
the most influential is that proposed in 1964 in two
separate papers by Bela Balassa and Paul A. Sa-
muelson. The theory is based on the divergence
of productivity levels in a world of traded and
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nontraded goods, explaining that rich countries
specialize in and produce goods thatare characterized
by higher productivity and that are easily traded in-
ternationally. (Because this basic idea is also found in
an earlier book by Roy F. Harrod in 1933, the theory
is sometimes referred to as the Harrod-Balassa-
Samuelson effect. This entry will follow the con-
vention of referring to the empirical observation and
the theoretical explanation jointly as the Balassa-
Samuelson effect.)

Many early empirical studies failed to find statis-
tical support for the connection between relative
prices and income levels. It was even more difficult to
find statistical evidence of a linkage to the underlying
causal factors that the Balassa-Samuelson hypothesis
said should be at work, such as between exchange
rates and relative productivity levels (see Officer
1982). It appears, however, that the strength of the
Balassa-Samuelson effect has grown steadily over
time. Recent statistical studies of the second half of
the 20th century find that for a large sample of
countries the relationship between relative national
price levels and income levels became positive as well
as stadstically significant only in the 1960s, thus
validating the Balassa-Samuelson hypothesis (for
instance, see Bergin, Glick, and Taylor 2006). It may
not be a coincidence that Balassa and Samuelson
began writing on the subject at this time. Further, the
correlation between these two variables appears to
have quadrupled over the half-century since then,
and it is very strongly significant statistically in cur-
rent data.

The Theory of Balassa-Samuelson How exactly
are positive correlations between national price levels
and income levels related to the Balassa-Samuelson
effect? There is a specific way of explaining these
correlations, based on differences in productivity
levels across countries and goods. Here is a simple
version of the theory with an intuitive example to
follow.

Consider two countries, home and foreign, where
foreign variables are denoted with an asterisk (*). Let
there be two goods produced in these countries,
where one good (7) can be traded internationally,
and the other is a nontraded good (V). Traditional,

albeit imprecise, examples of this distinction would
be manufactured goods as traded and services as
nontraded. For simplicity, suppose these goods are
produced competitively in each country, using only
labor as an input, with wages W and W* in each
country. Denote the labor productivity in each sector
as Arand Ay at home, and A% and A, in the foreign
country.

If one assumes that trade is costless for the traded
good, its price will be equalized in the two countries.
Conveniently, this also pins down the relative
wage levels in the two countries, since W/A; =
Pr :P*T = W*/A*T. The wage levels, in turn, pin
down the nontraded goods prices with W/Ay = Pn
and W7/Ay = P),. Now construct a simple con-
sumer price index, say, where the share of expendi-
ture on nontraded goods in consumption is constant
at the value 0 in both countries. Then the relation-
ship between the price levels of the two countries is
given by

L’ )t (PN>0_ (AT/AN>0
P @t Py \Ar/Ay)

This equation predicts that a country will have

a higher overall price level if it is highly productive
in traded goods, relative to its own nontraded
goods, and relative to the traded goods of the foreign
country. If one country is richer than the other,
this higher income level can be due to higher pro-
ductivity in the nontraded goods, the traded
goods, or some combination of the two. The theory
says that the larger the role of productivity growth
specifically in the traded sector, the more likely it
will be that high relative income levels will be asso-
ciated with high relative price levels. On the other
hand, if a country is richer due to higher productiv-
ity in the nontraded sector, or high productivity
equally over both sectors, then the model will not
predict that the rich country will have a higher overall
price level.

As an intuitive and commonly invoked example
of the Balassa-Samuelson effect at work, suppose that
the home country is rich because it is very good at
producing a manufactured good like automobiles,
but it has no productivity advantage relative to the



foreign country in terms of a nontraded service like
haircuts. The high productivity of home workers in
the auto industry affords them a high wage. But it
also requires that the wage be high for haircuts, or else
no worker would be willing to provide this service,
preferring instead to work in the auto industry. Gi-
ven that a haircut requires the same amount of labor
time in each country, but the wage rate paid to the
haircutter is higher achome, itis clear that the price of
haircuts will be higher at home. Since the purchase
price of autos is the same across countries due to
arbitrage through trade, the higher price of haircuts
makes the overall cost of living higher in the home
country.

Implications and Assessment of the Theory
The Balassa-Samuelson theory is used regularly
by economists and policymakers to interpret a range
of applied issues. Note that a straightforward exten-
sion of the theory from levels to changes would imply
that countries with faster growth rates in the traded
sector would have real exchange rates that are ap-
preciating over time. For example, it predicts
that China or other rapidly developing countries
might expect pressure for their real exchange rates
to appreciate as a natural counterpart to their rapid
growth in productivity. Similarly, the theory pre-
dicts that if new accession countries joining the
European Monetary Union experience a period of
accelerated growth as they catch up to richer Euro-
pean countries, they likewise should expect pressure
for real appreciation. Since a monetary union effec-
tively implies that the exchange rate is fixed, this
pressure should be expressed in this case as a higher
inflation rate for countries with higher growth rates.
The principle remains the same: higher rates of
growth are associated with a rise in the relative cost of
living.

The prevalence of the theory behind the Balassa-
Samuelson effect in economics owes much to its el-
egant explanation of the basic price-income rela-
tionship. But it has received criticism for the as-
sumptions needed to derive it. There is evidence that
productivity gains, especially recently, are not limited
to manufactured goods, but that the wealth of rela-
tively rich countries is in part attributable to signifi-

cant productivity gains in many services, such as in-
formation technology and retail. Furthermore, italso
appears to be true that many services, especially in-
formation services, are becoming more tradable due
to new telecommunications technologies. As changes
in technology and transportation costs lead to sig-
nificant changes in the volume of trade and even the
types of goods and services that are most traded, it is
not entirely clear what the future holds for the Ba-
lassa-Samuelson effect.

See also equilibrium exchange rate; exchange rate fore-
casting; purchasing power parity; real exchange rate

FURTHER READING

Balassa, Bela. 1964. “The Purchasing Power Parity Doc
trine: A Reappraisal.” Journal of Political Economy72 (6):
584 96. One of two original sources for the theory.

Bergin, Paul R., Reuven Glick, and Alan M. Taylor. 2006.
“Productivity, Tradability, and the Long run Price
Puzzle.” Journal of Monetary Economics 53 (8): 2041 66.
Documents empirically that the fundamental Balassa
Samuelson observation is only a modern phenomenon,
but that it has strengthened steadily over time.

Officer, Lawrence H. 1982. Purchasing Power Parity and
Exchange Rates: Theory, Evidence, and Relevance.
Greenwich, CT: JAI Press. Documents weakness of the
empirical support for the Balassa Samuelson theory in
early data.

Samuelson, Paul A. 1964. “Theoretical Notes on Trade
Problems.” Review of Economics and Statistics 46 (2):
145 54. One of two original sources for the theory.

. 1994. “Facets of Balassa Samuelson Thirty Years
Later.” Review of International Economics 2 (3): 201 26.
A retrospective commentary on the theory by one of the

original authors.

PAUL BERGIN

B band, basket, and crawl (BBC)

BBC (basket, band, and crawl) constitute the three
pillars of an intermediate exchange-rate regime. A
currency that uses all three pillars has its central rate
(and margins) defined in terms of a basket of cur-
rencies rather than a single currency such as the
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dollar. It has a wide band around the central rate,
pethaps plus or minus 5, 10, or 15 percent, within
which the currency floats, but at the edge of which the
central bank is obligated to intervene to prevent the
market rate going outside the band. Its central rate
crawls rather than jumps; when it needs to move, it
does so in a series of small, periodic steps rather than
occasional abrupt changes. The three component
elements were developed by different economists and
were driven by different considerations, so they can
be analyzed separately even though they tend to ap-
peal to the same group of economists and to be used
by the same set of countries. Although in practice
there may be a strong complementarity among the
three components, it is possible and helpful to con-
sider them separately.

Baskets Before the break-up of the Bretton
Woods system in the early 1970s there was no need to
consider pegging to a basket of currencies since the
major currencies were stable in relation to one an-
other. It became clear that this was not going to
continue after the advent of generalized floating in
March 1973. Shorty thereafter the International
Monetary Fund (IMF) redefined the value of its ar-
tificial reserve asset, the special drawing right (SDR),
in terms of a basket of the 16 currencies of countries
with more than 1 percent of world exports in the base
period. When Jordan began to peg to the SDR, it was
therefore indirectly pegging to a basket of currencies.
This was the first instance of a peg to a basket.

The theoretical basis of the basket peg evolved
shortly thereafter, in a number of papers that sought
to develop rules for how developing countries should
conduct their exchange-rate policies in a world where
the major currencies were floating and therefore
moving randomly against one another. The first
major paper along these lines was that of Stanley
Black (1976). He argued that in a context of gener-
alized floating the strategic variable that affected a
country’s macroeconomic position was not its bi-
lateral exchange rate with any single currency, but its
effective (i.e., trade-weighted) exchange rate. Ac-
cording to Black, the weights in the effective ex-
change rate (EER) should reflect trade, both exports

and imports, in goods and services  in other words,

the EER should be a concept broader than just
commodity trade but narrower than all transactions
that go through the foreign exchange market, in that
it should not include capital flows. He also discussed
whether the weights should reflect the currency of
denominadon or the direction of trade, preferring
the latter on the ground that this was more relevant in
the longer run. He recognized that there would be
institutional costs in pegging to a basket, stemming
from the fact that one could not intervene in a basket.
(One can argue that the main cost of pegging to a
basket accrues not as Black assumed because of
the enhanced calculation costs of the monetary au-
thority, but because it deprives traders of the possi-
bility under normal circumstances of covering for-
ward by utilizing the forward markets of the
country’s intervention currency.) If, but only if, a
country decided that those institutional costs out-
weighed the macroeconomic benefits of pegging to a
basket, then a country should peg to that single
currency which minimizes the variance of its EER.
Several subsequent writers entered the debate.
The possibility of a number of developing countries
all pegging to the SDR was considered, the advantage
being that this would avoid arbitrary changes in their
cross-rates. Williamson (1982) argued that there was
widespread agreement among the authors surveyed
in the article that the peg should be chosen with a
view to stabilizing something rather than optimizing
anything. Specifically, the peg should be picked so as
to minimize the instability in real income and in-
flation imposed by movements in third currencies
that are noise to the domestic economy. This is the
philosophy that lies behind the first B of BBC. It is
perhaps best exemplified by the policy pursued for
many years by the Monetary Authority of Singapore.
In recentyears proposals for basket pegs have been
advanced primarily in the context of East Asia. Sev-
eral writers (e.g., Williamson 2005) have argued that
the motivation to tie the region’s currencies to the
dollar arises not out of a mercantilist desire for export
surpluses but as a response to the fear of losing
competitiveness vis-a-vis one another. The way to
overcome this collective action problem while
avoiding wasting resources on large current account



surpluses as a by-product of dollar depreciation is for
all the countries of the region to use a common basket
peg. (Inthecase offloating currencies, countries might
treat the common basket as a numeraire, the unit in
terms of which the value of the currency is defined,
though this gives less assurance that the market ex-
change rate would move in parallel to the basket.)

Band Discussion of a wide band for the exchange
rate (then called a widening of the gold points) can be
traced back to some of John Maynard Keynes’s
writings in the interwar period, but in the postwar
period it was revived by a Brookings Institution re-
port (Salant et al. 1963) and an influential paper of
George Halm (1965). Halm looked to a wide band
with permanently fixed central rates to enable ex-
change rate movements to make a worthwhile con-
tribution to the adjustment of balance of payments
positions, while decreasing the need for identical
monetary policies in different countries and therefore
increasing the ability of monetary policy to achieve
internal balance. It was this latter aspect on which
most subsequent attention focused.

Later authors have differed sharply from Halm in
viewing a wide band as complementary to, rather
than competitive with, a crawl of the central rate. Few
recent analysts have agreed with him in thinking that
variations in the exchange rate within the band could
be expected to make a worthwhile contribution to
payments adjustment; it is changes in the central rate
that were expected to do the heavy lifting in that
regard. However, the freedom to vary monetary
policy has been emphasized by many writers
(McKinnon 1971). Williamson (2000) emphasized
that this is one of four reasons for favoring a wide
zone. A second reason is the difficulty in identifying
the equilibrium exchange rate (a rate that is usually
conceived as consistent with a sustainable balance of
payments outcome) with any precision; there is no
point in distorting macroeconomic policy in order to
defend an exchange rate target if there is a chance that
the rate is not misaligned in the first place. A third
reason for a wide zone is to permit nontraumatic
changes in the central rate. The analysis here goes
back to Harry Johnson (1970), who showed that

there would be no incentive to speculate if the change

in the central rate were sufficiently small that the new
and old bands overlapped; the wider the band, the
easier it is to satisfy this condition. The fourth reason
is the desirability of being able to accommodate
strong capital flows in part by changes in the ex-
change rate rather than compelling them to be met
entirely by reserve changes.

In 1988 Paul Krugman showed that a credible
band would help the authorities to enlist support
from speculators in stabilizing the exchange rate (the
definitive version was published as Krugman 1991).
The intuitive argument was that as the exchange rate
approached the margin, speculators would under-
stand that it was increasingly likely to move back
toward the central rate, because if it tried to move
beyond the edge of the band this would merely
provoke the central bank into intervention rather
than lead to a further change in the rate. Speculators
would therefore be induced to enter the market and
help stabilize the rate. The mere promise of official
intervention at the margin would suffice to stabilize
the rate, without any need for the central bank to
actually intervene. First tests of the experience of the
European Exchange Rate Mechanism (ERM) were
reassuring: it did indeed seem that expectations
within the ERM were mean-reverting, in contrast to
those that hold in a floating system. But further tests
created doubts: Krugman’s model predicted that
exchange rates would spend most of their time close
to the edges of the band, buct this did notseem to have
happened in the ERM (Svensson 1992). One could
reconcile the findings, for example, by intramarginal
intervention, but that cast doubt on whether the
target zone was really fulfilling its key purpose of
making expectations stabilizing. And the ERM was
not altogether credible, as is required for Krugman’s
theorem to apply.

Crawl A central rate is said to be adjusted ac-
cording to a crawl if its changes are “small.” Just how
small is best answered by the Johnson analysis cited
carlier: a rate is crawling if the old band (prior to the
change in central rate) overlaps with the new band.
By that test one would count the pre-1987 ERM
central rates as mostly crawling, since, although there
was no legal obligation for the bands to overlap, in
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practice changes in the central rate were usually small
enough to produce such an overlap.

A crawl may have several motivations. Probably
the principal aim in practice has been to neutralize
differential inflation and prevent a country that is
inflating faster than the international norm from
eroding its competitiveness. This is what led several
Latin American countries (first Chile in 1965, then
Colombia in 1967, and Brazil in 1968) to institute a
crawl in the 1960s. Nowadays we tend to think that
there is not much to be gained by running a high rate
of inflation, but countries caught up in high inflation
found difficulty in reducing it quickly and were
acutely interested in preventing it from undermining
their trade performance.

A much less common but surely more construc-
tive purpose has been to neutralize biased produc-
tivity growth, for example, the bias in favor of trad-
ables that typically comes as a by-product of rapid
productivity growth (the so-called Balassa-Sa-
muelson effect). Chile’s crawl allowed 2 percent a
year in real appreciation for this effect from 1995
until Chile floated in 1998.

Changes in the central rate may also be motivated
by the desire to contribute to balance of payments
adjustment. A country that wishes to improve its
underlying balance of payments position will usually
be advised to seck a more competitive exchange rate
asone incentive for adjustment. Unless a government
chooses to float its currency, it will have to accept a
gradual adjustment, so that the incentive for capital
flows can be offset by the interest differential. It was
the desire to maintain a reasonable balance in inter-
national payments that motivated most of the parity
adjustments in the early-phase ERM.

Why a BBC System? Perhaps the most basic ar-
gument in favor of the BBC regime is that this is the
system best calculated to limit misalignments (de-
fined as deviations of the market exchange rate from
itsequilibrium value), and that misalignmentsare the
principal drawback of both of the alternative regimes.
Fixed rates can become inappropriate through dif-
ferential inflation, Balassa-Samuelson productivity
bias, or a real shock that creates a need for balance of
payments adjustment. Fixed rates are appropriate

only where there is reasonable certainty that none of
these dangers will materialize: where the economy is
small and open so as to satisfy the optimum currency
area conditions; where it trades predominantly with
the currency area to which it plans to peg; where it is
comfortable with the inflation policy of thatarea; and
where it is content to adopt institutional arrange-
ments that will guarantee perpetuation of the fixed
rate. Flexible rates follow a random walk: they are
frequenty pushed away from the level that would
support a satisfactory evolution of the real economy.
A BBC regime provides guidance as to what is con-
sidered the longer-run equilibrium rate and man-
dates action to bring the rate back to that vicinity
when it deviates significantly from it. It is true that
one advantage of a float, in comparison to the BBC
regime, is that this permits a needed adjustment to be
made instantaneously, rather than being strung out
over time, with the need to retain an offsetting in-
terest differential. There is no guarantee, however,
that the private market will choose to make an ad-
justment at the right time or in the right direction. It
is this fear that unguided markets will lead to mis-
alignments that motivates support for the BBC re-
gime.

See also balance of payments; Balassa-Samuelson effect;
Bretton Woods system; effective exchange rate; equilib-
rium exchange rate; exchange rate regimes; exchange rate
volatility; hedging; special drawing rights; speculation
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JOHN WILLIAMSON

H Bank for International Settlements (BIS)
The Bank for International Settlements (BIS) was
established in 1929, when representatives of the
World War I reparations conference set up a com-
mittee of experts to provide a definitive financial
framework for German war reparations. The BIS was
chartered the following year in Switzerland under an
international convention. The new institution ap-
pealed to different constituencies with different in-
terests. The Germans wanted to increase their exports
and link the size of their obligations to capacity to
pay; the French sought to replace a debt of the
German government to private investors with a debt
owed directly to the French government and, uld-

mately, to thwart German industrial development;
the British were keen to secure enough payments to
settle their debt with the United States; and the
United States aimed to separate reparations from war
debts. But war reparations were only one part of the
BIS mission; the other involved extending and
deepening cooperation among central banks.

From the beginning, the BIS was a club of central
bankers interested in preserving their independence
from finance ministries and governments in general.
Emblematic of the distinction between central
bankers and governments was the decision of the
U.S. government not to allow the Federal Reserve
System to join the BIS because membership was
believed to conflict with the official U.S. position on
reparations. Over time, the distinction between
central bankers and governments became less sharp,
although it still exists; for example, the chair of the
Basel Committee on Banking Supervision must be a
central bank governor.

The launching of the new institution suffered
from poor timing, with much of the industrialized
world sliding into economic depression. German war
reparations certainly did not help the international
economy. In 1931, the Credit-Anstalg, a large bank
based in Vienna, went bankrupt, sparking a banking
crisis that spread to Germany, Britain, the United
States, and most of the countries on the gold stan-
dard. The BIS acted asa crisis manager and lent to the
central banks of Austria, Hungary, Germany, and
Yugoslavia, but the treatment was too feeble for the
disease. At the core of the problem was an inability of
policymakers to understand that feasible cooperation
was inadequate to sustain the combination of a gold
standard and high employment. The BIS remained a
staunch supporter of the gold standard. This posi-
tion, in addition to allegations that the institution
had been too much under (Nazi) German influence
before and during World War I, almost brought the
BIS to extinction at the Bretton Woods conference in
July 1944; it was saved by the Europeans (Toniolo
2005, chap. 8).

The BIS after World War Il After World War II,
the surviving BIS was out of step with the prevailing
economic paradigm and policy prescriptions. The
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institution emphasized budget discipline, sound
money, free trade, and international monetary co-
operation, and had litde sympathy for mechanical
applications of the standard Keynesian model. Fur-
thermore, central bankers, the BIS’s clientele, had
lost much of their luster and prestige because of their
support of the gold standard in the interwar period.
Inevitably, power shifted to finance ministers, who
made central banks subordinate to government. Yet,
despite this decline in power and prestige, the BIS
remained an important forum for central bankers
and the international financial community to discuss
and find agreement on critical issues of monetary
policy and financial stability.

The terms of reference for cooperation have
changed over time. In the interwar period, coopera-
tion meant to sustain and “lubricate” the mecha-
nisms of the gold standard. In the 1950s, the focus
was on the mechanism of the European Payments
Union, in which member countries offset debits
and credits in inconvertible European currencies on
the books of the BIS and settled balances in con-
vertible currencies. In the 1960s, the BIS became a
central point for the discussion of the tensions that
were developing in the gold-dollar exchange stan-
dard.

Arrangements were made by central banks and
among central banks, sometimes using the BIS as
the organizer. Central bankers were searching for
ways to defend themselves against speculative attacks.
The defense arsenal included mutual guarantees all
the way to the prohibition of converting funds placed
by foreign speculators. Guarantees were im-
plemented by means of swap agreements among
central banks and the stipulation that a central bank
would repay borrowed funds at the original exchange
rate. The techniques evolved over the years. In the
mid-1960s, the BIS began to provide regular reviews
and analysis of the Eurodollar and Eurocurrencies
markets, as well as quarterly statistics on bank lending
in the G10 group of countries (Belgium, Canada,
France, Germany, ltaly, Japan, the Netherlands,
Sweden, the United Kingdom, and the United
States) and Switzerland to approximately 100 indi-
vidual countries.

The demise of the Bretton Woods system in 1973
did not spell the end of international financial crises
and the role played by the BIS club. On the contrary,
financial liberalization in many nations and the ab-
olition of capital and exchange controls exposed the
international financial community to more and
bigger crises; large currency, debt, and banking crises
occurred in Mexico in 1982 and 1994, Southeast
Asia in 1997, Russia in 1998, Brazil in 1999, and
Argentina in 2001.

The BIS after Bretton Woods The end of Bret-
ton Woods rejuvenated the BIS through a different
agenda: European monetary integration and finan-
cial regulation. European monetary integration was
the natural extension of the European Payments
Union. As to financial regulation, the BIS became
involved in it after the failure of a German bank,
Bankhaus Herstatt, in 1974. Before this date the
fixed exchange-rate regime was buttressed by ex-
change controls and domestic regulation that re-
duced the risk of financial crises.

Some central banks are also bank regulators
and supervisors (e.g., the Bank of Italy); others share
this responsibility with other financial regulatory
agencies (e.g., the Federal Reserve System); others
retain some responsibilities but the bulk of these
lies with other government agencies (e.g., Deutsche
Bundesbank); and some have no regulatory role
aside from that pertaining to the payments system
(e.g., Bank of Canada). In practice, however, it is
difficult to separate “narrow” central banking from
regulation. Even a “narrow” central bank needs
credit information on financial participants to pre-
vent losses to either itself or participants in the pay-
ments system. Thus it is not surprising that central
bank governors considered financial regulation as
part of their mandate (Fratianni and Pattison 2001,
205 0).

The BIS acts as a host and secretariat for various
committees on financial regulation, of which the best
known is the Basel Committee on Banking Super-
vision (BCBS), which promulgates international
standards and “best practices.” The BCBS works
with national banking regulators, among others, and
also participates more broadly, where required, with



securities regulators and insurance regulators. In
1988, a new regime, the Basel Capital Accord, or
Basel I, went into effect: internationally active banks
were subject to a somewhat common regime for
minimum capital requirements. Basel I linked banks’
capital requirements to their credit risk through
mandated weights for different categories of bank
credit. Basel I was ultimately adopted by more than
100 countries and was deemed a success, despite
criticism of the crudeness and political bias of the
mandated weights: for example, the preferential
treatment given to government debtors and to in-
dustrial countries that were members of the Orga-
nization for Economic Cooperation and Develop-
ment (OECD).

For several years now, the financial and prudential
regulatory committees meeting in Basel have been
working on Basel II, a new international agreement
on bank capital measurement and minimum capital
requirements (BCBS 2004). The main innovation of
Basel IL is to assess credit risk as the markets would, in
contrast to mandated fixed weights. Market-sensitive
credit risk assessment, however, requires expensive
investments in sophisticated risk management sys-
tems and, in practice, can best be implemented by
large and internationally active banks. These systems
would pay off in terms of lower capital requirements.
Smaller banks, instead, would rely on the cheaper
and mechanistic formulas of Basel I. Basel II, which
has yet to go into effect, got stuck because of U.S.
opposition. Small U.S. banks perceive that large
banks will gain a competitive advantage, through
lower capital requirements, by the implementation
of Basel II and have pushed for changes in it. The
proposed changes, in turn, would make investment
in sophisticated risk management systems cost inef-
fective and consequently would frustrate one of the
main objectives of the new accord.

In sum, the BIS was created with two initial ob-
jectives: handling German war reparations payments
and promoting and extending central bank cooper-
ation. The first objective is long gone; the second
remains central to the current activities of the BIS.
The effectiveness of this institution rests on the
confidence and commitments that can be made by a

relatively small number of players who meet fre-
quently and in relative seclusion to ensure a high
degree of confidentiality. The geographical expan-
sion of the BIS in Asia and Latin America, in the early
part of the 21st century, suggests a strategy of en-
larging the size of the club.

See also Bretton Woods system; capital controls; con-
vertibility; currency crisis; euro; European Monetary Union;
Federal Reserve Board; financial crisis; gold standard, in-
ternational; international liquidity; International Monetary
Fund (IMF); speculation
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MICHELE FRATIANNI

B Bank of Japan

The Bank of Japan was established in 1882, under
the direction of the Ministry of Finance, to be the sole
issuer of convertible notes in Japan. The first sub-
stantial revision of the Bank of Japan Law occurred in
1942, when the central bank was given the broad
objective to conduct its operations “solely for the
achievement of national aims” (article 2). There was
no mention of financial or price stability, and the law
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was designed to support Japan’s wartime military
effort (Cargill, Hutchison, and Ito 1997 and 2000).
In response to the triple-digit inflation in Japan im-
mediately after World War II, in part due to mon-
etization of government deficits, a change in the Fi-
nance Law was made in 1947 that provided the Bank
of Japan a degree of independence from government
deficit financing (e.g., prohibiting the bank from
underwriting government bonds or making loans to
the government except under some conditions).

In 1949 the Bank of Japan Law was again
amended, mainly to provide an overall management
structure to the bank by establishing a Policy Board
consisting of five voting and two nonvoting mem-
bers. The Policy Board was given primary authority
for almost every aspect of monetary and financial
policy operations of the Bank of Japan. Although the
Ministry of Finance held a nonvoting position on
the Policy Board, the Bank of Japan Law gave the
ministry overall control over the bank and the abil-
ity to influence policy decisions, if not to determine
them outright. For example, the cabinet had the
authority to dismiss the governor and vice gover-
nor, and the minister of finance could dismiss exec-
utive directors, auditors, and advisors of the Bank of
Japan “whenever it is deemed particularly necessary
for the atrainment of the objective of the Bank”
(article 47).

New Bank of Japan Law The basic institutional
and legal framework governing the Bank of Japan
was unchanged during most of the postwar period
until creation of the “new” central bank under the
changes of the law in 1998 (Cargill, Hutchison, and
Ito 2000). A number of economic and political
events prompted the change in the law, including
widespread dissatisfaction with the Ministry of Fi-
nance’s handling of the serious banking problem. In
particular, the Ministry of Finance was slow to ad-
dress the bank’s nonperforming loan problem
(brought on by the collapse of the bubble economy,
recession, and poor lending practices), the liquida-
tion of the jusen industry (subsidiaries of financial
institutions specializing in real estate loans), and
other aspects of its response to the financial crisis that

had burdened Japan since the early 1990s.

The 1998 Bank of Japan Law fundamentally
changed the formal operating objectives of the cen-
tral bank, its formal relationship to the government,
its role in banking supervision, and other functions.
Two elements are central to the reform. First, unlike
the 1942 law, the new law specified two operating
principles for currency and monetary control: the
pursuit of price stability (article 2) and the mainte-
nance of an orderly financial system (article 1). The
law clearly states that the Bank of Japan is responsi-
ble for price stability and shares responsibility for
financial stability with other parts of the govern-
ment. Second, the bank was given much more au-
tonomy from the government and in particular
from the minister of finance. The new law states, for
example, that autonomy for monetary and currency
control shall be respected, and the Ministry of
Finance’s power to remove Bank of Japan officers was
significantly limited. A number of other important
changes were also made in the new law, including in
the areas of governance and policy formulaton,
transparency and accountability, budgeting, lender-
of-last-resort functions, exchange rate intervention,
and government financing.

Conduct of Monetary Policy The conduct of
monetary policy has gone through a number of dis-
tinct changes during the postwar period. The years
immediately following the war were characterized by
a chaotic environment and triple-digit inflation
during 1946 48. From the mid-1950s to the early
1970s, Japanese monetary policy operated under the
constraints of the Bretton Woods fixed exchange
system, a period of very high growth, economic
progress, and moderate inflation. The early 1970s
were again a chaotic period: buffeted by the first oil-
price shock and double-digit inflation (called “wild”
inflation), Japan struggled to recover a nominal an-
chor following the breakdown of the Bretton Woods
fixed exchange rate system.

The Bank of Japan then introduced a “money-
focused” monetary policy in the mid-1970s that
served to gradually lower inflation and then keep it at
low levels, combined with very strong economic
performance through the 1980s (Hutchison 1986).
The Bank of Japan, despite its legal dependence on



the Ministry of Finance, and facing the constraints
imposed by the wartime conditions of the 1942 law,
achieved an extremely successful policy record from
1975 to 1990. The price stabilization record of the
Bank of Japan, combined with sustained real growth
of the Japanese economy during this period, attracted
international attention. The Bank of Japan appeared
to be a stark exception to the conventional wisdom
that the legal independence of central banks is nec-
essary to generate good inflation records (Cargill,
Hutchison, and Ito 1997). The biggest dilemma the
Bank of Japan faced at the end of this period the
latter part of the 1980s
sharp increases in asset price inflation (in retrospect
identifiable as an asset price bubble) without affect-
ing other aspects of the economy, which otherwise

was how to respond to

seemed to be performing well, with strong economic
growth and low price inflation overall.

The 1990s brought a completely new set of
challenges for the Bank of Japan. The country faced a
period of stagnation from 1991 to 2003, with real
gross domestic product growth averaging only 1.5
percent, about half that of the rest of the members of
the Organisation for Economic Co-operation and
Development and much less than Japan’s historical
norm. During much of the stagnation Japan expe-
rienced prolonged deflation, or essentially zero price
changes, and a sustained period of near-zero short-
term interest rates when the central bank seemed
unable to provide additional stimulus to the econ-
omy (Hucchison, Ito, and Westermann 2000).
During this latter period, much of it when the Bank
of Japan was operating independently under the new
law, the bank came under severe criticism for not
preventing price deflation and not doing more to
stimulate the economy. Whether the Bank of Japan
could have, or should have, operated differently

during this period remains an open question.

See also Bretton Woods system; European Central Bank;
exchange rate regimes; Federal Reserve Board; monetary
policy rules; money supply
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MICHAEL HUTCHISON

B banking crisis

In modern economies, banks play an important role
in mediating between borrowers and lenders. Len-
ders, which are usually households, often do not have
profitable investment opportunities on their own
and seck high-quality borrowers from whom they
can secure a higher rate of return. Households have
difficulty finding high-quality borrowers because the
financing needs of borrowers are such that the savings
of numerous lenders must be aggregated. The coor-
dination costs are simply too high for households to
carry out this aggregation. Also, households usually
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do not have expertise in evaluating the quality of
borrowers, so the lender-borrower relationship can
be plagued by adverse selection problems (that is,
lenders who lack sufficient information to make wise
selections may be apt to select “bad” borrowers).
Collecting the information on borrowers necessary
for evaluating their quality is costly. Modern banks
can aggregate the individual savings of lenders and,
by developing expertise in evaluation of borrowers,
can mitigate adverse selection problems, thereby
smoothing the transfer of funds from households to
borrowers.

Banks can play other important roles, such as
lengthening the maturity structure of loans by bor-
rowing short-term and lending long-term. Banks do
this by taking short-term deposits of say, 1 month,
and making loans of say 3 years. Moreover, financial
markets such as stock and equity markets are volatile
and expose houscholds that invest their savings in
them to market risk. By accumulating reserves, which
are not typically linked to the stock market, banks can
lessen the market risk for households that instead
deposit their savings in banks.

There are times, however, when the banks’ ability
to serve this intermediary role is curtailed and banks
actually raise the risk level in the financial system.
Because banks have a mismatch between short-term
liabilities (e.g., demand deposits) and long-term
assets (e.g., loans), they are vulnerable to liquidity
crises. Such vulnerabilities can lead to bank runs, as
a critical mass of depositors suddenly withdraws
funds, leaving the bank without liquid assets to
carry on their normal business, which in turn may
cause more depositors to panic and withdraw their
funds.

In addition, when banks are improperly regu-
lated, they are prone to excessive lending and loan
creation, leading to a “bubble” in asset prices. The
collapse of the bubble can result in defaults, which
can lead to serious dislocation of the economy, as
happened to Japan in the 1990s. Excessive loan cre-
ation abetted by improper regulation is also the root
cause of the emerging market crisis of the late 1990s.

Causes of Banking Crises A banking crisis oc-
curs when many depositors attempt to withdraw

their funds all at once. In the past, banking crises
happened with some frequency in Europe and the
United States, particularly during the Depression
in the 1930s. Banking crises occur with some fre-
quency in emerging markets. For example, during
the turbulent decade of the 1990s, many emerging
markets including Mexico, Thailand, Indonesia,
Korea, Argentina, Russia, and Turkey faced si-
multaneous banking and currency crises.

There are two traditional views of banking crises:
the “fundamentals” view and the “random shocks”
view (Allen and Gale 2000). The fundamentals view
is that banking crises are a natural phenomenon of
the business cycle. A recession will typically increase
loan delinquencies and reduce bank equity, sharply
lowering the value of bank assets. As depositors re-
ceive information about banking-sector weaknesses,
they will withdraw their funds, leading to banking-
sector insolvencies. According to this view, bank runs
are not random events, but a result of the ups and
downs of the business cycle.

The random shocks view is that banking crises
are a result of herding or mob psychology. According
to this view, bank runs are largely self-fulfilling
prophecies (Diamond and Dybvig 1983). If depos-
itors believe that a bank run is about to happen,
they will withdraw their funds all at once and a
bank run will occur. If depositors believe that bank
runs will 7ot happen, then they will stay put and a
bank run will not occur. A good rendition of the
random shocks view is a scene in the movie /¢
Wonderful Life, in which depositors hear rumors
about a failing savings and loan and mob its win-
dow. The depositors calm down and stay put when
the character played by Jimmy Stewart confidently
stresses that the savings and loan is actually doing
fine.

In well-supervised jurisdictions, banking regula-
tors promulgate rules and conduct inspections of
banks to ensure that they are prudent in theirlending,
so that when a downturn inevitably comes, banks’
balance sheets are not unduly impaired. A bank with
an impaired balance sheet has many loans for which
the collection of principal and interest is difficult.
Thus, the loans will probably have to be written off as



a loss. Should bank balance sheets become impaired,
the country’s central bank usually serves as the lender
of last resort to banks, so that bank runs will not
occur. Deposit insurance can serve the same role as
“blanket insurance” by the central bank, since the
government will “bail out” depositors at a failing
bank.

The Late 1990s Banking Crisis in Japan Japan
in the late 1990s had a fundamentals-driven banking
crisis in which a crash in Japan’s equity and real estate
markets led to deterioration in bank balance sheets.
Dekle and Kletzer (2006) explore the late-1990s
crisis in the Japanese banking system and emphasize
three key facts about the Japanese financial system at
the time: (1) domestic investment was financed pri-
marily by bank loans; (2) the government provided
deposit insurance guarantees to the holders of do-
mestic bank deposits; and (3) prudential regulation
and enforcement were weak.

Weak prudential regulation in Dekle and Klet-
zer’s model is interpreted as a failure of the govern-
ment to enforce loan-loss reserve accumulations by
banks against nonperforming corporate loans. Banks
thus still make dividend payments to their share-
holders against the interest collected on their per-
forming and nonperforming loans, when banks
should be foreclosing on firms that are in default on
theirloans. Thatis, the banksare paying dividends on
even the loan repayments they have not yet received.
Nonperforming borrowers are kept afloat by further
borrowing from banks. Although the public is aware
of the mounting nonperforming assets of the banks,
they do not withdraw their deposits because of de-
posit insurance. In effect, deposit insurance allows
the banks to transfer resources from the government
to their shareholders. Deposit insurance makes the
depositors feel safe, so they will keep their deposits
even in a failing bank. In the eventuality that a bank
fails, the depositors will be bailed out by the gov-
ernment.

If the government fails to intervene by closing
banks before a critical date, then the banks’ non-
performing loans will exceed the government’s abil-
ity to borrow. At that point, there is a bank run by
depositors, leading to a banking crisis. This appears

to be the story of the Japanese banking crisis, from
which Japan began to emerge only in 2006.

Twin Crisis in Emerging Markets Another ex-
ample of a fundamentals-driven banking crisis is the
emerging market crisis of the late 1990s. At that time,
many emerging market countries were hit not only
with a banking crisis but also with a currency crisis,
which is characterized by a rapidly depreciating
currency, a sharp outflow of foreign exchange, and a
slowdown in fact, almost a depression in the
domestic economy. The phenomenon of a banking
crisis occurring simultaneously with a currency crisis
is called a “twin” crisis.

Perhaps the best description of a twin crisis is by
Diaz-Alejandro (1985), who discussed the Chilean
crisis of the early 1980s. Like many emerging mar-
kets, Chile had a nationalized banking system. In the
1970s, Chile’s banking system was privatized, even
to the extent that authorities repeatedly warned the
public that deposits were not guaranteed. In early
1981, however, following the cessation of credit
payments by a troubled Chilean sugar company, the
central bank bailed out several private banks to stem
incipient bank runs. Realizing that the Chilean
Central Bank stood ready to protect domestic bank
deposits, foreign capital rushed in to take advantage
of high Chilean interest rates.

By January 1983 the value of the peso fell as the
official Chilean exchange rate rose from 39 pesos per
U.S. dollar to 75 pesos. Chilean companies and
banks with dollar-denominated debt came under
greatstress. Nonperforming loans of banks rose from
11 percent of their capital at the end 0of 1980 to 113
percent by May 1983. Foreign depositors became
worried and started to withdraw their funds, rapidly
depreciating the Chilean peso. The Chilean Central
Bank had no choice but to intervene again, formally
guaranteeing all deposits to stem the bank runs and
injecting massive liquidity into the banking system to
recapitalize the banks.

The Chilean experience illustrates the dangers of
capital market liberalization with blanket govern-
ment deposit guarantees. Such blanket guarantees
can lead to moral hazard (in which a party insulated
from risk engages in riskier behavior), with too much
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capital flowing in, excessive bank lending, a rise in
nonperforming loans, bank failures, and finally, a
currency crisis.

See also asymmetric information; bail-ins; bailouts; bal-
ance sheet approach/effects; Bank of Japan; capital con-
trols; contagion; currency crisis; deposit insurance; finan-
cial crisis; financial liberalization; lender of last resort
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ROBERT DEKLE

H Basel Convention

The Basel Convention on the Control of Trans-
boundary Movements of Hazardous Wastes and
their Disposal is an international agreement that
governs cross-border shipments of toxic waste.
Adopted in 1989 and entering into force in 1992, the
agreement was a direct response to the growing
problem of unregulated waste shipments in the
1980s, particularly between rich and poor countries.
Waste exports to developing countries emerged at
that time as a result of rising disposal fees in rich
countries, the need for foreign exchange in poor

countries, and an increasingly fluid global economy
that facilitated the trade in waste.

The United Nations Environment Program
sponsored negotiations on the Basel Convention in
the late 1980s following public outcry in response to
waste export scandals involving poor countries. The
agreement covers toxic, poisonous, explosive, cor-
rosive, flammable, eco-toxic, and infectious wastes.
As of October 2007, there were 170 parties to the
Basel Convention.

The objectives of the Basel Convention are to
reduce the transboundary movement of hazardous
wastes, encourage the treatment and disposal of
hazardous wastes as close as possible to their gener-
ation, and minimize the generation of hazardous
wastes.

The agreement governs the international trade in
hazardous waste through a system of informed no-
tification and consent. Exporting states must notify
the importing country in writing before they ship
hazardous waste and must receive consent in writing
from the importing state before the shipment can be
made. This system allows states to decide case by case
whether they wish to accept a particular shipment.
Parties to the agreement are prohibited from ex-
porting hazardous waste to states that have banned its
import. They are also prohibited from exporting
waste to nonparties unless a bilateral or regional
agreement allows such trade, provided it is disposed
of in no less environmentally sound a manner than
that called for in the Basel Convention. Parties to the
agreement are encouraged to export hazardous
wastes to other countries only if they themselves lack
the capacity to dispose of it in an environmentally
sound manner, or if the importing country considers
the waste a raw material.

Immediately after the Basel Convention was
adopted, a number of developing countries and non-
governmental organizations (NGOs) criticized it for
havingaweak controlmechanism. Criticshad wanted
the agreement to place an outright ban on the trade in
hazardous waste between rich and poor countries,
but the adopted agreement only regulated exports of
waste between these groups of countries. In addition,
some countries continued to export hazardous wastes



to developing countries for the purpose of recycling,
thereby evading the Basel Convention’s control
mechanism because the material was not identified as
hazardous. Throughout the early 1990s environ-
mental NGOs documented a significant number of
toxic waste exports to developing countries for re-
cycling purposes. Most of these exports were recycled
in environmentally unsound ways, or were in fact not
recycled at all and were simply disposed of.

Basel Ban In response to these concerns, devel-
oping countries and NGOs worked to strengthen the
convention in the early 1990s. In 1995, at the second
conference of the parties to the agreement, the parties
adopted an amendment to the convention that bans
outright the export of hazardous waste destined for
either disposal or recycling from Annex VII countries
(parties that are members of the European Union or
the Organisation for Economic Co-operation and
Development, and Lichtenstein) to non Annex VII
countries. This amendment, which has come to be
known as the Basel Ban, required ratification by
three-fourths of the parties in order to come into
force. Many assumed that this number would be 62,
as there were 82 parties to the Basel Convention
when the Basel Ban amendment was adopted. Un-
certainty emerged, however, over ratification proce-
dures when the number of ratifications approached
62: whether the amendment required ratification by
three-fourths of the parties at the time itwas adopted,
three-fourths of the parties present when it was
adopted, or three-fourths of the current number of
parties. Itis expected that the 2008 Conference of the
Parties to the Basel Convention will adopt a decision
that will resolve this ambiguity. As of October 2007
there were 63 ratifications of the Basel Ban amend-
ment.

In the late 1990s, the parties to the Basel Con-
vention also adopted a classification system for haz-
ardous wastes that delineates more clearly which
wastes the treaty covers, including those destined for
recycling operations. This system has clarified the
scope of the convention considerably.

Challenges for Enforcement The Basel Con-
vention has curtailed some types of hazardous waste
exports to developing countries, but two major

challenges have emerged that illustrate the difficulty
of full enforcement.

The first of these challenges concerns the export of
ships containing toxic materials to developing
countries for scrapping. Since the mid-1990s, in-
dustrial countries have exported a number of ships to
scrap yards in developing countries, most commonly
India and Bangladesh, for decommissioning. These
ships often contain highly toxic materials such as
polychlorinated biphenyls (PCBs) and asbestos. In
developing countries, ships are commonly disman-
tled in dangerous and environmentally unsound
conditions. Because the ships are technically in use
when exported and often not designated as waste
material until on the high seas or until they reach
their final destination, many have escaped control
under the rules of the Basel Convention. Environ-
mental NGOs such as the Basel Action Network
(BAN) and Greenpeace have launched campaigns to
halt this practice by exposing the failure of exporting
states to enforce the Basel Convention when toxic
ships are exported from their ports. These efforts
have had some success, such as the 2006 decision of
the French government to halc the export of the
Clemenceau, which had been destined for scrapping
in India.

The second challenge has to do with the export of
electronic waste (e-waste), including discarded
computers, mobile phones, and other electronic
equipment. E-waste, which contains numerous toxic
components, including heavy metals and polyvinyl
chloride (PVC), is an especially fast-growing waste
stream in industrial countries. Much of this waste has
been exported to developing countries, such as China
and Nigeria, without being subjected to the Basel
Convention rules on notification and consent, and
despite bans in those countries on the import of toxic
waste. Often these wastes are exported under the
pretense of reuse, when in practice they are recycled
or simply land-filled. The conditions under which
these wastes are recycled and disposed of in these
locations are dangerous and environmentally un-
sound. Several factors have contributed to the con-
tinued export of e-waste to developing countries,
including the facts that it can escape control when it is
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exported for reuse even if most of it is broken and
beyond repair, and that customs officials lack
knowledge about the hazardous nature of second-
hand electronic components. Environmental groups
such as BAN have called for pretesting of secondhand
electronics before shipment to determine whether
they are suitable for reuse or are simply hazardous
wastes that would then be bound by the rules of the
Basel Convention.

At the same time that the parties to the Basel
Convention are considering ways to address these
continuing problems with the transboundary move-
ment of hazardous wastes, they have broadened the
emphasis of the treaty for its second decade. Envir-
onmentally sound management of hazardous waste,
as well as the prevention or minimization of such
waste, has received more attention. Much of the work
of the Basel Convention Secretariat now focuses on
enhancing technical and administrative capacity to
minimize waste generation and manage hazardous
waste safely, especially in developing countries.

The Basel Convention has served an important
role in the global economy by regulating the trade in
what many consider to be “bads” as opposed to
“goods.” The parties to the agreement have taken
considerable steps toward banning the export of toxic
wastes from rich to poor countries. Although the
difficulties of monitoring and enforcement allow
certain types of toxic waste exports to continue,
without the Basel Convention it is likely that the
problem of unwanted hazardous waste exports to
poor countries would be far worse.

See also multilateral environmental agreements; trade
and the environment
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B beggar-thy-neighbor policies

Beggar-thy-neighbor policies are those that seek
to increase domestic economic welfare at the ex-
pense of other countries’ welfare. What might be
called the classic case of beggar-thy-neighbor poli-
cies occurs when one country devalues its currency
in order to boost its domestic output and employ-
ment but, by so doing, shifts the output and em-
ployment problem onto other countries. This
occurred in the 1930s when, faced with a worldwide
recession, countries sought to increase their own
output and employment by devaluing their curren-
cies, a policy that would boost domestic output by
reducing the demand for imports and increasing
the demand for exports. This exacerbated the reces-
sions in other countries, however, and invited the



response of devaluations by other countries and
countries became locked into a series of competitive
devaluations.

The experience of the 1930s played a significant
part in the design of the Bretton Woods system. This
system, by restricting the flow of capital interna-
tionally, provided countries with sufficient policy
autonomy to target domestic output and employ-
ment levels without having to resort to changing the
exchange rate. One of the aims of the Bretton Woods
system in introducing fixed exchange rates was
therefore to obviate the need for competitive deval-
uations and remove the temptation of beggar-thy-
neighbor policies.

With the move to flexible exchange rate regimes
since 1973 after the collapse of the Bretton Woods
system, beggar-thy-neighbor policies  or the possi-
bility of them have occasionally resurfaced. For
instance, following the Asian crisis of 1997, when the
currencies of Thailand, Indonesia, Malaysia, and
South Korea all plummeted, China came under
considerable international pressure not to devalue
the renminbi, which would likely have further de-
stabilized the crisis-affected countries and led to a
new round of currency depreciations. China main-
tained the value of the renminbi. Similarly, one of the
arguments made for trading rivals adopting dollar or
euro pegs is that it removes the possibility of beggar-
thy-neighbor exchange rate policies. The creation of
the euro provided similar benefits to its European
members.

Historically, the classic term beggar-thy-neighbor
has been associated with countries devaluing their
currencies to increase domestic output and employ-
ment at the expense of other countries. More re-
cently, however, the term has been used more ge-
nerically to describe policies pursued by one country
(or jurisdiction within one country) to increase its
economic welfare at the expense of other countries
(or jurisdictions), whether the mechanism is ex-
change rate policy, tax policy, competition policy, or
foreign investment policy. Any policies that may
have negative spillovers for other jurisdictions are
now often referred to as beggar-thy-neighbor policies
(Guha 2006).

The solution to the use of beggar-thy-neighbor
policies in the 1930s was found in the international
policy coordination instituted under the auspices of
the Bretton Woods system. In the post Bretton
Woods period, the International Monetary Fund
and the World Trade Organization face the challenge
of providing of such coordination.

See also Bretton Woods system; currency crisis; dollar
standard; euro; exchange rate regimes; financial crisis; In-
ternational Monetary Fund (IMF); international policy co-
ordination; World Trade Organization
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PAUL BOWLES

B black market premium

Black market premium refers to the amount in excess
of the official exchange rate that must be paid to
purchase foreign exchange on an illegal (“black”)
market. A black market premium typically arises in
two different cases: when the official exchange rate is
not the rate that would prevail in the commercial
market; and when a nation prohibits access to foreign
exchange for specified purposes. In the first case,
excess demand at the official exchange rate leads to
the development of a parallel, unofficial (“black”)
market in foreign exchange to meet the demand, with
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the market rate exceeding the official rate. The dif-
ference between this rate and the official rate repre-
sents the black market premium, and it may exceed
the difference between the official rate and the rate
thatwould clear a legal market, because of the risks to
sellers from participating in the unofficial (“black”)
market. In the second case, demand for foreign ex-
change for the prohibited activity induces the supply
of foreign exchange in an illegal (“black”) market,
provided those seeking it will pay a sufficiently high
price. Because of the risk involved in supplying for-
eign exchange for the illegal activity, sellers will de-
mand a price higher than the official rate. The dif-
ference between this rate and the official rate will
again represent a black market premium.

A black market premium has arisen most often in
the context of fixed exchange rate regimes. The pre-
mium typically arises when a country fixes the value
of its exchange rate in relation to another currency
irrespective of the rate that would prevail in the
commercial market. It is akin to the authorities’ fix-
ing a price for a commodity at a non-market-clearing
level. Figure 1 depicts the situation.

In figure 1, schedule DD reflects demand for
foreign exchange, while schedule SS reflects the
supply. Under normal circumstances DD will be
downward sloping, meaning thatdemand for foreign
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Figure 1
Black market premium when the official rate is not market
clearing

exchange will be greater as the price (in units of do-
mestic currency) declines. Similarly, SS will slope
upward, since additional foreign currency will be
supplied to the market only as the price (in units of
local currency per unit of foreign currency) increases.
Provided normal economic conditions prevail, the
market can be expected to clear at price P*, where the
supply and demand schedules intersect. At this price,
quantity Q* of foreign exchange will be bought and
sold.

When a nation fixes its exchange rate at a non-
market-clearing rate, the normal market mechanism
is disrupted. At the official exchange rate, POFE de-
mand for foreign exchange, Q°©
able supply, QSO. Those wishing to purchase foreign
exchange cannot obtain it at the official price in the

, exceeds the avail-

commercial market. If they seek to obtain foreign
exchange from a private source, rather than using the
queuing mechanism established by the authorities,
they will need to pay more than the official price. The
margin will reflect the scarcity value of the foreign
exchange, plus a premium to compensate sellers for
participating in an illegal (“black”) market. This risk
can be depicted by a leftward (upward) shift in the
supply curve to S'S', making the market-clearing
exchange rate, PP, likely to exceed the clearing rate in
a legal market. The difference between the clearing
rate in the illegal market, P®, and the official ex-
change rate, PO, is the black market premium.

In the second case, represented by figure 2, the
premium arises because sales and purchases of for-
eign exchange for the specific activity are illegal. In
this case, shadow demand and supply schedules,
depicted by the lines DD and SS, occur. The dif-
ference between the clearing price in this market,
again called P2, and the official exchange rate will
represent a black market premium. The size of this
premium may differ from that in the previous case,
depending on how the law affects the demand for and
supply of foreign exchange for the restricted purpose.
If the activity itself is illegal
foreign exchange to buy illegal drugs

for example, seeking
risks for the
buyer may drive down the price somewhat relative to
the case where only the seller faces risks. If the re-
striction exists alongside a market-clearing exchange
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Black market premium for a restricted activity

regime for legal transactions, however, the opportu-
nities for sellers to earn normal profits in the legal
market may reduce the supply, and thus raise the
price and the size of the black market premium,
relative to what would prevail in the previous case of
an official rate that is not market-clearing (figure 1).

Whichever situation applies, a black market pre-
mium signals a significant imperfection in the ex-
change market. This, in turn, typically has adverse
implications for economic performance. Research
has shown that countries with significant black
market premiums tend, on average, to have lower
rates of economic growth (Fischer 1993). Exchange
market imperfections make it hard for foreign ex-
change to flow to the most productive activities, thus
impairing the allocation of resources. In addition,
when an overvalued exchange rate is the cause of the
problem, firms and individuals must expend addi-
tional resources in obtaining foreign exchange. Thus
economists typically advocate removing whatever
restrictions may be leading to the emergence of black
markets in foreign exchange.

See also convertibility; dual exchange rate; exchange rate
regimes; foreign exchange intervention; peso problem
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JOSHUA GREENE

H Bonn Summit

During the Bretton Woods era (1944 72), the pro-
portion of dollars in world reserves rose steadily. Asa
result, it was in the countries with a persistent ten-
dencyto runbalance of payments deficits (the United
States and the United Kingdom) that the shortage of
world liquidity was observed. In surplus countries
(Germany, ltaly, and the Netherlands), there was a
widespread suspicion that deficit countries were all
too ready to accept inflation rather than reduce
growthand undergo the discipline needed to restrain
their external trade to a position without deficits.
In reality, however, world trade growth was not
noticeably impeded by reserve shortages when the
United States had run more conservative or restric-
tive policies. But the system was put under signifi-
cant strain after 1967, when the United States fol-
lowed policies that greatly increased the supply of
dollars and necessitated devaluations. The expan-
sionary policies of the United States, and the infla-
tionary finance of the Vietnam War, are now gener-
ally credited with undermining the Bretton Woods
system.

In this context, many governments responded to
the oil price rise of 1973 by cutting taxes to maintain
the level of demand. Governments did this to
differing extents, and the industries of different
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countries also showed differing abilities to adapt to a
new pattern of demand in world trade. This com-
bination of policies led to large current account im-
balances and, in particular, a weakness in the dollar.
But despite those policies, unemployment rose gen-
erally largely because profits bore the brunt of the
adverse terms of trade shock, while wages did not
adjust. At this point policymakers regarded unem-
ployment as the more serious problem, and the view
that potential growth had been permanently reduced
was not widely accepted. Meanwhile, inflation,
though subsiding from its 1974 peak, remained high
in many countries.

Several years of discussion among governments in
this climate led to the Bonn Summit agreement of
1978, which epitomized the period. Long discus-
sions and careful staff work finally led to a wide-
ranging agreement that embraced, but went beyond,
macroeconomic policy. In an effort to offset what
was seen as flagging growth, while contributing to
better-balanced international payments, Japan and
Germany were asked to take stimulative fiscal policy
actions. In return, the United States agreed to liber-
alize its energy prices so that they would rise to world
levels, dampen U.S. energy demand, and reduce
prices for all oil importers.

This agreement has been extensively criticized. It
has been viewed by many as the imposition of
American power, pressuring Germany and Japan to
accept inflationary policies in order to assist the
United States. It was also widely criticized as an ex-
ample of inappropriate and procyclical fine-tuning of
aggregate demand. In fact, the Bonn Summit
agreement helped each country to achieve the do-
mestic policies it favored but had been unable to
achieve because of political opposition at home
(Putnam and Henning 1989). The summit may
therefore have been necessary to bring about the
policies at the time that they were implemented, but
the governing groups in each country favored them
anyway. Coordinated policies were not imposed on
reluctant governments.

Indeed, given the priorities of the time, the sum-
mit measures were not mistaken. Policy preferences
did change soon afterward, however. In 1978, the

German government wanted faster growth when
faced with forecasts of 3.5 percent real growth and
3.5 percent inflation while unemployment was only
4 percent. Moreover, a strong but temporary surge of
inflation, caused by the second oil shock, and the
replacement of the governments of the United States
and Germany in 1980 and 1982 by Republican and
Christian Democratic administrations respectively,
led to a substantial reordering of priorities (Holtham
1989).

In practice, the expansionary effects of the fiscal
policy changes in Germany and Japan were modestat
best. In Germany, they barely offset the automatic
claw back through the tax system, and they were
accompanied by a tightening of monetary policy.
This was acceptable because the summit agreement
did not cover monetary policy, although it was clear
that any German expansions would have to be bond
financed. The fiscal measures therefore had a negli-
gible impact on inflation and a very small effect on
the current account. As a result, the main effect of
the summit was the deregulation of American oil
prices which most commentators now agree was
beneficial.

The aftermath of the Bonn agreement looked
rather different from the circumstances that brought
itabout. Unlike the first oil shock, it is implausible to
ascribe the second oil shock (1979 80) to mone-
tary expansions or loose policies in the industrial
countries. Instead it was triggered by the fall of the
shah of Iran. Although this did not lead to a sub-
stantial reduction in oil supplies, it caused a surge of
speculative buying that drove up the oil price.

Nonetheless, by 1980 popular tolerance of infla-
tion was exhausted, and the threat thata new surge in
infladon could again ratchet up the trend inflation
rate made for considerable uniformity of view in all
countries. This reflected several changes of govern-
ment, and resulted in a lack of interest in policy coor-
dination plus a perception that each country should
concentrate on putting its own house in order.

At this point, there was general agreement among
governments on the need to reduce inflation and a
much greater readiness to bear the costs in unem-

ployment and recession  a readiness that had dem-



ocratic endorsement. In part this readiness was dis-
guised behind an assertion that there would be no
lasting output or unemployment costs of eliminating
inflation. Indeed, some analysts even suggested that
there would be no costs at all so long as the authorities
showed enough commitment to their policies, since
the private sector would then adjust its expectations
to the new regime. There was also some concern,
however, that the Bonn Summit’s attempt at coor-
dination had failed because governments had failed
to carry through their part of the bargain, preferring
to free-ride on the stimulus provided by other gov-
ernments. There is little evidence that this in fact
happened. But it is a good example of the potential
difficulties in negotiating and then sustaining a
program of coordinated policies among sovereign
governments.

See also balance of payments; Bretton Woods system;
international liquidity; international policy coordination;
international reserves; Plaza Accord; Smithsonian Agree-
ment
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ANDREW HUGHES HALLETT

B brain drain

Brain drain is the emigration of skilled and profes-
sional workers (such as engineers, scientists, doctors,
nurses, and university professors) from a country.
These people emigrate legally, become residents or
even citizens of a new country (the host or destina-
tion country), and stay there with no intention of

returning to the source (sending) country. There
are two main legal ways for skilled workers to move
to another country permanently: direct immigra-
tion through official channels, and indirect mi-
gration through overseas education. Direct migra-
tion refers to obtaining permanent residency directly
because the worker possesses a particular skill or is
reuniting with family. Indirect, education migration
occurs when a university graduate (or graduate of
higher education or a training program that qualifies
the worker as skilled) goes to another country to
pursue further education, but later chooses to stay in
the host country and apply for permanent residency
after graduation.

One important feature of the current system of
direct and indirect migration (except for family re-
union) is that the governments of the host countries
usually accept those workers with great skills and
talent, because usually only those who are smart
and perform well will be able to find new jobs in the
host country to support their applications for per-
manent residency.

Brain drain is usually associated with develop-
ing countries, since most of the movement of
skilled workers is from developing to developed
countries. Many countries in Asia and Africa expe-
rience substantial outflow of skilled workers, both
in absolute numbers and as a percentage of the ini-
tial stock of skilled workers, and this can have an
adverse impact on the source countries. Further-
more, the big gaps between the wage rates of
skilled workers in developed countries and those in
developing countries make brain drain difficult to
control.

It is not quite correct to regard brain drain as a
problem only for developing countries. Many de-
veloped countries also experience outflow of some of
their skilled workers. Canada, for example, has suf-
fered a net loss of skilled workers and professionals to
the United States, and some people have urged the
Canadian government to do something to stem the
loss. For developed countries such as Canada, how-
ever, while some local skilled workers are moving out,
skilled workers from other countries, especially from
developing countries, are moving in.
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Both government policymakers and economists
are interested in the impacts of brain drain on the
local economy. A simple analysis of these impacts
involves three steps: (1) determining the benefits
that brain drain may bring, (2) determining the
costs that brain drain may cause, and (3) comparing
the benefits and costs of brain drain. This approach
applies to both the host country and the source
country.

Impacts on the Host Country Brain drain, as a
form of permanent immigration, is usually not
considered a problem by the host country, and in
many cases it is regarded as a positive thing for the
local economy. First, it gains workers, which con-
tribute to the gross domestic product (GDP) and
gross national product. Second, more skilled workers
coming in usually drive down the marginal product
of these workers, a phenomenon called the Law of
Diminishing Returns. This phenomenon will lead to
a drop in the market wage rates of these workers. At
any point in time, each additional worker moving in
will receive a wage rate equal to the value of his/her
marginal product. However, the associated drop in
the wage rate will mean that all the workers who
moved in before will receive a new wage rate lower
than their marginal products measured at the time
they moved in. This means that the economy benefits
from the gap between what these workers have con-
tributed (their marginal products) and what they
receive (the wage rate). Third, skilled workers could
generate positive externalities for the society (such as
increases in productivity and overall employment),
and these immigrants can bring benefits to other
parts of the economy not measured by the wage rates
they earn.

Externalities (that is, the unintended effects of
immigration of skilled workers) take two primary
forms. By working with other skilled workers, new
immigrants can raise the productivity of local workers
through friendly competition and interactions. Also,
there is usually some kind of complementarity be-
tween skilled workers and unskilled workers so that
when a firm hires a skilled worker (such asa doctor or
engineer) it also hires a certain number of less skilled
workers (such as nurses or technicians) to work with

the skilled worker. This means that the employment
of skilled workers could generate demand for un-
skilled workers. This type of externality is especially
helpful in solving the problem of unemployment of
unskilled workers.

Brain drain, like other types of permanent mi-
gration, involves inflow of people, and thus it can
have social and political effects. For example, the
government may be concerned about any possible
impacts of the inflow of foreign workers on crime,
social order, and local education, or about cultural
and language differences and conflicts between the
new immigrants and local residents. Furthermore,
the demographic distribution, the income levels,
and the political views of the new immigrants may
also have impacts on the local society.

Impacts on the Source Country The impacts of
brain drain on the source country could be very
different from those on the host country. Consider
first the special case in which only one skilled worker
moves out so that the local wage rate is not much
affected. If before the move the worker is paid his/her
value of marginal product, then the impact on #hose
left behind (TLB, or the rest of the local economy)
will be negligibly small because while the econ-
omy loses the contribution of the worker, it saves the
payment to the worker. The nonharmful effect of
brain drain will no longer hold if (1) the outgoing
worker received a wage rate less than what he/she has
contributed, or (2) more similar workers move out so
that the wage rate rises.

If the outgoing worker received a wage rate less
than his/her contribution, the emigration is harmful
to TLB because the worker takes with him/her his/
her previous contribution, which is bigger than what
the rest of the economy is able to save. A worker re-
ceives less than his/her (value of) marginal product if
there are distortions in the labor market. Two main
types of distortion are monopsony (in which a single
buyer has disproportionate influence in a market)
and externality. A monopsonistic firm will tend to
underemploy workers and underpay each worker.
The existence of (positive) externality can lead to a
wage rate less than the marginal product of labor. As
explained earlier, a skilled worker can generate two



types of externality: positive impacts on his/her co-
workers through friendly competition and interac-
tions, and complementarity between skilled workers
and unskilled workers.

Brain drain can hurt TLB even if there are no
distortions (such as monopsony or externality) in the
economy. Suppose that a sufficient number of skilled
workers move out so that the marginal product of
labor increases, and thus the wage rate of the re-
maining workers increases. The gap between the
new, higher marginal product and the original wage
implies that TLB have experienced a net loss between
the contribution of the emigrating workers and the
wages saved by no longer paying them.

The impacts of brain drain on TLB in the source
country are not all negative; some of them could be
positive. Forexample, skilled workersworkingabroad
may remit part of their income to their family, rela-
tives, and friends back in the source country. They
also serve as examples to younger generations of the
benefits of acquiring high-level skills. Some of them
may even bring back technologies and investment to
the source country.

Brain drain can also have dynamic effects on the
source country’s economy. First, brain drain means
that the country is losing human capital. Since hu-
man capital is an important growth factor, brain
drain can adversely affect economic growth. More-
over, because skilled workers tend to earn high wages
before their departure, they usually have saving rates
higher than the average rate in the economy. Thus
the outflow of some of these high-income workers
could pull down the average saving rate of the re-
maining population, and this means that the local
investment rate and thus economic growth will be
hurt.

Emigration of these workers could have other
impacts on the rest of the economy. One very im-
portantimpact is that on education, especially higher
education. The prospect of moving to other coun-
tries where higher wage rates are offered will increase
the incentive of local students to seek higher edu-
cation and in-depth training. This will in general
raise the skill level of workers in the economy, and
they could help the economy grow. There are,

however, some problems associated with this increase
in the demand for higher education, sometimes re-
ferred to as a brain gain. First, the demand for higher
education could be biased toward technical subjects
such as engineering, medicine, science, and com-
puter science, and away from other subjects such as
the humanities. Second, there is always an excess
demand for education, especially higher education.
When there is an increase in the demand for higher
education, it is not likely that the government will
respond with an increase in the supply. As a result,
brain drain may not imply an increase in higher ed-
ucation graduates although it may lead to an im-
provement in the quality of the graduates because
talented children will have bigger incentives to get
education.

Brain Drain as a Serious Issue for Developing
Countries There are several reasons that the gov-
ernments of developing countries regard brain drain
as a serious problem for their economies. First, the
wage gaps between developing countries and devel-
oped countries are wide, implying big incentives
for the skilled workers in the developing countries
to emigrate. Second, the externality associated with
skilled workers could be high in these developing
countries, mainly because there is usually widespread
unemployment of unskilled workers. The comple-
mentarity between skilled workers and unskilled
workers means that the loss of a skilled worker to
another country could lead to a drop in the econo-
my’s demand for unskilled workers. Thus large out-
flow of skilled workers could substantially raise the
unemployment rate of unskilled workers. Third, the
outflow of different types of skilled workers may not
be balanced, and the developing countries could very
well be losing more of the types of skilled workers
that they need the most  for example, doctors, en-
gineers, and nurses, who can easily apply for immi-
grant visas to developed countries but also are in
very short supply in the source countries. Fourth,
most developing countries are in an early stage of
development, and skilled workers are needed for
the economy to take off. Losing some of these
workers could seriously hinder the growth of the
economy.
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Policy Recommendations In view of the impacts
of brain drain on local economies, many econo-
mists have suggested policies to protect the welfare
of TLB.

Exit Tax One suggestion is that those who want to
emigrate would have to pay a tax before leaving the
country, and that the tax revenue collected would be
distributed to the remaining population in some
way. The amount of the tax could be set at a level so
that TLB would be adequately compensated, and
might include an amount to cover the subsidy on
education the government provided to these emi-
grants. It has been argued in economic theory that
the increase in the income of the emigrants should be
big enough to cover the compensatory tax. For the
emigrants the tax payment could come from their
own funds, or loans from relatives, friends, and
banks. For example, the former Soviet Union im-
posed exit taxes on some Jews who immigrated to
Israel (although in this case the main reason for the
tax may have been political deterrence of emigration
rather than economic recovery of investment in the
emigrants). China had a policy closer in essence to
the exit tax suggested here: it required people who
went abroad for education to put down deposits
before they were allowed to go, and the deposits
would be forfeited if after graduation they did not
return to China.

Exit taxation is not common in developing
countries, partly because it is difficult to calculate the
right tax rate. Another reason is that the amount
required to adequately compensate TLB could be
big, and people who want to move out may not
be able to raise that sum of money. Even though
it is argued that the future earnings of the emi-
grants are big enough to cover whatever is required
to compensate TLB, banks will not accept these
future earnings to guarantee loans. Thus exit taxes,
when implemented fully, could turn out to be
prohibitive.

Host Countries to Collect Taxes for the Source
Countries Since it is difficult to collect taxes before
the emigrants actually earn the new wages, some
economists have suggested that the host countries,

notably the United States and other developed
countries, could impose taxes on the new immi-
grants. The collected taxes would be returned to the
source countries on a regular basis, with the purpose
of compensating the remaining population. The
merit of this argument is that taxes are collected only
after the new immigrants have received income.
However, it has a number of practical difficulties.

First, the administration of the tax scheme could
be very costly, as a lot of information has to be col-
lected in order to calculate the rates for immigrants
from different countries. Second, strictly speaking,
the tax scheme requires that people from different
countries be subject to different rates. The problem
of this requirement is that it could create a lot of
administration problems, and it may generate feel-
ings of unfairness among the immigrants. To re-
spond to this point, it has been suggested that the
source countries impose only one tax rate on the new
immigrants, no matter where they came from. The
required rate will be the one that is based on the
average amount of compensation needed for all im-
portant source countries. The tax revenue collected
will then be handed over to some international or-
ganization such as the United Nations to spend on
programs that promote economic growth and de-
velopment of developing countries.

Even if the high costs associated with adminis-
trating the scheme and the difficulty of implement-
ing the scheme can be overcome, the tax scheme
may be against the constitution of most developed
countries: it requires that the initial residents in the
host countries and new immigrants be subject to
two different income tax rates, the higher being on
the new immigrants. These developed countries are
prohibited from imposing such a two-tier tax system,
based on whether people emigrated from another
country recently.

Other Policy Recommendations The fundamental
way to solve the brain drain problem is to raise the
local wage rates, so that skilled workers will have less
incentive to emigrate. There are at least three possible
ways to raise the local wage rates. First, the govern-
ment can provide a general wage subsidy to all



skilled workers to close the gap between what they
may be able to get elsewhere and what they re-
ceive locally. This policy could be more effective in
dampening brain drain, but it is costly because sub-
stantial subsidies will be needed. That could be be-
yond the budget capacity of the governments. Fur-
thermore, the main reason why these skilled workers
are able to earn higher wage rates is because they have
higher marginal products in the host countries be-
cause of, for example, the availability of more and
better capital and facilities. These can hardly be
provided by the source country governments in the
near future.

The second way is to substantially promote the
growth of the economy so that the income levels of
the population are raised. Economic growth of the
country will boost not only the GDP and national
income of the economy but also the wage rates of the
skilled workers. The growth of the economy will
substantially diminish the incentive of the skilled
workers to move out.

This policy is only part of a long-term solution,
as it takes a long time for the economy to have a
substantial growth. Furthermore, brain drain has a
negative impact on economic growth, as brain
drain lowers the stock of human capital in the
economy. To promote economic growth while
skilled workers are moving out is not an easy task.
To do that, the government can invest more in
education and/or invest more in infrastructure. The
first strategy secks to slow the rate of depletion of
the stock of human capital or even to increase the
stock. The second one seeks to promote other
growth factors, such as the infrastructure needed to
attract foreign direct investment or support high-
tech development.

The third policy is to implement a two-tier wage
system for skilled workers: one at the prevailing rate
in the economy, and a second, higher one for those
who choose to come back from abroad, usually after
graduation from a training program or higher edu-
cation. The higher wage scale for the returning skilled
workers is to attract them to come back. To carry out

this policy successfully, either there must be a sub-

stantially large public sector or the government must
be willing to use widespread subsidies on the em-
ployment of these returning graduates. Many coun-
tries such as China have been using this policy to lure
students who went abroad for education to come
back after graduation.

The use of a two-tier wage system, however, has its
own costs. This system requires subsidy payments to
these returning workers, and the gap between the two
wage scales could alienate those workers who were
trained locally and are working with those returning
skilled workers.

Another policy to slow the rate of brain drain and
to encourage returning immigrants is to attract for-
eign direct investment. There are three channels
through which the domestic demand for skilled
workers can be raised. First, attract foreign firms to
invest and produce locally. Because foreign firms
usually have more advanced technologies than what
local firms have, foreign direct investment could
substantially raise the demand for skilled workers.
Second, recent development of technologies allows
local skilled workers (such as telephone operators,
computer programmers, and accountants) to be em-
ployed by firms located in other countries, without
having these workers moving out of the country  a
phenomenon called offshoring. Third, local pro-
duction of products to be exported can increase
through a process called fragmentation and out-
sourcing. As firms in developed countries are able to
fragment their production processes, they may move
the production of some of the components and in-
termediate inputs of the final products to developing
countries where labor costs are much lower. This will
raise the demand for skilled workers in the develop-
ing countries.

See also brain gain; brain waste; migration governance;
migration, international; remittances
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KAR YIU WONG

H brain gain

Brain gain refers to the hypothesis that the emigra-
tion of advanced students and highly skilled workers
may produce domestic incentives for investment in
education and skills that offset the human capital
losses resulting from the departures. This hypothesis

poses a challenge to the more widely held view that
such emigration results in a netloss of human capital,
or brain drain.

A brain gain may be realized only if several con-
ditions are met. First, many emigrants must receive
substantially higher returns on their education and
skills than they would have done had they stayed
home. Second, these gains must be perceived by in-
dividuals in the sending countries who have the in-
terest and potential to acquire more education and
skills, thereby inducing a demand for them. Third,
domestic institutions must be able to respond effec-
tively to this demand. Fourth, some of those who
have been induced to acquire more education and
skills, and thus add to their human capital stock, by
the prospect of emigration, must be unable to emi-
grate. Finally, this group must be able to put their
newly gained education and skills to good use at
home.

The first condition is likely to be met quite often.
Large international differences in compensation are a
driving factor in many migration decisions. Al-
though not all emigrants are able to put their edu-
cation and skills to work in the receiving countries,
many do. A quarter of all college-educated workers in
science and engineering occupations in the United
States in 2003, for instance, were born outside the
country.

When emigrants experience employment success,
reports are likely to filter back to interested com-
munities in the sending countries, fulfilling the
second condition. (Indeed, if these reports are exag-
gerated, so much the better for the brain gain hy-
pothesis.) Electronic mail and the World Wide Web
have expanded and accelerated the communication
channels for such information. A case in point is the
close association in the late 1990s and early 2000s
between salaries in the U.S. information technology
industry and foreign student enrollments at the
graduate level in related fields.

The third condition may be the most difficult to
fulfill. Effective institutions for education and
training tend to be rigid. They require highly skilled
teachers who may be difficult to recruit and retain.
They may need substantial capital inputs for facilities



and equipment. They may be burdened by red tape
and political demands. Even when it is possible to
expand such institutions, their quality may decline so
significantly that their net contributions to human
capital formation are far less than hoped for. New
higher education franchises in India, for example, are
a far cry from the Indian Institutes of Technology
that have shaped high expectations among foreign
employers.

If the educational bottleneck is surmounted by a
large number of prospective emigrants, it does seem
probable that a substantial fraction of them will be
frustrated in their attempt to secure a better return on
their investment in themselves by seeking skilled
work abroad. This condition, the fourth for realizing
a brain gain, is enacted through immigration quotas,
labor market regulations, and other forms of pro-
tection for skilled workers in the receiving countries.
Applicants for an employment-based “green card”
for permanent residence in the United States, for
instance, must typically wait several years for a de-
cision.

The final queston is whether these would-be
emigrants can put their hard-won knowledge to ef-
fective use in the domestic economy. This condition,
like the third one, is not necessarily easily met. The
profile of the demand for skills, especially highly
specialized skills, may be different at home than
abroad. Nurses and doctors whose training prepared
them to treat middle-class patients in comfortable
surroundings provide an illustration; they may
choose not to practice their professions rather than
serve poor villages where the medical needs are
greatest.

The data available for assessing the brain gain
hypothesis, although they are improving, are still too
poor to allow for anything other than tentative
conclusions. The firmest of these conclusions is thata
brain gain is more likely in countries with large
populations than small ones. Beine et al. (2003), for
example, find that China and India benefit from
current levels of emigration of college-educated in-
dividuals and would benefit even more if outflows
were to rise. At the other extreme, Guyana, Haiti, and
Jamaica, which have lost more than 80 percent of

their college-educated to emigration, have been
made worse off. Although more of the 50 developing
countries in Beine et al.’s sample are “losers,” the
winners contain some 80 percent of the total popu-
lation.

These tentative findings are intuitively appealing,
given the conditions required to realize a brain gain.
Large countries seem likely to more easily achieve the
economies of scale required to support expansion of
and new entry into higher education. They may also
benefit more from competition among provinces
and localities to provide public education and among
private educational institutions as well. National
quotas in receiving countries amount to a smaller
fraction of the populations of large sending countries
than small ones. (Citizens of Jamaica, for instance,
are more than a hundred times more likely to be
admitted as legal immigrants to the United States
than those of India.) Finally, the more diversified
economies of large countries may provide more op-
portunities for “surplus” human capital to be used
productively.

Although the conditions for a brain gain may be
more likely to be fulfilled in large countries, there are
many policies that sending countries of all sizes might
undertake to raise the odds of such an outcome.
Chief among these are educational policies that
provide general skills and economic policies that
foster investment and entreprencurship. Receiving
countries, too, have a potential role to play, for in-
stance, by linking their immigration policies to labor
market conditions at home and abroad. Neither
brain gain nor brain drain s, in the final analysis, an
outcome of immutable laws of economics, but rather
a construction of policy decision-making within in-
stitutional constraints.

See also brain drain; brain waste; migration governance;
migration, international
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B brain waste

Brain waste refers to the underuse of migrant
knowledge within a host country. In contrast, brain
use refers to a situation in which migrants obtain jobs
commensurate with their educational level and are in
a position to make use of their knowledge and skills
in the host-country labor market. Greater incidence
of brain waste translates into lower levels of brain use
and vice versa.

The 1990s were characterized by major geo-
political change and state reconfiguration. These
changes putin motion new patterns in the movement
of people across boundaries and gave rise to several
new trends in international migration (International
Organization for Migration 2005). An important
new trend is that contemporary migration is con-
centrated in a few developed countries. In 1970, the
developed world received 47 percent of all interna-
tional migrants whereas 53 percent of migrants
moved to developing countries. By 2000, the pro-
portion of international migrants to developed
countries had risen to 63 percent. The sharpest in-
crease was in the United States, but Australia, Can-
ada, France, Germany, and the United Kingdom also
experienced substantial increases in their migrant
populations (International Organization for Migra-
tion 2005).

In many of these receiving countries, family re-
unification has been an important vehicle of admis-
sion. In recent years, however, admission of skilled

workers has gained prominence. In 2000, more than
a half million skilled migrants were selected for ad-
mission to the United States, along with more than
100,000 in Australia and the United Kingdom, fewer
than 100,000 in Canada, nearly 50,000 in New
Zealand, and fewer than 10,000 in France (Inter-
national Organization for Migration 2005). The
growing use of skill level as an admission criterion in
destination countries is important to the effective use
of labor resources in the world economy.

National Origin and Brain Waste Migrants to
Europe and especially the United States tend to be
highly educated (Ozden 2006). Those who migrate
to the United States from Africa, the Middle East,
Asia, and Eastern Europe are more educated than
their counterparts thatset out for Western Europe. In
contrast, the United States is by far the destination of
preference for Latin American migrants, and their
educational levels tend to be lower than the average
levels in their home countries (Ozden 2006).

A key issue in brain waste research is the extent to
which migrants” knowledge and skills are employed
in destination countries. Some researchers have in-
dicated that, despite the same level of educational
attainment, migrants from different regions show
significant differences in job placements in the U.S.
labor market. One can discern three categories re-
lating to the incidence of brain waste low, mod-
erate, and high  from Ozden’s (2006) study.

The first category is composed of professional
migrants from Asia and Western Europe. It also
includes migrants from Japan and Australia. Using
2000 U.S. Census data, Ozden (2006) concluded
that, in general, migrants from Asia tend to do better
in terms of brain use than those from Western Eur-
ope. Brain use is lowest (and thus the incidence of
brain waste is highest) among migrants from the
Republic of Korea (33 percent) and Pakistan (38
percent); comparatively moderate for migrants from
the Philippines (40 percent), Taiwan (46 percent),
and China (51 percent); and highest among those
from India (76 percent). For migrants from Western
Europe, Japan, and Australia, brain use is estimated
at between 38 percent for migrants from Italy to 69
percent for migrants from Ireland. Migrants from



Japan, the United Kingdom, Germany, Canada,and
Australiaalso do relatively well, with between 59 per-
cent (Japan) and 65 percent (United Kingdom). In
this study, brain waste and brain use were measured
by assessing the gap between educational attainment
and job description in the destination country.

The second category of migrants, characterized by
moderate brain waste, is composed of those from
various African countries. The incidence of brain use
is lowest among professional migrants from Ethiopia
(37 percent), and highest among those from South
Africa (62 percent). For immigrants from countries
such as Nigeria, Ghana, and Kenya, brain waste is in
the middle of this range, between 40 percent and 52
percent.

The third category of migrants, characterized by a
high degree of brain waste, is composed of profes-
sional migrants from Eastern Europe, Latin America,
and the Middle East. Although the incidence of brain
waste is highest in this category, important differ-
ences between regions can be discerned. For migrants
from Eastern Europe, brain use is estimated at be-
tween 31 percent (former Yugoslavia) and 57 percent
(Hungary). For migrants from Latin America, brain
use is estimated at between 32 percent (Guatemala)
and 51 percent (Brazil). Of all groups, migrants from
the Middle East experience the greatest incidence of
brain waste, with brain use estimated at between 25
percent (migrants from Morocco) and 46 percent
(migrants from Lebanon).

Factors Contributing to Differences in Brain
Waste What explains the pattern of brain use among
migrants from different regions of the world who
possess the same educational credentials? Some brain
waste researchers attribute the differences to quality
and selection variables (Ozden 2006; Matto, Neagu,
and Ozden 2005). Quality variables affect the extent
to which an immigrant’s human capital is valued
within the host country. Two such variables are the
source country’s expenditure on tertiary education
and whether the English language is used in the host
country. The greater the expenditure on tertiary ed-
ucation, the better the schools and therefore the
better the knowledge and skill level of the migrant.
Proficiency in the English language can facilitate

migrant communication in the United States since it
is the primary language of business.

Selection variables relate to differences in the
abilities of immigrants from different countries. Se-
lection variables predict whether immigrants from a
particular country represent the highly educated and
therefore professionally competitive, or the mini-
mally educated and therefore professionally un-
competitive, members of their own society. Ozden
(2000) considers three selection variables (gross do-
GDP  per capita, distance, and
conflict) that relate to the source country and one

mestic product

selection variable (migration policy) that relates to
the destination country.

The higher the GDP per capita of the source
country, the higher the opportunity cost of migra-
tion. Therefore, those who might wish to migrate are
those who expect to get higher monetary returns on
their knowledge and skills overseas. Less-educated
individuals from high GDP per capita countries are
unlikely to migrate because the costs of migration are
greater than the expected returns. In contrast, both
highly educated and less-well-educated individuals
from low GDP per capita countries may want to
migrate to high GDP per capita countries because of
the expected economic rewards. Migration from low
GDP per capita countries tends to favor the highly
educated, however, because they are likely to possess
the financial resources required to make a move. The
implication of this for differentiating the abilities of
migrants from different source countries is that we
can expect migrants from high GDP per capita
countries to be educated and skilled, while, in gen-
eral, there is greater uncertainty about the abilities of
those from low GDP per capita countries since they
represent an education and skill mixture that has to
be sorted out in the host country labor market.
Further, the process of sorting between skilled and
unskilled migrants can be costly for organizations.

Distance between source and destination coun-
tries can also have an impact on migrant ability
through a self-selection process. Migrants are likely
to select a distant destination over a closer one if they
believe that they will obtain higher returns on their
knowledge and skills in the former. Thus highly

9)sem uleiq

139



?1seM ulelq

140

skilled migrants from Africa and the Middle East
who expect higher rewards in the U.S. labor market
are likely to migrate to the United States rather than
to the closer destination of Western Europe. Even in
Western Europe, where migration policy has favored
family reunification and political asylum seekers,
there is a trend toward policies that favor economic
migration, making the distance explanation more
widely applicable.

Military conflict can have at least two impacts on
differences in abilities among migrants. The presence
of political instability and military conflict creates an
incentive for people with varying educational levels
to migrate. This, in turn, contributes to a migrant
population with a varying skill and knowledge
composition. Military conflicts also affect the allo-
cation of scarce resources from education to military
efforts in source countries. This, in turn, diminishes
the quality of education and the abilities of migrants
from affected countries.

The only selection variable that relates to the
destination country is migration policy (Ozden
2006). This relates to the openness of immigration
policies to migrants from particular countries. The
more open the migration policies of destination
countries, the more varied the skill composition of
migrants. In contrast, migration policies can range
from being open to migrants from countries per-
ceived to have highly educated migrants in targeted
industries, to being relatively restrictive toward mi-
grants from countries perceived to have a low level of
educational attainment among their populations.

Destination Country Labor Markets Although
quality and selection variables may play an important
role in brain waste, they mask destination-country
labor market characteristics that may play an even
greater role in explaining the differential patterns of
brain waste among migrant professionals. The pre-
sumed efficiency of the labor market can hold only if
employers in the destination country have perfect
information relating to the quality and selection
variables pertaining to the source countries of each
immigrant. Furthermore, they would also have to use
this information rationally to assess the value of
identical educational credentials of migrants from

different source countries. Research in organizational
studies, migration, and cross-cultural adaptation,
however, suggest that both structural and cognitive
biases on the part of employers and migrants alike
play a significant role in shaping perceptions of mi-
grants from different parts of the world and affecting
hiring decisions.

Research on diversity in organizations in the U.S.
context identifies a wide range of structural barriers
faced by nonmajority group members. These include
discrimination and prejudice based on a variety of
differences (Cox 1993), institutional barriers such as
the organizational history in relation to diversity
practice, formal hiring practices, and informal or-
ganizational processes (Nkomo 1992; Cox 1993).
There are reasons to believe that these barriers would
also be relevant to other destination countries (de
Beijl 1996). Although diversity research has provided
significant insight into the impact of these types of
barriers on minority members in general, it has
generally ignored the unique circumstances of mi-
grants. Research on migration and cross-cultural
adjustment suggests that many of the barriers iden-
tified in the diversity literature are important in un-
derstanding migrant work adjustment. There are
other barriers faced by migrants, however, such as
language, culture clash, lack of information and
knowledge about the labor market, and the inability
of potential employers to assess migrant credentials
(de Beijl 1996). These barriers affect migrants’ ability
to adapt and become effectively integrated into the
work context as well as the employment and pro-
motion decisions of employers. Most important,
these employment decisions on the part of em-
ployers fly in the face of any rational calculation re-
garding the migrants’ qualifications. Thus exploring
the cognitive and structural biases that play a role in
migrant work adjustment would give us greater in-
sight into the factors that may contribute to the dif-
ferential pattern of brain waste among migrants from
different parts of the world identified by Ozden
(20006).

See also brain drain; brain gain; migration governance;
migration, international



FURTHER READING

Cox, T. 1993. Cultural Diversity in Organizations: Theory,
Research, and Practice. San Francisco, CA: Berrett
Koehler. Describes the impact of cultural diversity on
organizations, including the social psychological dy
namics of prejudice and discrimination in organizations.

de Beijl, R. Z. 1996. “Labor Market Integration and Leg
islative Measures to Combat Discrimination against
Migrant Workers.” International Migration Papers No.
8. Geneva, Switzerland: International Labor Office.
Describes the various sources of discrimination within
host countries that inhibit the ability of migrants to in
tegrate effectively into the labor market.

International Organization for Migration. 2005. “Interna
tional Migration Data and Statistics.” In World Migra
tion 2005: Costs and Benefits of International Migration,
edited by Population Division of the Department of
Economics and Social Affairs, UN World Secretariat.
Geneva, Switzerland: IOM, 379 421. Provides a wealth
of statistical information concerning trends in interna
tional migration in general and for specific regions of the
world.

Matto, Aaditya, Ileana Cristina Neagu, and Caglar Ozden.
2005. “Brain Waste? Educated Immigrants in the U.S.
Labor Market.” World Bank Policy Research Working
Paper 3581. Washington, DC: World Bank. Useful
empirical exploration of variables that explain brain
waste among migrants from different regions and
countries in the world.

Nkomo, S. M. 1992. “The Emperor Has No Clothes: Re
writing Race in Organizations.” Academy of Management
Review 17 (3): 487 513. Offers a theory for studying
racial dynamics within organizations that takes the
unique cultural and historical factors of a setting into
account.

Ozden, Caglar. 2006. “Educated Migrants: Is There Brain
Waste?” In International Migration, Remittances and the
Brain Drain, edited by C. Ozden and Maurice Schiff.
Washington, DC: World Bank and Palgrave Macmil
lan, 227 44. Excellent empirical exploration of migra
tion patterns of highly skilled individuals from select
countries and explanation of differences in brain utili

zation of individuals from select countries.

GELAYE DEBEBE

B Bretton Woods system

The Bretton Woods agreements negotiated at the
United Nations Monetary and Financial Conference
held in Bretton Woods, New Hampshire, in 1944
laid the groundwork for the creation of the Interna-
tional Monetary Fund (IMF) and the International
Bank for Reconstruction and Development, now
known as the World Bank. These institutions pro-
vided the framework for the postwar international
trade and financial system that came to be known as
the Bretton Woods system.

In the early 1940s the Allied powers started to
consider the shape of the post World War II inter-
national financial and trading system. Influencing
their decision on measures to be taken was the as-
sessment of why the trading system had broken down
in the 1920s and the causes of the economic de-
pression that had plagued the United States and the
United Kingdom in the 1930s. The period had been
characterized by record levels of unemployment,
excessively onerous war reparations payments im-
posed in the Treaty of Versailles, and volatile inter-
national capital flows, as well as the collapse in the
prices of primary commodities.

The response to these problems had been the
introduction of policies to protect domestic pro-
ducers by restricting imports, placing controls on
the access to foreign exchange used to purchase im-
ports, introducing preferential tariffs on imports
from selected countries, and bilateral clearing and
payments arrangements to ensure that imports
balanced exports. Other measures included interna-
tional schemes restricting supplies of primary com-
modities, as well as national import restrictions, ex-
port subsidies, and agricultural price supports. The
objective of these policies was to defend domestic
income and employment and the stability of do-
mestic financial institutions. Instead, the attempted
return to the gold standard was thwarted by sustained
financial crises.

Postwar planners recognized the need to coordi-
nate national policy objectives in an interdependent
international system and concluded that multilat-
eral institutional structures could eliminate the fi-
nancial factors that had caused international trade
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to be viewed as a threat to national economic wel-
fare. Itwas generally agreed thata stable international
financial and exchange rate system was a prerequisite
to successful restoration of free international trade.

The United States and the United Kingdom
played the major role in the discussions of the shape
of the new system, and both governments contrib-
uted proposals of what was to be the first step in this
process. The UK proposal, authored by John May-
nard Keynes, called for an international clearing
union based on an internatonally created and
managed unit of account. The U.S. proposal, devised
by U.S. Treasury official Harry Dexter White, pro-
posed an international stabilization fund, similar to
the U.S. Federal Reserve System on an international
scale, that would hold reserves of the currencies of all
members, from which countries could borrow to
support their exchange rates.

The difference in the two proposals reflected the
different motivations of the two countries. The
United Kingdom was concerned that large payments
imbalances under the gold standard had required
debtor countries to reverse their balance of payments
deficits and protect their declining gold stocks by
reductions in domestic income and employment.
Surplus countries, on the other hand, were accu-
mulating gold and could easily postpone any action
to reduce their surpluses through policies to ex-
pand their imports from the deficit countries. The
goal of the United Kingdom, as a postwar debtor
country, was thus to eliminate this asymmetric
adjustment to trade imbalances by ensuring full
participation of creditors in the international ad-
justment process.

The United States, on the other hand, was more
concerned by the breakdown in free trade and the
manipulation of exchange rates that had occurred in
the interwar period as countries attempted to protect
themselves from the exchange rate instability caused
by large payments imbalances and the instability of
international financial flows. The U.S. concern, as
the major creditor country, was to prevent deficit
countries from resolving their debt positions by using
protection and exchange rate manipulation to create
trade surpluses.

Article VII of the Adantic Charter, negotiated by
Winston Churchill and Franklin D. Roosevelt at the
Adantic Conference in August 1941 during a secret
shipboard meeting, set out the conditions for U.S.
support of the British war effort. It reflected U.S.
concerns that the postwar trade and financial system
be built on a rules-based system of relatively free
multilateral trade as opposed to the British approach
of trade preferences. The differences were worked out
at the Bretton Woods Conference in 1944. The trade
and commercial policy aspects of the new system
were the subject of discussions at the UN Conference
on Trade and Employment held in Havana in 1947.

Creation of the Bretton Woods Institutions
The Bretton Woods Conference created the IMF,
largely on the lines proposed in the White plan. Ona
proposal from the United States, concerned to sep-
arate the financing of the postwar reconstruction of
Europe from the financing of exchange rate stability,
an International Bank for Reconstruction and De-
velopment (IBRD) was also created to deal with the
longer-term problem of development finance for
postwar reconstruction in Europe. The unanimously
adopted Havana Charter, proposing the creation of
an International Trade Organization (ITO) that
would deal with the regulations on commercial
policy, create a Commodity Stabilization Fund, and
meet the British concerns for symmetric balance of
payments adjustments, was never ratified by member
states. Instead, a single chapter, the General Agree-
ments on Tariffs and Trade (GATT), which dealt
with commercial policy, was the only part of the
charter that survived as a series of bilateral treaties to
eliminate subsidies and reduce tariffs in support of
world trade.

The role of these multilateral institutions with
complementary mandates to ensure favorable inter-
national trade and financial conditions to support
rapid income growth and employment is reflected in
their stated objectives. The IMF was created “to fa-
cilitate the expansion and balanced growth of inter-
national trade, and to contribute thereby to the
promotion and maintenance of high levels of em-
ploymentand real income and to the development of
the productive resources of all members as the pri-



mary objectives of economic policy.” The ITO
charter (Chapter 2, Article IT) was even more explicit:
“The Members recognize that the avoidance of un-
employment or underemployment, through the
achievement and maintenance in each country of
useful employment opportunities for those able and
willing to work and of a large and steadily growing
volume of production and effective demand for
goods and services, is not of domestic concern alone,
but is also a necessary condition for the achievement
of ... the expansion of international trade, and thus
for the well being of all other countries.” Finally, the
role of the IBRD was “to promote the long range
balanced growth of international trade and the
maintenance of equilibrium in balances of payments
by encouraging international investment for the de-
velopment of the productive resources of members,
thereby assisting in raising productivity, the standard
of living and conditions of labor in their territories.”

This ambitious project of negotiating a new, co-
herent, and coordinated set of international institu-
tions for the postwar period was never completed,
however. The IMF and the IBRD became specialized
agencies within the UN system, which allowed them
to maintain independent governance mechanisms
with representation based on each country’s eco-
nomic weight and financial contribution instead of
on the UN General Assembly’s rule of one country,
one vote. In 1996 the GATT was transformed into
the World Trade Organization, an ad hoc interna-
tional body outside the UN system and without the
wider mandate to eliminate discriminatory bilateral
agreements as the third pillar of Bretton Woods
originally intended for the ITO.

As a result, no multilateral institution was created
to deal with the stabilization of primary commodity
prices or to oversee trade in agriculture. Instead, of-
ficial intervention in support of the prices of primary
commodities continued in the form of ad hoc
agreements dependent on controls over supply, and
national and (in the case of European Union coun-
tries) regional schemes for the support of agricultural
prices and incomes. The most important and most
costly examples of the latter were found in industrial
countries, and, as in the eatlier period, they were

generally supported by tariffs and other restrictions
on imports, as well as by subsidies and other methods
of export promotion. The responsibility for the
consequences of fluctuations in developing country
export earnings caused by volatility in commodity
prices was left to the IMF.

The IBRD, although it was commonly referred to
as a “world bank,” was not a “bank” because it could
not create money, and the majority of the financing
for European reconstruction effort was provided by
the Marshall Plan. As a result most European
countries delayed full observance of their obligations
in the international trading system, while the need for
finance for reconstruction and trade was met by of-
ficial aid or through regional multilateral monetary
arrangements such as the European Payments Un-
ion. The financing problems facing the growing
number of newly created democratic developing
countries were addressed by the creation of special
institutions in the World Bank such as the Interna-
tional Development Association and regional de-
velopment banks. In addition, the UN Conference
on Trade and Development, which had no financing
capabilities, provided a forum for the formulation of
financing policies designed to benefit developing
countries.

Membership in the IMF required a country to
maintain a fixed parity for its national currency rel-
ative to gold or the dollar. If necessary, countries were
to maintain these rates by borrowing reserves tem-
porarily from the IMF and by implementing policies
to ensure external equilibrium. Only in the case of a
“fundamental disequilibrium,” where such adjust-
ment would have meant insupportable domestic
hardship, could a country contemplate a change in
exchange rates, and such a change was to be negoti-
ated with the other members of the IMF.

Dollar Standard Since most countries did not
have the requisite gold stocks after World WarlI, they
chose to fix their exchange rates to the dollar. The
United States, with most of the global gold stocks,
fixed its parity relative to gold. Nonetheless, the weak
external positions of most European countries meant
that convertibility at fixed parity for imbalances
created by commercial account transactions was not
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implemented until the end of the 1950s. By 1960 the
Bretton Woods fixed exchange rate system came
under pressure when gold traded above its official
dollar peg of $35 an ounce on the London gold
market. Several years eatlier, Yale economist Robert
Triffin had suggested that this was the inevitable re-
sult of the decision made at Bretton Woods to require
members to fix their exchange rates relative to gold or
the U.S. dollar. Since all countries except the United
States had fixed their currencies relative to the dollar,
this created a system that resembled the prewar gold
standard that the Bretton Wood system was sup-
posed to replace, as the dollar had simply taken the
place of gold.

When U.S. external deficits created a stock of
international claims on the dollar that exceeded the
U.S. gold stock, the United States could no longer
ensure the exchange of dollars for gold at the rate of
$35 per ounce. This is precisely what occurred in
1960 when the value of U.S. gold stocks at the official
parity of $17.8 billion fell short of the $18.7 billion of
outstanding liquid foreign dollar claims. To avoid
changing the dollar parity, a series of ad hoc mea-
sures to prevent dollar conversion into gold and to
increase foreign demand for dollars were introduced
during the decade of the 1960s. These included a
two-tier gold market separating official and private
conversions of currencies into gold; an interest
equalization tax on borrowing in the U.S. capital
market; Operation Twist, which attempted to pro-
duce an increase in short-term rates while keeping
long-term rates low in order to support U.S. growth
prospects; and new methods of calculating the
U.S. balance of payments on the basis of liquidity
balances.

In 1966, to provide a supplement to the dwin-
dling U.S. gold stocks and an alternative to the dollar
in countries’ reserves, the Group of 10 (composed of
the ministers of finance of the 10 major industrialized
countries) proposed a “special reserve drawing right,”
which was implemented by the IMF in 1967 with the
creation of a facility based on “special drawing rights”
(SDRs) in the fund. The SDRE, also known as “paper
gold,” were simple credit entries in the IMF ac-
counts, distributed to members in proportion to

their existing membership quotas in the IMF. They
could be used in place of dollars or gold to settle
payments imbalances. The value of the SDR was
initially defined as the gold equivalent of the dollar
(0.888671 grams of fine gold), but after the collapse
of the Bretton Woods system the SDR was initially
redefined as a basket of 16 currencies. In 1981 it was
reduced to 5 currencies, with a revision of the weights
and currencies that comprise the basket conducted
every five years. Rather than a transaction currency
that can be used to finance purchase and sale, it is a
unit of account to be used by deficit countries losing
foreign exchange reserves in defense of their parity to
acquire currencies of other members.

Despite all these attempts to shore up the system,
U.S. gold stocks by 1971 had fallen to just over $10
billion against outstanding claims of more than $60
billion. In August of that year the United States
suspended convertibility of the dollar to gold at the
fixed $35-an-ounce parity and introduced an im-
port surcharge. This represented the de facto con-
firmation of Triffin’s prediction and the end of the
Bretton Woods system.

From 1971 to 1974 an ad hoc Committee of the
Board of Governors on Reform of the International
Monetary System and Related Issues (composed of
the 20 executive directors of the IMF and known as
the Group of 20) worked on proposals for the res-
urrection and reform of the Bretton Woods system.
This attempt was abandoned, however, after the
outbreak of the oil crisis in 1973, and negotiations
focused instead on interim arrangements such as a
quota increase, the creation of a new governance
structure in the form of an “Interim Committee” and
a “Development Committee,” abolition of an official
price of gold, and regulations for the valuation of
gold held by the IMF on behalf of its members. The
changes were finally completed at a special meeting
held in Jamaica in 1976 that eliminated the formal
obligation under Article IV for members to fix a
parity relative to gold or the dollar. Under the new
arrangement each member was bound to “collabo-
rate with the Fund and other members to assure or-
derly exchange arrangements and to promote a stable
system of exchange rates.” In particular, each mem-



ber was encouraged to “avoid manipulating exchange
rates or the international monetary system in order to
prevent effective balance of payments adjustment or
to gain an unfair competitive advantage over other
members”

Changing Roles of the Bretton Woods Institu-
tions After the reform there was no longer a need for
countries to borrow from the IMF in order to sup-
port their exchange rates. In theory, under flexible
exchange rates countries no longer needed to hold
exchange reserves since adjustment to external im-
balances would take place through the changes in the
relative prices of tradable and nontradable goods
produced by exchange rate adjustment. IMF opera-
tions were thus concentrated on orderly adjustment
by ensuring that flexible currency exchange rates re-
flected underlying economic forces.

The World Bank’s mandate has also changed. As
the need for European reconstruction finance dis-
appeared, attention shifted to the financing of large
economic infrastructure projects to support de-
veloping countries. The bank is an active borrower
in private capital markets to finance its projects
in developing countries. Dissatisfaction with the
development impact of these projects, however, and
criticism of widespread corruption in their im-
plementation during the 1980s, led the bank to focus
on supporting the creation of markets and institu-
tions in developing countries that would eliminate
poverty and support their more active participation
in the international trading system.

Thus the two Bretton Woods institutions have
lived on beyond their original mandates negotiated
in 1944 to become complementary and sometimes
conflicting institutions that aim to finance develop-
ment and eliminate poverty in developing countries.

See also currency crisis; dollar standard; exchange rate
regimes; Federal Reserve Board; financial crisis; foreign
exchange intervention; gold standard, international; in-
ternational financial architecture; international liquidity;
International Monetary Fund (IMF); international policy
coordination; international reserves; special drawing
rights; Triffin dilemma; World Bank; World Trade Organi-
zation
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JAN KREGEL

H bubbles

Bubbles are situations in which asset prices persis-
tently deviate from their fundamental values that
is, the prices warranted by the true earning potential
of firms. Until recently, economists believed that
asset prices as a rule reflected fundamental values, and
that bubbles were highly implausible. This view re-
lied on an argument of backward induction: the
worth of any asset in the period before the final payoff
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date would simply be equal to the discounted value of
that is, ter-
minal value. Extending this argument backward, the

its face value in the period it expired

value of an asset at any period would be equal to the
discounted present value of its future stream of rev-
enue. Otherwise, it was argued, an arbitrage oppor-
tunity would arise and the price would be pushed
back to its fundamental value by the exploitation of
this opportunity by informed traders.

Both the rise of rational expectations theory in
economics and the idea that assets prices (such as
shares and exchange rate) always incorporate all
available public information (efficient market hy-
pothesis in its most widely accepted semistrong form)
went hand in hand with the backward induction
argument, underpinning the view that the best way
to understand asset prices changes was by focusing on
information about fundamental values.

With the rise of behavioral finance theory since
the mid-1980s, however, the view that asset prices
equal discounted present value of future streams of
revenue has come under critical scrutiny (Shiller
2003). In fact, with the growing skepticism about the
efficient market hypothesis, much of the theoretical
literature on asset pricing has been in a “vibrant flux”
(Hirshleifer 2001). Given this change of paradigm in
finance theory, it is hardly surprising that conceptual
understanding of bubbles has been changing as well.
In fact, in many of the new models with risk-averse
traders that have asymmetric expectations it has be-
come next to impossible to define what “funda-
mental value” is (Allen et al. 1993).

The older, standard view argued that all major
asset price variations, including famous historical
episodes of bubbles such as the Dutch Tulip Mania
(1634 37), the Mississippi Bubble (1719 20), and
the South Sea Bubble (1720), were not really “bub-
bles” in the sense that they were caused by changes in
fundamental values (Garber 1990). Although it was
always recognized that less than fully rational be-
havioral traders exist in financial markets, defenders
of the standard view have held that informed arbi-
trageurs would undo any mispricing caused by them
even when they did not cancel out each other’s effect

(Fama 1970; Malkiel 2003). In this setting, bubbles
could arise only in assets that had an infinite horizon
(and thus lack a terminal value) because in this in-
stance the backward induction argument did not
apply. This case has largely defined the limits of
initial theoretical interest in bubbles, going back to
the economist Paul Samuelson (1958), and is the
foundation of more recent work that now goes under
the name of “rational” bubbles (also see the com-
prehensive survey by Santos and Woodford 1997).

With the rise of behavioral theory, however, the
effectiveness of arbitrage became a central issue of
contention. Behavioral theorists have produced nu-
merous examples where arbitrage is severely limited
in its ability to prevent persistent deviations of asset
prices from their fundamental values, bolstering the
view that major asset price variations are caused by
mispricing as opposed to changes in fundamental
values (De Long et al. 1990a, 1990b; Shleifer and
Vishny 1997; Allen and Gorton 1993).

Contrary to what is often argued, bubbles are not
necessarily the result of irrational trading behavior. A
body of more recent work suggests that the main
cause of bubbles is the uncertainty about higher-or-
der beliefs, that is, rational agents not knowing what
other rational agents will do, where irrationality is
not a necessary ingredient (Allen et al. 2006). For
instance, in Abreu and Brunnermeier (2003) fully
rational traders know that the bubble will eventually
burst, but in the meantime generate profits by riding
it. They cannot individually bring down the price for
lack of sufficient funds, but collectively can if they act
in tandem. They all know that a common arbitrage
opportunity exists, yet they are uncertain when other
traders will begin to act on it. Thus each trader has to
determine the right time to exit the market without
knowing the exit strategies of other traders, and the
varied opinions about the right time to exit cause the
bubble to persist. In this setting, some news events
can have a disproportionately strong effect beyond
what their intrinsic information value would warrant
by having the effect of causing traders to synchronize
their exit strategies, and thus lead to a precipitous fall
in price.



The idea that a bubble bursts only when rational
traders’ subjective expectations begin to coalesce
provides an interesting connection to some of the
currency crisis models with self-fulfilling expecta-
tions. But the linkages between the new body of work
on bubbles by behavioral theorists and international
finance so far remain few, despite the rich potential
for fruitful connections between the two literatures.
Such linkages are made in many economic models
(e.g., Allen and Gale 1999; Morris and Shin 1999;
Shin 2005), where it is argued that financial liber-
alization has led to asset price bubbles in numer-
ous countries around the world, and the banking
crises that usually accompany currency crises are
seen to result from the bursting of the asset price

bubble.

See also asymmetric information; banking crisis; carry
trade; currency crisis; financial crisis; financial liberaliza-
tion; interest parity conditions; lender of last resort; spec-
ulation
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B capital account reversals
See hot money and sudden stops

B capital accumulation in open economies
Capital accumulation increases the amount of ma-
chinery, equipment, and structures available to
workers in the economy, thus raising their produc-
tivity. Moreover, new capital often embodies tech-
nological progress. Hence capital accumulation can
be viewed as the most direct way of raising the
standard of living.

An open economy enjoys opportunities for capital
accumulation that are not available in the absence of
international transactions. For one, it does not have
to produce all the equipment employed in that
country. Importing capital equipment allows a
country to take advantage of international speciali-
zation in the manufacture of capital goods. For ex-
ample, East and Southeast Asia produce the bulk
of semiconductors and computers, while North
America and Europe make most of the airplanes.
More generally, a country does not have to specialize
in capital goods at all, as trade gives it opportunities
to acquire machinery and equipment in exchange for
commodities or consumption goods. China is per-
haps the most prominent current example of the
lateer case. Although some researchers have suggested
that specialization according to comparative advan-
tage in, say, agriculture, may deprive an economy
of the benefits associated with learning by doing, it
should be noted that importing capital goods gives a

country access to sophisticated technologies, helping
it to advance its own technological frontier and learn
by imitation.

In addition to the classical static gains from
trade, opportunities for trade over time are also im-
portant. Ina closed economy capital goods have to be
manufactured domestically, and resources for their
production have to be diverted from other uses, in
particular from making consumption goods. This
constraint is relaxed in an open economy, where
first, capital goods can be purchased from abroad,
and second, current consumption does not neces-
sarily have to be sacrificed to make room for invest-
ment, since foreign borrowing can partially finance
both.

Canonical View Traditionally, the relaxation of
the intertemporal budget constraint has been viewed
asa great benefit of openness. This is particularly true
of emerging markets. A prototypical emerging mar-
ket country is one where current output per worker is
relatively low because there is not enough capital.
The diminishing marginal productivity of capital
means that if such a country has access to the same
technology as industrial countries, the rates of return
on investment in the emerging market will be high.
The country will be poised for growth, but it faces a
dilemma. On the one hand, investment today would
raise productivity and therefore the standard of living
tomorrow. On the other hand, impatience and in-
tergenerational equity considerations create pressures
to bring some of that future prosperity into the
present, generating high consumption demand to-
day. Since both consumption and investment goods
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have to be produced from current resources, how-
ever, it is impossible to manufacture more of both,
and hard choices have to be made.

The trade-off is much less stark in an open
economy. Either consumption or investment goods
or both can be imported. Moreover, the total value of
everything that the country produces does not have
to equal the value of its absorption (the sum of
consumption and investment), as long as the country
can finance its trade deficit by borrowing or selling its
assets abroad. Of course, debts have to be serviced,
and opportunities offered by openness are not un-
limited. What happens is that the autarkic require-
ment that domestic output equal absorption at every
point in time is replaced with just one intertemporal
that the present discounted value of
output equal that of absorption. Hence when new

constraint

investment opportunities arise and the future looks
bright, it is possible to increase both investment and
consumption, thus laying the foundation of future
prosperity and at the same time enjoying some of its
fruits in the present.

Foreign financing of trade deficits can take many
forms, all of which, being manifestations of inter-
temporal trade, involve a gain today for a loss tomor-
row. The country’s residents can take out foreign
loans. They can also sell bonds or shares in their en-
terprises to foreign portfolio investors. A form of for-
eign financing particularly important for capital ac-
cumulation is foreign direct investment, whereby a
foreign investor either builds a new plant in the host
country or purchases a substantial enough share in a
host country enterprise to participate in its manage-
ment. Inany case, some degree of openness in the cap-
ital account is required to realize this benefit, which
relies on exchanging not only different goods, butalso
goods delivered at different points in time and thus
can be viewed as a generalization of gains from trade.

Of course, intertemporal trade requires the exis-
tence of willing partners. In the canonical view, the
counterparts of capital-hungry emerging market
countries are advanced economies, where capital-
labor ratios are high and, because of diminishing
returns, the marginal product of capital may be low.
These countries (Japan being one example) may not

have enough profitable investment opportunities at
home, and they may seek opportunities for invest-
ment abroad, particularly as aging residents of these
countries save for retirement.

To recapitulate, in the canonical view, when a
low-income country has in place conditions for high
return on investment and rapid growth and opens up
to international trade and capital flows, it will expe-
rience an investment boom while also increasing
consumption. This is possible because the country is
able to finance the resulting trade deficit by bor-
rowing abroad or selling its assets to foreigners. Over
time, as its productivity catches up with that in
advanced countries and returns to investment de-
cline, its growth decelerates, and trade surpluses
replace trade deficits. This description fits broadly
the experiences of many countries that experienced
rapid growth, including Japan and continental
Europe after World War II, South Korea from the
mid-1960s through the mid-1980s, and the Cen-
tral European economies during postcommunism
transition.

Dynamics of Growth and Capital Accumula-
tion in an Open Economy Abstracting from tech-
nological progress, the rate of growth of output per
worker is determined by the pace of “capital deep-
ening,” or increases in capital per worker. In a closed
economy, that rate depends on available investment
opportunities and the residents’ preferences regard-
ing the choice between investing and consuming
their income. Capital accumulation is gradual, and
the standard of living, measured by consumption per
capita, converges slowly to a steady-state value de-
termined by available technology. Greater impa-
tience an unwillingness to sacrifice current con-
sumption for the sake of investment  implies slower
convergence. The presence of technological progress
does not alter the essence of this progression, except
that the economy converges to a steady-state growth
rate rather than a steady-state level of output.

As discussed in the previous section, openness re-
laxes the budget constraint and could accelerate capi-
tal accumulation dramatically. Exactly how much is
a contentious question in the open-economy macro-
economic literature. If one extends the classical growth



model the Ramsey-Cass-Koopmans model, where
rational, forward-looking houscholds and profit-
maximizing firms operate in a perfectly competitive
environment to an open-economy setting by as-
suming free trade and perfect capital mobility, the re-
sult will be instantaneous convergence. Perfect capital
mobility implies unlimited borrowing at a constant
interest rate, so domestic residents will immediately
borrow enough money and install enough capital
equipment to equalize the domestic rate of return on
new investment with that available in the advanced
economies they are borrowing from. Assuming they
have access to the same technology, output per worker
would immediately jump to its steady-state level, equal
to that in the most advanced countries. Consumption
per capita would permanently remain below the level
ofadvanced countries, reflecting the need to service the
debt, butitwould also stay constant after a momentary
upward transition (or grow at a constant rate in the
presence of technological progress).

Needless to say, instantaneous income conver-
gence is not observed in practice. In reality, countries
cannot borrow unlimited amounts at a constant in-
terest rate, purchase unlimited amounts of capital
equipment, and install it costlessly and instanta-
neously. Many things get in the way. Borrowing over
a certain limit may raise the probability of default or
result in too much concentration in the lender’s
portfolio. Lenders may respond by charging the
borrowing country a higher interest rate or by cutting
off additional funding. Poor legal systems and the
risk of government intervention give rise to doubt
about the enforcement of contracts and make lend-
ing institutions in advanced economies hesitant to
commit overly large sums to emerging market bor-
rowers. Lack of information about local investment
opportunities also hinders flows of external finance,
and underdeveloped financial systems in emerging
markets have a limited capacity to process these
flows. In addition, some types of capital, such as
buildings, may not be tradable internationally, or at
least require some local nontradable inputs, such as
construction labor, for their installation. Therefore,
if some items in the consumption basket (e.g., ser-
vices) are also nontradable, the trade-off between

consumption and investment is stll relaxed by
openness, but less than a model with a single tradable
good would imply.

These and other obstacles have been incorporated
into open-economy macroeconomic models to
moderate the rate of convergence. Details of these
frictions and other model assumptions have impli-
cations for the evolution of other macroeconomic
variables, such as domestic interest rates and the ex-
change rate. For example, combined with the as-
sumption that production in the tradable sector is
more capital intensive than in the nontradable sector,
friction in the financial markets such that the interest
rate charged on foreign borrowing increases with the
amount borrowed in a given period results in gradual
convergence of interest rates in emerging and ad-
vanced countries and in gradual real exchange rate
appreciation in the former, a phenomenon known as
the Balassa-Samuelson effect.

Recent Experience The canonical view suggests
that capital should flow from advanced countries to
emerging markets, where returns are higher. Over the
first decade of the 21st century, however, a new
pattern has emerged, where trade surpluses in China
and some other fast-growing emerging economies
are financing trade deficits in a number of advanced
economies, most notably the United States. The
investment rates are very high in the surplus econo-
mies, exceeding 40 percent of gross domestic product
(GDP) in China, but national saving is even higher,
reflecting the relatively low share of consumption in
GDP. While China has attracted a lot of foreign
direct investment, it has been purchasing foreign fi-
nancial assets on a grand scale.

Several explanations have been offered for this
reversal of the traditional pattern. Among the factors
cited are the relatively weak social safety net in China
and some other emerging economies, creating the
need for high precautionary private saving; the rela-
tively underdeveloped financial systems in these
countries, resulting in the flow of these savings
abroad, particularly to the United States, whose in-
novative financial system has been able to generate
attractive assets; and government policy of prevent-
ing the exchange rate from appreciating despite the
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trade surpluses in order to promote exports and to
accumulate international reserves as insurance
against external shocks.

The canonical view still holds in many instances.
Many advanced economies, for example Germany
and Japan, are running current account surpluses,
and many emerging market countries, including
Central and Eastern European economies and many
Latin American economies, are running deficits.
High commodity prices, which boost the incomes of
many developing countries and reduce their reliance
on external finance, may have disrupted the tradi-
tional pattern, although this explanation clearly does
not pertain to China. On the other hand, the fact that
capital does not flow to the poorest developing
countries does not really contradict the canonical
view, as these countries, for many reasons, do not
promise high return on investment despite having
litdle capital.

See also capital flows to developing countries; economic
development; foreign direct investment (FDI); growth in
open economies, neoclassical models; international in-
come convergence
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H capital controls

Capital controls are public policies that aim to curb
or redirect flows of financial assets (e.g., bonds, loans,
stocks, and foreign direct investments) across inter-
national borders, through taxes or various types of
quantity restrictions. Governments use these policies
as a means to generate fiscal revenues and for other
economic and/or political reasons.

From an economic efficiency perspective, an im-
portant economic rationale for capital controls usu-
ally revolves around a “second-best” argument, that
is, a distortion of the operation of free markets that
cannot be eliminated. These distortions may be due
to asymmetric information (when the two sides of a
transaction do not have access to the same informa-
tion), externalities (unaccounted for consequences of
agents’ decisions), financial sector problems, or other
market pathologies. In such cases when the distortion
cannot easily be eliminated, a policy that would have
been clearly inferior to free markets (such as capital
controls) can be used to counter the cost of the initial
distortion.

The first modern era that was to a large extent free
of capital controls and in which international fi-
nancial markets became highly integrated occurred
prior to World War1 (1880 1914). During the war,
and during most of the interwar period that followed,
numerous countries, including all of the major par-
ticipants in the international economy, relied on the
heavy use of capital controls. During the post World
War II era of 1945 72, capital controls were also



used, based on a set of agreements signed at Bretton
Woods in 1944. This usage was supported by the
International Monetary Fund (IMF). Under the
Bretton Woods system, fixed exchange rates and
capital controls protected countries from destabiliz-
ing external shocks. The IMF Articles of Agreement
allowed countries to retain capital controls, stipulat-
ing that countries could not draw on IMF resources
to meeta “large or sustained outflow of capital” (IMF
Articles of Agreement, Article VI, Section 1a).

The countermovement, which began with the
breakdown of the Bretton Woods system in the
1970s, sought to remove government controls and
allow markets to operate freely. Most developed
countries removed the bulk of their restrictions on
capital flows in the 1970s and 1980s, with the United
States removing its main capital controls in 1974. A
number of countries in Asia moved in the same di-
rection during this period and were followed in turn
by several South American economies at the end of
the 1980s. The majority of African and Middle
Eastern countries did not progress as far in liberal-
izing their capital accounts at the time. This process
gained momentum in the early 1990s, with many
developing countries removing most of their control
on international capital flows. In the developing
economies, this trend was seen as part of the neo-
liberal “Washington consensus,” a set of liberalizing
policies that included the decontrol of foreign direct
investment.

The Asian financial crisis of 1997 98 fostered a
wave of analyses that sought to determine its causes.
Many analysts charged that the Asian countries that
were hit the hardest had liberalized their capital ac-
counts prematurely under pressure from the IMF.
This criticism gave rise to intense skepticism about
the wholesale removal of capital controls. This debate
has spawned an extensive literature striving to eval-
uate the economic impact of the various types of
capital controls.

Classifying Restraints on Capital Movements
Restraints on capital flows may broadly be divided
into those that focus on capital account transactions
(capital controls) and those that focus on foreign
currency transactions (exchange controls).

Capital Controls These involve constraining one
or more elements of the balance-of-payments capital
account. In principle they can cover foreign direct
investment (FDI), portfolio investment, borrowing
and lending by residents and nonresidents, transac-
tions making use of deposit accounts, and other
miscellaneous transactions. Within each of these
categories, there may be a wide range of possible
controls. For example:

FDI by residents abroad or nonresidents do-
mestically can be directly restricted, or re-
strictions can influence the repatriation of
profits and initial capital, and the structure
of ownership.

Portfolio investment restrictions can take the
form of regulations on the issuance or ac-
quisition of securities by residents overseas
or by nonresidents domestically. Limita-
tions on the repatriation of dividends and
capital gains and transfers of funds between
residents and nonresidents may also exist, as
may “market-oriented” tax measures.

Regulations on external debt transactions
largely take the form of ceilings or taxes on
external debt accumulation by residents and
firms (financial and nonfinancial institu-
tions). Special exemptions are often
provided in the case of trade-oriented en-
terprises or on a case-by-case basis, as
determined by the regulatory authorities.

Restrictions on deposit accounts may be im-
posed on foreign currency deposits held
locally by residents and nonresidents, or de-
posits held in local currency by residents
abroad or by nonresidents overseas or locally.

Other capital controls entail restrictions on real
estate, emigration allowances, and other
forms of capital transfers.

Some Key Distinctions Mechanisms for seeking to
restrain international capital flows may be applied on
a selective or comprehensive basis; they can be based on
outflows or inflows; they can be cither temporary or
permanent, and they can focus on direct quantitative
controls or on using the price mechanism via explicit
or implicit taxation.
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Selective versus Comprehensive Curbs on capital
movements may be more or less extensive. Atone end
of the range, the capital account could be virtually
inconvertible (i.e., comprehensive capital controls).
India and China are notable examples in Asia. This
being said, it is more typical for a country to impose
controls selectively, on one or more items within the
capital account. Of the 155 countries surveyed in an
IMEF study, 119 were reported to have imposed some
type of restrictions on certain capital account trans-
actions (Ariyoshi et al. 2000). Of the 119 countries
with some controls, 67 were reported to use com-
prehensive controls. The distinction between selec-
tive and comprehensive controls may not be precise,
however. For instance, even India and China have
relative freedom in some forms of capital movements
(such as FDI). The distinction is therefore more of
degree than of kind. A generally illiberal regime, that
is, one with comprehensive controls, typically has a
“positive list” of exceptions to the controls. A gen-
erally liberal regime, that is, one that imposes con-
trols selectively, is likely to have a “negative list” of
items to be controlled.

Outflows versus Inflows What is the purpose of
restraints on capital outflows? First, restraints can
slow the speed of capital outflows when a country is
faced with the possibility of a sudden and destabi-
lizing withdrawal of capital during a time of uncer-
tainty. Second, they are supposed to break the link
between domestic and foreign interest rates, recog-
nizing that a country cannot maintain a flexible ex-
change rate regime, monetary policy autonomy, and
an open capital account all at once (i.e., “impossible
trinity”). Thus, crisis-hit economies could conceiv-
ably pursue expansionary monetary and credit poli-
cies as a means of growing their way out of debt or a
recession without having to worry about possible
capital flight and the weakening of the currency.

Controls on capital inflows have become more
common since the mid-1990s and are meant to
minimize the chances of an abrupt and sharp capital
reversal (bust) in the future. These are sometimes
referred to as “speed bumps” or “sand in the wheels”
of the international financial system. Empirical

studies have indicated that capital controls have been
more effective at preventing “excessive” capital in-
flows than at stemming capital flight (Mathieson and
Rojas-Suarez 1993).

The most prominent example of these controls is
the Chilean encaje, implemented between 1991 and
1998. The encaje was the requirement that a fixed
percentage (initially 20 percent) of any short-term
capital inflow be deposited in a non-interest-bearing
account at the Chilean Central Bank for at least three
years. The encaje’s aim was to slow down capital in-
flows, prevent an appreciation of the Chilean peso,
and discourage short-term flows and shift more flows
into less destabilizing inflows with longer maturities.

Temporary versus Permanent Restraints Tem-
porary restraints are seen as a deterrent to excessive
outflows or inflows during an “extraordinary” pe-
riod. When a country is facing the possibility of
capital flight, for example, temporary restraints give
policymakers time to make appropriate changes in
economic policy. Conversely, temporary restraints
may be imposed when an economy experiences un-
sustainably large capital inflows, due to excessive
confidence in the growth prospects of the economy
(i.e., “irrational exuberance”).

The rationale behind temporary restraints arises
from the fear that such capital surges could lead to a
loss of competitiveness through a real exchange rate
appreciation (sometimes referred to as the “financial
Dutch disease phenomenon”) (Calvo etal. 1996). In
addition, the literature on optimal sequencing of
economic liberalization has emphasized the need to
reform the financial sector in conjunction with put-
ting in place adequate prudential regulation so as to
limit the possibility of systemic risks, before at-
tempting to decontrol capital account transactions.
As such, temporary controls may allow reforms to be
phased (for instance, see Eichengreen et al. 1999).

Permanent controls are seen as necessary even
during “normal” times. The rationale here is that
even if all the microeconomic distortions are elimi-
nated and macroeconomic policies are generally
sound, certain inherent market failures will cause
suboptimal decisions to be made in a decentralized



and free market economy. Insofar as these market
failures are prevalent in a laissez-faire economy, they
may provide a rationale for permanent, rather than
event-specific or transitory, capital restraints.

Direct/Administrative versus Market/Price-Based
Restraints Restraints can either directly control mar-
ket movements or they can be a market-based
mechanism that alters the structure of price incentives
market participants face, thereby inducing them
to modify their behavior. Direct controls can gen-
erate such problems as bribery and corruption, high
enforcement costs, and the inevitable creation of a
black market. These drawbacks have generally led
economists to prefer cost-based levies, which also may
generate tariff revenues, over quantitative restrictions.

Exchange Controls Exchange controls regulate the
rights of residents to use foreign currencies and hold
offshore or onshore foreign currency deposits. They
also regulate the rights of nonresidents to hold do-
mestic currency deposits onshore. In addition, they
may be defined to include taxes on currency trans-
actions and multiple exchange rate practices that are
aimed at influencing the volume and composition of
foreign currency transactions. Exchange controls are
not necessarily aimed at restricting capital flows; they
are occasionally intended only to restrict the current
account (trade in goods and services). Yet, strictly
speaking, currencies are simply another type of fi-
nancial asset, and therefore these controls amount to
restrictions on trade in assets. Furthermore, whatever
their original intention, exchange controls generally
have a significant impact on the capital account.

Data on Capital Controls The primary source for
internationally comparable data on capital controls is
the IMF Annual Report on Exchange Arrangements
andExchange Restrictions(AREAER). Thepublication
contains a detailed description of the legal framework
that governs the capital account and is published
annually, providing data relating to a large number of
countries. Prior to 1996 the IMF reported only
whether the country had imposed restrictions; after
1996 the publication includes a much more detailed
description of the legal regime governing the capital
account.

A number of researchers have devised various
numerical indicators of the degree of capital account
openness/controls, using the IMF AREAER dataset
inaddition to primary country sources (e.g., Miniane
2004; Edwards 2006). Several researchers alterna-
tively focus on stock markets and detail various as-
pects of their actual or de jure state, such as when
stock markets are open to trading by foreigners, or
when domestic companies are allowed to cross-list
abroad (e.g., Henry 2003; Edison and Warnock
2003; Bekaert et al. 2005).

This research agenda is still in its infancy, with
little agreement among researchers on the appropri-
ate measures and wide agreement on their respective
drawbacks. As data quality improves economists
should be better able to analyze and distinguish
among the effects of various types of controls.

See also asymmetric information; balance of payments;
Bretton Woods system; capital mobility; convertibility;
currency crisis; exchange rate regimes; financial crisis; fi-
nancial liberalization; hot money and sudden stops; im-
possible trinity; International Monetary Fund (IMF); Tobin
tax; Washington consensus
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B capital flight
Today’s world economy is characterized by large
movements of capital across countries and regions.
Cross-border financial movements include legal
transactions that are duly recorded in national ac-
counts as well as the illicit smuggling of capital re-
ferred to as capital flight. Capital flight is the residual
difference between capital inflows and recorded
foreign-exchange outflows. Capital inflows consist of
net external borrowing plus net foreign direct in-
vestment. Recorded foreign-exchange outflows
comprise the current account deficit and net addi-
tions to reserves and related items. The difference
between the two constitutes the measure of capital
flight (Erbe 1985).

Measuring Capital Flight Capital flight (XF) for
a country in a given year is calculated as:

KF = ADEBT + FDI —(CA+ ARES)

where ADEBT is the change in total external debt
outstanding, FDI is net direct foreign investment,
CA is the current account deficit, and ARES is net
additions to the stock of foreign reserves.

A number of refinements are made to the capital
flight formula to obtain a measure of capital flight to
take into account the various channels and factors
that affect capital flight. First, as countries’ debts are
denominated in various currencies, the reported U.S.
dollar value needs to be adjusted to take into account
fluctuations in the exchange rates of these currencies
against the dollar (Boyce and Ndikumana 2001).
Second, trade misinvoicing constitutes an important
channel of capital smuggling (Gulati 1987; Lessard
and Williamson 1987). Export underinvoicing and
import overinvoicing inflate the current account
deficit recorded in the balance of payments, while
import underinvoicing leads to understatement of
the true deficit. Thus the capital flight estimate ob-
tained using balance of payments trade data is likely
either to overstate or understate the actual volume of
capital flight. The refined measure of capital flight is
the following:

KF =AADJDEBT + FDI
— (CA+ ARES) + MISINV



where ADJDEBT is debt flows adjusted for exchange
rate fluctuations and MISINV is net trade mis-
invoicing. Additionally, a measure of the opportu-
nity cost of capital flight or the losses incurred by the
country through capital flight is obtained by im-
puting interest earnings on capital that left the
country in eatly years.

Significance of Capital Flight from Developing
Countries The problem of capital flight from de-
veloping countries deserves serious attention for
several reasons. First, capital flight reduces domestic
investment directly by reducing the volume of sav-
ings channeled through the domestic financial sys-
tem, hence retarding economic growth. Second,
capital flight affects the government’s budget balance
indirectly by reducing the tax base through reduced
domestic economic activity. Moreover, capital flight
forces the government to increase its borrowing from
abroad, which further increases the debt burden and
worsens the fiscal balance. Third, capital flight is
likely to have pronounced regressive effects on the
distribution of wealth. The individuals who engage
in capital flight generally are members of a country’s
economic and political elites. They take advantage of
their privileged positions to acquire and channel
funds abroad. The negative effects of the resulting
shortages of revenue and foreign exchange, how-
ever, fall disproportionately on the shoulders of the
less wealthy members of society. The regressive im-
pact of capital flight is compounded when finan-
cial imbalances result in devaluation of the national
currency because those wealthy individuals who
hold the external assets are insulated from its negative
effects, while the poor enjoy no such cushion.
Fourth, capital flight exacerbates the resource gaps
faced by developing countries and forces them to
incur more debt, which worsens their international
position and undermines overall economic perfor-
mance.

What Causes Capital Flight? The empirical lit-
erature has identified a number of factors that are
associated with high levels of capital flight (Ndiku-
mana and Boyce 2003; Murinde, Hermes, and
Lensink 1996). The single most consistent finding in
empirical studies on capital flight is that the annual

flows of external borrowing are strongly associated
with capital flight. The causal relationship between
capital flight and external debt can run both ways:
thatis, foreign borrowing can cause capital flight, and
capital flight can lead to more foreign borrowing,.
Foreign borrowing causes capital flight by contrib-
uting to an increased likelihood of a debt crisis,
worsening macroeconomic conditions, and causinga
deterioration of the investment climate. This is re-
ferred to as debr-driven capital flight. Foreign bor-
rowing may provide the resources as well as a motive
for channeling private capital abroad, a phenomenon
called debt-fueled capital flight (Boyce 1992). Capital
flight also induces foreign borrowing by draining
national foreign-exchange resources and forcing the
government to borrow abroad.

Good economic performance, measured in terms
of higher economic growth, and stable institutions
are associated with lower capital flight. Strong eco-
nomic growth, for example, is a signal of higher ex-
pected returns on domestic investment, which in-
duces further domestic investment and thus reduces
capital flight. High and sustained economic growth
also gives confidence to domestic investors about the
institutional and governance environment of the
country, which encourages domestic investment
while reducing incentives for capital flight. The po-
litical and institutional environment is also an im-
portant factor in capital flight. In particular, political
instability and high levels of corruption encourage
capital flight as savers seck to shield their wealth by
investing in foreign assets.

Policy Responses to Capital Flight Private assets
held abroad by residents of developing countries
include both illicit and legally acquired assets. Dif-
ferent strategies are required to repatriate the two
types of assets. Presumably, savers choose to hold
legally acquired assets abroad to maximize risk-
adjusted returns. These assets will be repatriated as
domestic returns rise relative to foreign returns. In
order to prevent further transfers of resources abroad
and to entice repatriation of legally acquired assets,
therefore, governments in developing countries must
implement strategies to improve the domestic in-
vestment climate.
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Illegally acquired assets are held abroad not so
much to maximize the returns on assets as to evade
the law. Owners of these assets will be enticed by
higher domestic returns only if they have guarantees
of immunity against prosecution for fraud and
penalties for unpaid taxes. Such guarantees, how-
ever, would have perverse incentive effects by re-
warding malfeasance. Alternatively, these assets
could be impounded and repatriated by force.
However, the identity of the owners of capital that
has been illegally smuggled out of a country can be
difficult to obtain from the major financial centers,
which have strong customer privacy legislation. In
order to recover the proceeds of capital flight,
therefore, developing countries will need the coop-
eration of the international financial centers and their
governments.

See also balance of payments; capital controls; capital
flows to developing countries; foreign direct investment
(FDI); international reserves; money laundering; offshore
financial centers
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B capital flows to developing countries
Since the 1970s, business cycles in many developing
countries have been characterized by fluctuations in
international capital flows. This has been particularly
true for economies integrated into world financial
markets. Fluctuations in capital flows lead to vari-
atons in the availability of financing (absence or
presence of credit rationing) and in length of loans
(maturities). This involves short-term volatility, such
as the very intense upward movement of spreads
(margin over basic interest rate that reflects per-
ceived risk) and the interruption (rationing) of cap-
ital flows observed during the Mexican (1994 95),
Asian (1997 98), and Russian (1998) crises. They
also involve medium-term cycles, as the experience of
the past few decades (since the last quarter of the 20th
century) indicates.

The developing world experienced two full
medium-term cycles between 1970 and 2000: a
boom of external financing in the 1970s, followed by
a major debt crisis, mainly in Latin America, in the
1980s; and a new boom in the 1990s, followed by
a sharp reduction in net flows after the Asian and

Russian crises of 1997 98. By 2007, international



capital flows to developing countries had recov-
ered, but new sources of potential procyclicality had
emerged, particularly related to the explosive growth
of derivatives worldwide. Derivatives, at their sim-
plest, allow two parties to agree on a future price for a
given asset, for example, a purchase of foreign ex-
change. Derivative contracts have become increas-
ingly important in developing economies as instru-
ments for firms and others to hedge risk and for
international hedge funds and investment banks
to speculate. Large parts of these derivative markets
are not regulated, nor have existing regulations fully
incorporated the risks that derivatives pose in situa-
tions of stress, when they can add to systemic risk.
During booms, developing countries that markets
view as success stories are almost inevitably drawn
into a capital flows boom, inducing private-sector
deficits and risky balance sheets (Ffrench-Davis
2001). For example, when Mexico joined both the
North American Free Trade Agreement (NAFTA)
and the Organisation for Economic Co-operation
and Development (OECD) in the 1990s and was
seen as a “successful reformer,” it initially attracted
huge inflows of capital. Even countries with weak
macroeconomic fundamentals, such as low current
account deficits, may be drawn into the boom, how-
ever, and all countries, again with some indepen-
dence from their fundamentals, will suffer sudden
stops of capital flows. There is also widespread evi-
dence that ample private capital flows encourage ex-
pansionary macroeconomic policies during booms,
such as excessive growth of government spending.
Ample private capital flows encourage expansion-
ary responses by individuals (who consume more)
and companies (which invest more), as well as by
macroeconomic authorities. When capital inflows
fall sharply or turn into outflows, consumers, com-
panies, and governments in developing countries
have to reduce their spending. Thus unstable external
financing distorts incentives that both private agents
and authorities face throughout the business cydle,
inducing a procycdlical behavior of economic agents
and macroeconomic policies (Kaminsky ecal. 2004) .
Although procydlicality is inherent in capital
markets, domestic financial and capital account lib-

eralization in the developing world, as well as tech-
nological developments, such as very rapid com-
munications, have accentuated its effects. A lag in
developing adequate prudential regulation and su-
pervision frameworks increases the risks associated
with financial liberalization.

The costs of such financial volatility in the de-
veloping world in terms of economic growth are
high. There is now significant evidence that capital
flows have not encouraged growth and rather have
increased growth volatility in emerging economies
(Prasad et al. 2003). Whatever the efficiency gains
from financial market integration, they seem com-
pensated by the negative effects of growth volatility.
During and after financial crises, major falls in out-
put, employment, and investment have occurred
(Eichengreen 2004). Volatility in financial markets is
partly transmitted to developing countries through
public-sector accounts, especially through effects of
the availability of financing on government spend-
ing, and of interest rates on public sector debt
service payments. In commodity-dependent devel-
oping countries, links between availability of fi-
nancing and commodity prices reinforce the effects
on public sector accounts. The most important ef-
fects of capital account fluctuations are on private
spending and balance sheets. Capital account cycles,
their domestic financial multipliers, and their re-
flection in asset prices (such as stock markets and
property prices) became an important determinant
of growth volatility.

Different types of capital flows show different
volatility patterns. The higher volatility of short-term
capital indicates that reliance on such financing is
highly risky (Rodrik and Velasco 2000), whereas the
smaller volatility of foreign direct investment (FDI)
vis-a-vis all forms of financial flows is considered safer.
FDI also can bring valuable benefits related to technol-
ogy transfers and access to management expertise and
toforeign markets. Use of risk management techniques
by multinationals, via derivatives, may make FDI in
critical moments as volatile as traditional financial
flows, however (Griffith-Jones and Dodd 2006).

Countercyclical Prudential Regulation and Su-
pervision Managing countercyclical policies for
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developing countries in the current globalized fi-
nancial world is no easy task. For this, it is essen-
tial that international cooperation in the macroeco-
nomic policy area be designed to overcome
incentives and constraints. This means that the first
role of international financial institutions, from the
point of view of developing countries, is to mitigate
the procyclical effects of financial markets and open
policy space for countercyclical macroeconomic
policies, that is, policies that can attenuate the eco-
nomic cycle, for example, by expanding government
spending when the economy is slowing down so as to
accelerate recovery and by contracting government
spending in boom times, to avoid overheating of
the economy. This can be achieved partly by smooth-
ing out boom-bust cycles at the source through
regulation.

One of the major problems seems to be the focus
of prudential regulation on microeconomic risks and
the tendency to underestimate risks that have a clear
macroeconomic origin (see BIS 2001, chap. 7). For
example, in times of rapid economic growth, a port-
folio of bank loans may seem very safe; when the
economy slows down or goes into recession, how-
ever, that same portfolio of bank loans may become
highly problematic. This dimension of changing risk
through time is not usually sufficiently perceived by
individual banks or even by bank regulators. The
basic problem in this regard is the inability of indi-
vidual financial intermediaries to internalize collec-
tive risks assumed during boom periods.

Moreover, traditional regulatory tools, including
both Basel I and Basel II international standards for
bank regulation on capital adequacy, have a procy-
clical bias. The basic problem is a system in which
loan-loss provisions are tied to loan default or to
short-term expectations of future loan losses. Pre-
cautionary signals may be ineffective in hampering
excessive risk-taking during booms, when expecta-
tions of loan losses are low, effectively underesti-
mating risks and the counterpart provisions for loan
losses. The sharp increase in loan delinquencies dur-
ing crises reduces financial institutions’ capital and,
hence, their lending capacity, potentially triggering a
credit squeeze; this would reinforce the downswing

in economic activity and asset prices and, thus, the
quality of the portfolios of financial intermediaries.

Given the central role all of these processes play in
the business cycles of developing countries, and the
important influence of banking regulation on credit
availability in the modern economy, the crucial issue
is to introduce a countercyclical element into pru-
dential regulation and supervision. The major in-
novation is the Spanish system of forward-looking
provisions, introduced in 2000 and later adopted by
Portugal and Uruguay. According to this system,
provisions are made when loans are disbursed based
on the expected (“latent”) losses; such latent risks are
estimated on the basis of a full business cycle.

Under this system, provisions build up during
economic expansions and are drawn on during
downturns. Moreover, many regulatory practices
aimed at correcting risky practices shift underlying
risks to nonfinancial agents (e.g., companies). This is
why capital account regulations aimed at avoiding
inadequate maturity structure of borrowing in ex-
ternal markets by all domestic agents, and at avoid-
ing currency mismatches in the portfolios of those
agents operating in nontradable sectors, may be the
best available option (Ocampo 2003). Also, as long
as there is no international central bank that could
provide unconditional official liquidity in times of
crisis, international rules should continue to provide
room for the use of capital account regulation by
developing countries.

More broadly, the Basel II Accord to regulate
banks internationally has a number of problems that
require attention: it is complex where it should be
simple; it is implicitly procyclical when it should be
explicitly countercyclical; and although it is supposed
to more accurately align regulatory capital with the
risks that banks face, in the case of lending to de-
veloping countries it ignores the proven benefits of
diversification. In particular, by failing to take ac-
count of the benefits of international diversification
of portfolios, capital requirements for loans to de-
veloping countries will be significantly higher than is
justified on the basis of the actual risks attached to
such lending. There are thus fears that Basel II creates
the risk of a sharp reduction in bank lending to de-



veloping countries, particularly during crises (thus
enhancing the stop-go pattern of such lending).

One clear way in which Basel II could be im-
proved to reduce these problems would be to intro-
duce the benefits of diversification. One of the major
benefits of investing in developing and emerging
economies is their relatively low correlation with
mature markets. This has been tested empirically
using a wide variety of financial, market, and macro
variables. Different simulations that compared esti-
mated losses of portfolios that were diversified across
both developed and developing countries with the
losses of portfolios in developed countries only in-
dicate that the former were from 19 to 23 percent
lower (Griffith-Jones, Segoviano, and Spratt 2002).
If risks are measured precisely, this should be re-
flected in lower capital requirements.

An additional positive effect of taking account of
the benefits of diversification is that this makes capital
requirements far less procyclical than otherwise. In-
deed, if the benefits of diversification are incorpo-
rated, simulations show that the variance over time of
capital requirements will be significantly smaller than
if they are not.

Adequate Official Liquidity for Crises At the
country level, central banks have acted for many
decades as lenders of last resort, providing liquidity
automatically to prevent financial crises and avoid
their deepening when they occur. Equivalent inter-
national mechanisms are still at an embryonic stage,
with International Monetary Fund (IMF) arrange-
ments, as of 2007, providing credit only with policy
conditions attached and not automatically (Ocampo
2003). Despite some moderation in this area in the
early 2000s, the general trend in IMF financing was
toward increased conditionality, even in the face of
external shocks, including those that involve financial
contagion. Enhanced provision of emergency financ-
ing at the international level in response to external
shocks is essential to lowering unnecessary reduction
of economic growth or recession within a country and
to avoiding the spread of crises to other countries.

Between the 1980s and the early 2000s, capital
account liberalization and large capital account vol-

ality greaty increased the need for official liquidity

to deal with large reversals in capital flows. There
is increasing consensus that many of the crises in
emerging markets in the late 1990s and early 2000s
have been triggered by self-fulfilling liquidity runs
(Hausmann and Velasco 2004). Indeed, capital out-
flows could be provoked by many factors not re-
lated to countries’ policies. The enhanced provision
of emergency financing in the face of capital account
crises is thus important not only to manage crises
when they occur but to prevent such crises and to
avert contagion (Cordella and Yeyati 2005; Griffith-
Jones and Ocampo 2003).

To address this obvious need, the IMF has made
efforts to improve its lending policy during capital
account crises. In 1997, the Supplemental Reserve
Facility was established.

The evidence that even countries with good
macroeconomic fundamentals might be subject to
sudden stops of external financing also gave broad
support to the idea that a precautionary financial
arrangement, closer to the lender-of-last-resort func-
tions of central banks, had to be added to existing
IMF facilities. In 1999 the IMF introduced the
Contingent Credit Line (CCL). The facility was
never used and was discontinued in November 2003.
Contrary to what was desired, the potential use of the
CCL was seen as an announcement of vulnerability
that could harm confidence.

After the expiration of the CCL, the IMF explored
other ways to achieve its basic objectives. A move in
that direction was proposed by the managing direc-
tor of the IMF and approved by the International
Monetary and Financial Committee in April 2006.
Interestingly, as the IMF recognized, by offering
instant liquidity, a well-designed facility of this
sort “would place a ceiling on rollover costs  thus
avoiding debt crises triggered by unsustainable re-
financing rates, much in the same way as central
banks operate in their role of lenders of last resort”
(IMF 2005). Approval of such a facility within the
IMF, however, seems difficult to achieve.

Implications Volatility and contagion in inter-
national financial markets increased the incidence
of financial crises and growth volatility in the devel-
oping world, and reduced policy space to adopt
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countercyclical macroeconomic policies. Therefore,
a major task of a development-friendly international
financial architecture is to mitigate procyclical effects
of capital flows and open a debate about countercy-
clical macroeconomic policies in the developing
world. To achieve these objectives, a series of useful
policy instruments can be developed, including ex-
plicit introduction of countercyclical criteria in the
design of prudential regulatory frameworks; design-
ing market mechanisms that better distribute the risk
faced by developing countries throughout the busi-
ness cycle; and better provision of countercyclical
official liquidity to deal with external shocks. Such
measures would make capital flows better support
development.

See also asymmetric information; balance sheet ap-
proach/effects; banking crisis; capital controls; capital
flight; capital mobility; contagion; convertibility; currency
crisis; financial crisis; financial liberalization; global imbal-
ances; hot money and sudden stops; international finan-
cial architecture; International Monetary Fund (IMF); In-
ternational Monetary Fund conditionality; international
reserves; Latin American debt crisis; lender of last resort;
twin deficits
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B capital mobility

Capital mobility refers to the ease with which fi-
nancial flows can occur across national borders. High
capital mobility implies that funds are transferred
relatively seamlessly from one country to another.
Low capital mobility implies that financial capital
does not flow as easily into or out of a particular
country, and that there may be barriers hindering the
capital flow. In the world of international finance
there are many types of financial flows, including
foreign direct investment (FDI), portfolio flows, and
flows processed through the banking sector. In order
to capture the mobility of such a broad range of
financial flows, economists use many different ways
to measure capital mobility. No single measure will
capture all the essential characteristics of capital
mobility. The best results are probably obtained by
using several measures together. This entry groups

the many types of measures into four main cate-
gories: arbitrage measures (for debt flows), quantity-
based measures, measures of equity market integra-
tion, and regulatory/institutional measures (figure 1).

Arbitrage Measures The first category refers to
arbitrage conditions, which involve returns on debt
instruments. These are largely embodied in the in-
terest parity conditions: the covered interest parity
(CIP), the uncovered interest parity (UIP), and the
real interest parity (RIP). The basic idea behind
parity conditions is that in a perfectly integrated fi-
nancial market, investors will detect any gaps be-
tween the domestic currency return on a domestic
asset and the domestic currency return on a foreign
asset and will seek to close that gap. In other words,
arbitrage should equalize the prices of identical assets
traded in different markets that is, the law of one
price holds and participants in the market will
behave in such a way as to remove any differences in
the exchange rate adjusted returns on assets in dif-
ferent markets. There are important differences be-
tween these measures: the CIP is the narrowest of
measures; the UIP is a somewhat broader measure;
and the RIP is the broadest of arbitrage measures.
The arbitrage conditions seck to equate rates of re-
turns of comparable assets across different markets/
economies. If capital mobility is high, then any dif-
ferences in (exchange rate adjusted) rates of return
will be alleviated through arbitrage in those markets.
Hence, high capital mobility implies that the various
interest differentials will be low; perfect capital mo-
bility implies a zero differential; while nonzero dif-
ferentials suggest that there are barriers to capital
flows.

Arbitrage conditions are probably a more appro-
priate way of measuring integration for certain sec-
tors, such as banking, than for the whole economy.
The perennial problem with using such arbitrage
measures, especially in developing economies, is the
question of what interest rate to use, and to what
extent the available interest rates are comparable
across countries.

Quantity-Based Measures A growing body of
literature has explored quantity-based measures of
financial integration. These measures provide an
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Figure 1
Categorizing measures of capital mobility: A simple framework

alternative to the traditional arbitrage conditions as a
way of measuring capital mobility. Four such mea-
sures include savings-investment correlations, con-
sumption correlations, current account dynamics,
and actual capital lows.

Savings-Investment Correlations Feldstein and
Horioka (1980) pioneered the use of savings-in-
vestment correlations as a measure of capital mobil-
ity. The argument regarding savings-investment
correlationsis thatin a closed economy, by definition,
savings must equal investment (i.e., the correlation
between savings and investment should be very high).
At the other extreme, with highly integrated capital
markets and a single world interest rate, domestic
investment should be largely independent of domes-
tic savings since the former can be financed through
foreign savings. There are significant empirical and
theoretical shortcomings with the Feldstein-Horioka
criterion and it remains a controversial measure of fi-
nancial integration. The so-called Feldstein-Horioka
puzzle is discussed in a separate entry.

International Risk Sharing Although savings-in-
vestment correlations are the most popular quantity
measure of financial integration, a more theoretically

] measures

elegant measure is examination of consumption
patterns within and across economies (Obstfeld
1989). Essentially, agents access capital markets to
save or dissave based on how they wish to smooth
levels of consumption over time. If two agents in
different countries have similar consumption pat-
terns, this implies that they use the same capital
markets and that the markets are equally accessible to
both. More specifically, a high level of correlation of
consumption between two economies is an indica-
tion that each country is accessing the same capital
market to choose a time path for consumption thatis
outside the path implied by available domestic re-
sources, thus implying access or openness to inter-
national capital flows.

The intuition behind tests of consumption corre-
lations (“international risk sharing”) is that financial
openness ought to afford individuals the opportu-
nity to smooth consumpton over time as they
can borrow and lend on international financial
markets. Thus consumption in any one country
should co-move less with income over time, and if
their preferences over consumption are similar,
consumption should be correlated across countries.



Conceptually, although consumption-based tests of
capital mobility are attractive when attempting to
discern whether a region is ready for monetary union
(as the degree of business cycle synchronization may
be less relevant as long as agents can share con-
sumption risks across borders), they are based on a
number of restrictive assumptions that limit their
practical usefulness.

Current Account Dynamics A related strand of
the literature has focused on current account dy-
namics and, in particular, whether the current ac-
count is stationary (i.e., its mean and variance do
not change over time). Simply put, the argument
here is thatif savings and investment are cointegrated
(i.e., a linear combination of the two is stationary),
their difference, which is the current account, ought
to be stationary (Ghosh 1995). The problem with
this line of reasoning is that a finding of stationarity
could imply either thatan economy is not financially
integrated (thus suggesting the existence of a long-
run relationship between savings and investment) or
that the open capital market is imposing a solvency
constraint on the country in the sense that the fi-
nancial market will penalize a country that is viewed
as being profligate by persistently running current
account deficits (i.e., spending more than it is pro-
ducing).

Actual Capital Flows A fourth quantity-based
measure of capital mobility is observation of the ac-
tual magnitude of capital flows (FDI, portfolio flows,
bank flows). All other things being equal, the higher
the levels of capital inflows and outflows, the greater
the level of capital market integration. Although
examination of cross-border capital flows is useful in
examining the composition of flows, insofar as there
is no yardstick by which to gauge high versus low
capital mobility, it tends to be of limited use as a
measure of financial integration.

Measures of Equity Market Integration An-
other measure of the integration of international
capital markets involves examining equity market
returns. This measure essentially refers to those
nonarbitrage price-based measures thatinclude stock
market correlations (both direct correlations as well
as the extent to which risky assets can be priced using

the international capital asset pricing model), or
news-based measures (i.e., the extent towhich interest
rates and other financial market variables are affected
by common shocks versus country-specific ones).

Papers measuring nonarbitrage measures examine
the bivariate properties of the data and how move-
ments in the equity markets in one country influence
the series in another country. In general, the meth-
odological applications range from simple correla-
tions and covariances to value-at-risk-based ap-
proaches such as Granger causality and variance
decompositions for the short-run analysis and vector
error correction models and cointegration tests for
the long-run scenario. Essentially, these approaches
examine the effect of changes in stock markets in
major financial centers (the United States, Japan, the
United Kingdom, etc.) on local stock markets. In
addition, the use of test of asset pricing models has
gained popularity. Asset pricing models allow for risk
characteristics to be considered when evaluating
market data for different countries. The variance of
stock returns provides very useful information about
the extent of capital mobility, in that a variance that
decreases as the international portfolio increases
would imply that correlations between markets are
low enough for benefits to diversification to be real-
ized. This is evidence against integration between
these markets.

The news-based measures tend to be analyzed in a
multivariate setting. The objective is to test for the
existence of common trends and common sources of
variation among a group of markets. A single com-
mon trend, for instance, implies a high level of in-
tegration. The existence of country-specific sources
of variation would imply the opposite.

Regulatory, Institutional, and Other Measures
The degree of capital mobility can also be measured
by observing the extent to which a country has im-
posed capital controls. The types of controls that
might be in place are numerous, including legislative
control over deposit rates, restrictions on capital ac-
count transactions such as restrictions on term or
currency, regulations relating to the entry and exit of
foreign financial services, and exchange controls. An
obvious limitation of these measures is the difficulty
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of obtaining good proxies to measure such barriers or
regulatory impediments that prevent financial inte-
gration. A fundamental assumption with all indexes
of capital controls is that the removal of capital
controls may, in some way, result in a more finan-
cially integrated economy. A situation could exist,
however, in which a country has very few capital
controls and yet is not regarded as being integrated
with other economies. This could be due to legal or
political factors, cultural variables, business practices,
or the economy’s simply not having been noticed by
others as a potential place to export capital flow
that is, it “escaped the radar” of the international
financial community.

Going Forward It is generally believed that in-
novations in communications and market access,
including reduction in barriers to capital flows, have
increased the extent of international capital mobil-
ity worldwide. Obtaining empirical evidence of
this is difficult, however. There is no single mea-
sure of capital mobility. Each measure offers only a
partial indication of the extent of integraton.
Given the multiplicity of definitions of capital mo-
bility, an important area for future research would
be to develop a multivariate methodology to reduce
the multidimensionality of the concept of capital
mobility to an operational univariate measure. It
is equally important to undertake more detailed
studies on the legal, institutional, and other barri-
ers that hinder the free movement of cross-border
capital.

See also balance of payments; capital controls; capital
flows to developing countries; convertibility; exchange
rate forecasting; exchange rate volatility; Feldstein-
Horioka puzzle; home country bias; interest parity condi-
tions; purchasing power parity
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B carry trade

The term carry trade, or currency carry trade, refers to
trades in which funds are borrowed in a relatively
low-yielding currency to invest in a higher-yielding
currency. In the process, a “short” position is estab-
lished in the low-yielding currency and a “long”
position is created in the other currency. The degree
of leverage depends on the amount of capital (or the
required margins) put up against the borrowing in
the relatively low-yielding currency. The borrower
benefits not only from the difference in yields but,
more important, from any favorable change in the
exchange rate. In principle, carry trades can take place
between any assets that offer different expected rates
of return. This entry covers carry trades in currencies.



The considerable recent attention paid to carry
trades reflects the judgment of some market analysts
that these trades can significantly influence exchange
rate dynamics. Surprisingly, however, there is little
quantitative evidence on their importance. This, in
large measure, reflects the opaqueness of the over-
the-counter (OTC) markets in which the bulk of
currency trading takes place, along with the difficul-
ties of identifying the size of such trades from balance
of payments data. Much of the evidence on carry
trades tends to be anecdotal and based on the as-
sessments of currency marketanalysts or participants.

The possibility of systematically earning higher-
than-normal returns from carry trades is closely
linked to whether foreign exchange markets are infor-
mationally efficient. In an efficient market, such trades
would not be expected to systematically produce
above-average returns (adjusted for risk), and any
abnormal returns would be a matter of chance. Either
because foreign exchange markets are not informa-
tionally efficient or on account of differences in view
about the appropriate underlying equilibrium model
of returns, the carry trade literature assumes that mar-
ket players seek to systematically earn superior returns.

Market Efficiency The informational efficiency of
financial markets refers to whether asset prices fully
reflect all available information. The concepts of in-
formational efficiency and rational expectations are
closely related, and the term rational expectations is
also used to characterize situations in which expec-
tations (and markets) are informationally efficient.

Since the move toward generalized floating in the
early 1970s there has been an extraordinary amount
of empirical work on the efficiency of major foreign
exchange markets. For the most part, the work has
not been successful in unambiguously determining
whether major foreign exchange markets are infor-
mationally efficient. Largely because efficiency tests
are joint tests of both informational efficiency and an
assumed underlying model of equilibrium returns,
statistical findings invariably are open to different
interpretations. As applied to the foreign exchange
market, a common assumption in many tests has
been that interest-earning assets denominated in
different currencies are perfect substitutes and carry

the same expected rate of return (uncovered interest
rate parity). Based on this assumption together
with the assumption of covered interest rate par-
ity, which allows the forward rate to be used as a
proxy for the unobserved expected future spot rate
many early tests considered whether forward ex-
change rates were biased predictors of future spot
exchange rates (see equation [1]) or whether the dif-
ference between the realized spot rate and the lagged
forward rate could be predicted on the basis of the
available information set /(?) (see equation [2]).

Under the null hypothesis of market efficiency,
the parameter o in equation (1) should be equal to
zero and the parameter § equal to unity, while the
error term should be white noise. Alternatively, in-
formational efficiency can be considered with rela-
tion to equations such as (2) where depending on
the assumed content of the information set /(£)  the
market is either weakly or strongly efficient when
I' = 0 and the error term is white noise. Here lower
case s and frefer to the natural logarithms of the spot
and forward rates, respectively, /(?) is the information
set at time #, v and 7] are error terms, and A is the first
difference operator. The term f(z, k)refers to the
period ¢ forward rate for period 4.

As(t+ k, k) =a+ B(f (2, k)
—s(2)+ov(r+ k) (D)
s(t+ k) —Ft, k) =T1I(t) +n(t+ k) )

Almost without exception, tests based on equa-
tions such as (1) and (2) have rejected the informa-
tional efficiency of foreign exchange markets under
the maintained assumption of interest rate parity. In
particular, a relatively robust finding across many
sometimes re-
is that
p in equation (1) is closer to negative unity than to

major currencies and time periods
ferred as to the negative forward bias puzzle

positive unity as implied under efficiency. In addi-
tion, itis notuncommon for available information

including lagged values of forward and spot exchange
rates to be found useful in helping predict the
difference between forward and spot exchange rates
in equations such as (2). In short, forward premiums
appear to be biased predictors of future exchange rate
changes and forecast errors tend to be predictable.
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These findings are open to a number of different
interpretations with regard to whether it is infor-
mational efficiency or uncovered interest rate parity
that is rejected. Hence the underlying equilibrium
model of returns is not conclusive. This issue has not
been resolved, but recent tests of efficiency have in-
creasingly moved beyond the assumption of uncov-
ered interest rate parity to incorporate both constant
and time-varying risk premiums. In addition, a num-
ber of studies have used survey data to measure ex-
change rate expectations in place of forward rate data.

Carry Trades and Exchange Rate Regimes The
extent to which large carry trades can be built up is
likely to be influenced importantly by the exchange
rate regime. Under a pure floating regime, uniformity
in exchange rate expectations across agents would be
expected to exclude the possibility of a very large
buildup in carry positions. Negative sentiment to-
ward a currency would be expected under floating
rates to be reflected relatively quickly in adjustments
in interest rates and exchange rates as individuals
sought to build up their short-long currency positions.
As a result, risk-adjusted expected returns on assets
denominated in different currencies would tend to be
equalized. Any substantial buildup in carry positions
under flexible exchange rates could arise when agents
hold very different exchange rate expectations or there
are differences in risk appetites. In such circum-
stances, one individual’s “long” carry position on a
currency would be matched by an equal and offsetting
position on the part of other individuals.

When there is substantial exchange market in-
tervention and sterilization, the emergence of large
carry positions seems more plausible. Such positions
would represent bets of the private sector vis-a-vis the
official sector about the future time path of the ex-
change rate. The positions would be facilitated by the
official sector intervening in the foreign exchange
market and providing increased supplies of the cur-
rency in which the private sector sought to go “long.”
Of particular interest in this latter connection are
situations in which the buildup in “long” positions in
a currency is matched by the authorities’ sterilization
of their exchange market interventions. In these
cases, the long carry position of the private sector

would effectively be matched by the authorities as-
suming the short position in the currency.

Carry Trades and Asia Notwithstanding the
large amount of attention paid to carry trades, the
evidence of their importance in particular episodes is
largely in the eye of the beholder. In analyzing the
1997 98 Asian financial crisis, international orga-
nizations such as the International Monetary Fund
took the view (based largely on market intelligence)
that carry trades had been important determinants of
exchange market dynamics. Spurred by sterilized
intervention that led to interest rates in many Asian
emerging markets remaining well above those in the
United States and Japan even as currencies were ex-
pected to appreciate, carry trades were seen as con-
tributing importantly to the surge in short-term
capital flows to the region before the crisis. Subse-
quently, the unwinding of these trades during the
1997 98 crisis was seen as contributing to significant
downward pressure on many regional currencies. No
attempt was made, however, to quantify the impor-
tance of these trades.

More recently, many market analysts expressed
concern about a possible disorderly appreciation of
the Japanese yen during 2006 related to a possible
catlier buildup of large carry trades that had been
funded in yen during the period when short-term
interest rates in Japan were effectively zero. As the
Bank of Japan began to raise interest rates in 2006,
the possibility that these trades might be unwound
led to concerns that the Japanese yen would appre-
ciate sharply. In the event, the yen continued to re-
main weak even as short-term interest rates in Japan
were increased modestly during the first half of 2006.
Subsequently, there has been debate among private
sector financial analysts as to how large the buildup in
yen-funded carry trades during the zero interest-rate
period had been and whether its importance had
been exaggerated.

Carry trades can be viewed as one of a large
number of ways in which individuals can speculate
on currency movements. The absence of data on the
quantitative significance of carry trades precludes a
systematic evaluation of their potential importance,
but many market analysts regard them as potentially



important influences on exchange markets dynamics
during particular episodes.

See also Bank of Japan; capital flows to developing
countries; conflicted virtue; currency crisis; exchange rate
regimes; exchange rate volatility; foreign exchange inter-
vention; hedging; interest parity conditions; international
reserves; peso problem; speculation; sterilization
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CHARLES ADAMS

H Central American Common Market (CACM)
The Central American Common Market (CACM)
was established by the General Treaty of Central
American Economic Integration signed on Decem-
ber 13, 1960, by Guatemala, Honduras, El Salvador,

and Nicaragua. Costa Rica joined on July 23, 1962.
The treaty was the principal economic component of
a series of measures adopted during the 1950s and
early 1960s that were designed to facilitate the po-
litical and economic integration of the five nations of
the Central American isthmus. The General Treaty
also created two regional institutions: the Secretariat
for Regional Economic Integration and the Central
American Bank for Economic Integration. The po-
litical component of this integration process was to
be carried out through the Organization of Central
American States (ODECA), which was formed on
October 14, 1951.

Integration Efforts in the 1950s and 1960s The
notion of a unified isthmus has a long history in
Central America. It dates back at least to 1821 and
the formation of the Federation of Central American
States shortly after the region’s independence from
Spain. The federation lasted only 15 years, but the
ideal of unification continued to prevail throughout
the next century and finally led to concrete unifica-
tion measures in the 1950s. During this period, re-
gional integration was driven in part by the example
of the European Community and by the views of
economists at the UN Economic Commission for
Latin America (ECLA). According to their import-
substitution industrialization (ISI) strategy, poor
nations should eschew international trade and turn
inward by closing their internal market to foreign
products. The resulting boost to their domestic in-
dustry would lead to higher living standards. Since
the ISI strategy does depend on the size of internal
markets, however, ECLA economists believed that
the strategy would be more effective in the region
if the five nations formed a free trade area that
expanded the market size for local firms but still
protected them from international competition.
Prompted by these ideas, the five nations signed
the Multilateral Treaty on Free Trade and Economic
Integration in Central America on June 10, 1958.
That same day, they also signed the Regime for
Central American Integration Industries (RII),
which permitted member countries to identify firms
that due to economies of scale would be granted
monopoly right to supply the entire region. To
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ensure balanced development, each nation would be
allocated an equal number of these industries.

The ECLA approach led to opposition from the
United States and other groups concerned with its
protectionist bent. Responding to this pressure, the
the General
Treaty that altered the direction of the proposed

common market from one focused on protection to

five nations reached a new agreement

one intended to be more encouraging of trade. For
instance, whereas the Multilateral Treaty required
that products eligible for free trade intraregionally be
listed within the treaty, the General Treaty freed all
products unless specifically exempted and identified
by the treaty.

By most criteria, the CACM was considered a
dramatic success, especially during its first decade of
operation. According to Bulmer-Thomas (1998,
314 16), the elimination of duties on intraregional
trade and the creation of a common external tariff
(CET) was done rapidly and efficiently: 74 percent of
goods listed on the tariff schedule traded freely im-
mediately on the General Treaty’s entry into force
and, by the end of 1966, 94 percent of all listed
products were assessed no duty when trading in-
traregionally. In addition, by 1967, 90 percent of
traded goods were covered by the CET. As a conse-
quence, intraregional trade expanded by a factor of
nine, from $31.3 million in 1960 to $285.2 million
in 1970, and the share of intraregional trade as a
percentage of total exports rose from 7.0 percent in
1960 to 26 percent in 1970. For more details see
Bulmer-Thomas (1998, table 1).

Despite these successes, deficiencies in the inte-
gration model soon became evident. The General
Treaty was biased toward freeing up intraregional
trade in consumer goods manufactured regionally
and left in place barriers to intraregional agricultural
trade. This contributed to sizable intraregional trade
imbalances among the less-developed members
such as Honduras and Nicaragua, which had small
or nonexistent manufacturing sectors. It also led to
sizable trade diversion as third-country manu-
factured consumer goods, which faced high protec-
tionist CETs, were replaced by more expensive,
lower-quality regional goods. Yet the mechanisms

established to address imbalances were either inca-
pable of reaching a consensus or nonexistent. For
instance, the RII was suspended when Costa Rica
permitted the establishment of a tire factory to
compete with an integration industry already oper-
ating in Guatemala. Finally, since the structure of the
regional agreement still maintained elements of the
ISI model, tariff revenues fell sharply as a percentage
of total government revenues. Not only did con-
sumer goods trade duty-free, since they were manu-
factured regionally, but also imports of intermediate
and capital goods from outside the region entered
duty-free to avoid harming these regional manufac-
tures. To address this problem, the five nations
agreed to a 30 percent increase in the CET under the
San Jose Protocol of 1968.

Finally, regional integration collapsed when a
dispute over the attempted expulsion by Honduras
of Salvadoran immigrants during the summer of
1969 led to a four-day war between the two neighbors
and the eventual withdrawal of Honduras from the
CACM in December 1970. Relations between the
two nations would remain suspended for a decade.

A Revival of Integration Efforts in the 1990s As
a by-product of efforts to restore peace to Central
America, the Central American presidents’ meeting
in Antigua, Guatemala, in 1990 called for reviving
the integration process. In response, the five nations,
including Panama as a new member, signed the
Tegucigalpa Protocol to the ODECA Charter on
September 13, 1991. The protocol amended the
existing integration framework and established a new
institution, the System of Central American In-
tegration (SICA), which was to oversee the integra-
tion process. As an umbrella institution, SICA
oversaw 4 thematic areas (economic, political, social,
and environmental) and incorporated 27 other re-
gional institutions, more than 200 treaties or pro-
tocols existing among the member nations, and 3
regional bodies: the Central American Court of
Justice, the Central American Parliaments, and the
Secretary General of SICA.

It is worth underscoring that the protocol called
for the creation of an economic union and the po-
sitioning of the region within the global economy.



This was one of a number of important indica-
tors that views within the region regarding the ap-
propriate development model had shifted dramati-
cally. The integration efforts were now to be guided
by an export-led development model whose orien-
tation was outward, as opposed to the inward-ori-
ented, import-substitution framework that domi-
nated the views of the early architects of the CACM.
Regionalism was now to be open, not closed. More-
over, several of the member countries had adopted a
neoliberal trade strategy that focused on lowering
tariffs, eliminating quantitative trade barriers, and
employing more market-friendly measures.

The next important step in the revival of eco-
nomic integration was taken on October 29, 1993,
when the six member nations of SICA signed the
Guatemala Protocol to the General Treaty. This
protocol focused on economic integration and
committed the six nations to the formation of a
customs union.

Since these steps were taken, the momentum to-
ward integration has ebbed and flowed, buffeted by a
host of factors internal (such as the election of pres-
idential candidates opposed to further integration)
and external to the region. For instance, Hurricane
Mitch in 1998 dampened enthusiasm for integra-
tion, the prices of the region’s commodity exports
deteriorated sharply, and SICA was confronted with
a severe funding crisis.

Nonetheless some progress has occurred and the
enthusiasm for integration appeared to be on the rise
by about 2005. By early 2007, all but a handful of
regional goods traded freely within the region and,
according to data provided by SICA, 94 percent
(5,846 out of 6,198) of the products in the tariff
schedule had been harmonized into a CET. Ad-
ditionally, the CET was far less protectionist than
during the earlier integration period and was applied
as follows: 0 percent to capital goods and raw ma-
terials produced outside the region, 5 percent to raw
materials produced regionally, 10 percent to inter-
mediate goods produced regionally, and 15 percent
to final goods. Moreover, the recent implementation
of the Central American Dominican Republic Free
Trade Agreement (CAFTA-DR), which establishes a

free trade area (FT'A) that includes the United States,
the five Central American countries, and the Do-
minican Republic, has great potential for deepening
the region’s integration.

Following a comprehensive comparison of the
FTA with existing integration instruments, Gonzalez
(2005) concludes that among the most important
features of the new FTA is that the Central American
countries opted to make its requirements apply in a
plurilateral fashion, as opposed to only bilaterally be-
tween the United States and each country. This con-
trasts with the FTA agreements signed earlier by the
region with Chile and with Mexico, which were hub-
and-spoke in nature. A second important feature
identified by Gonzalez is that the FTA agreement
sets a “floor” on disciplines in a host of existing areas
(e.g., trade in goods) and new areas (e.g., services,
investment, intellectual property, dispute settlement,
etc.). Asaresult, the new FTA essentially deepens and
updates the regional integration instruments.

See also Central American Dominican Republic Free
Trade Area (CAFTA-DR); common market; free trade area;
Free Trade Area of the Americas (FTAA); import substitu-
tion industrialization; regionalism; tariff rate quotas
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JOSE A. MENDEZ

B Central American-Dominican Republic

Free Trade Area (CAFTA-DR)

On May 28, 2004, after a year and a half of intense
negotiations, the United States and five Central
American countries (Costa Rica, El Salvador, Gua-
temala, Honduras, and Nicaragua) signed the Cen-
tral American Free Trade Agreement (CAFTA). The
Dominican Republic joined the agreement on
August 5, 2004, and to reflect this, the acronym
was changed to CAFTA-DR. Like other recent
free trade agreements (FTAs) signed by the United
States, CAFTA-DR is a comprehensive agreement
that goes far beyond traditional FTAs. Once fully
implemented the agreement will bring about the
elimination of barriers to virtually all trade and
investment, and each member country will have
implemented legal and regulatory reforms designed
to protect intellectual property, raise and enforce
labor and environmental standards, improve cus-
toms administration, and open up government pro-
curement.

By December 2007, the treaty had been im-
plemented between the United States and four
countries and implementation with the Dominican
Republic was imminent. Costa Rica had yet to sub-
mit the treaty to its congtess for a vote, but ratifica-
tion was certain following approval on October 7,
2007 by 51.6 percent of Costa Rican voters of a
referendum supporting the treaty.

Challenges and Opportunities For the Central
American (CA) countries, the FTA offered an op-
portunity to enhance their protrade, market-oriented
development strategy by locking in the strategy with
a trade agreement with the United States, their
principal trading partner as well as the world’s largest
market. In 2004, the United States accounted for 56
percent of the region’s exports and 44 percent of the

region’s imports. The agreement would also secure
access on a reciprocal and more permanent basis.
Eighty percent of the region’s exports to the United
States already entered duty free, but under the Ca-
ribbean Basin Initiative and General System of Pre-
ferences, tariff programs are one way, highly limited,
and subject to periodic review and approval by the
U.S. Congress.

U.S. policymakers saw an opportunity to improve
national security because boosting regional prosper-
ity would strengthen the region’s ability to cooperate
on security. They also saw an opportunity to pry
open global markets for U.S. exporters and investors.
The U.S. Trade Representative (USTR) notes that
in 2004 the region represented the 2nd largest U.S.
export market in Latin America behind Mexico
and the 14th largest worldwide, ahead of India, In-
donesia, and Russia combined.

The treaty posed two major challenges. First, it
had to be perceived as balanced and not one in which
the United States used its large economic size to gain
the bulk of concessions. In 2004, the six countries
had a combined population of about 45 million and
a joint gross domestic product (GDP) of $90.7 bil-
lion, whereas the U.S. population stood at 294 mil-
lion and GDP amounted to $11.7 trillion. Second,
the treaty needed to balance the beneficial competi-
tive pressures that come from freer trade with a rec-
ognition that the burden of adjustment would fall
heaviest on the Central American countries since
their economies were relatively more closed. Their
average rate of protection was estimated to be more
than three times that for the United States. Also, a
high share of their economy was vulnerable. In 2004,
the trade exposure index (the ratio of exports and
imports to GDP) ranged from a low of 49.4 percent
for Guatemala to a high of 94.3 and 95.8 percent,
respectively, for the Dominican Republic and Costa
Rica. Yet the Central American countries were least
able to counteract the harmful adjustment effects. In
2004, per capita incomes (valued at purchasing
power parity, or PPP) ranged from a high of $9,887
for Costa Rica to a low of $2,677 for Nicaragua,
whereas the U.S. per capita GDP (valued at PPP) was
$39,710.



Agreement Highlights The treaty commits the
signatories to the elimination of import tariffs on
nearly all goods traded among member countries.
The only products exempted from tariff reductions
are imports of sugar by the United States, white
maize by El Salvador, Guatemala, Honduras, and
Nicaragua, and potatoes and onions by Costa Rica.

The majority of products will receive zero-duty
status immediately on the treaty’s entry into force.
According to estimates provided by USTR (2005),
nearly 80 percent of U.S. exports of consumer and
industrial goods to the region and 50 percent of its
agricultural exports will receive immediate duty-free
access. The tariffs on the remaining exports of in-
dustrial goods would be phased out in 10 years,
whereas those facing U.S. agricultural products
would be subject to tariff phase-out periods ranging
from 5 to 20 years. For regional exporters, nearly 100
percent of their exports to the United States will re-
ceive immediate duty-free access, with only 19
products restricted to a 10-year phase-out period.

Inaddition to the lengthy transition provisions for
duty reductions in order to lessen adjustment effects,
the treaty permits tariff-rate quotas (TRQs) to be
established for sensitive agricultural products. TRQs
provide immediate zero-duty access to the quota
amount of imports, but above-quota imports are
assessed a higher, prohibitive rate. A special tempo-
rary safeguard rule was also established to prevent
harm to domestic agriculture during the transition.

The United States made two important conces-
sions in terms of market access. First, it agreed to
double the region’s sugar quota allocation over a 15-
year period. Second, it relaxed the rules of origin
pertaining to apparel, allowing certain apparel to
enter duty-free even if the fabric was not produced in
the United States. Eligible textile and apparel im-
ports would also receive duty-free treatment retro-
actively to January 1, 2004.

In the services area, the treaty commitments go
beyond those under the World Trade Organization’s
General Agreement on Trade in Services. Most in-
dustries receive broad market access. United States
negotiators were also successful in opening access to
sensitive sectors such as the telecommunications and

insurance industries in Costa Rica. By late 2007 all
that remained was passage of the necessary im-
plementing legislation, considered a virtual certainty
given the composition of the legislature. The related
investment provision locks in rights for foreign in-
vestors that are already recognized in the region, such
as the right to national treatment and nondiscrimi-
nation, fair compensation for expropriation, free
transfer of profits, third-party arbitration, etc. A
unique feature of this FTA is that it provides for
a tribunal to review decisions by arbitration panels
to ensure that foreign investors are not using them
to circumvent domestic judiciaries (World Bank
20006).

The treaty includes detailed rules for improve-
ment of customs procedures, enhancing transpar-
ency and access to government procurement bid-
ding, and the monitoring and enforcement of labor
and the environment standards. Unique aspects of
the treaty related to the latter include: (1) establishing
the right of citizens to request investigations if they
believe environmental laws have been violated, (2) a
commitment from the United States to strengthen
the region’s capacity to monitor labor and environ-
ment standards, and (3) the establishment of fines of
up to $15 million for each instance of nonenforce-
ment of labor laws.

Several studies have developed estimates of the
likely economic effects on member countries of
forming CAFTA-DR. Despite differences in tech-
niques and scope, the conclusions are broadly simi-
lar. For the United States, they show that the aggre-
gate economywide effect will be positive, but
negligible. According to the largest estimate of the
economic effects, by Brown et al. (2005), liberalizing
trade in goods improves U.S. economic welfare by
0.04 percent of U.S. gross national product (GNP),
while liberalization in services adds an additional
0.13 percent of U.S. GNP. The remaining studies,
though limited to the effects of removing barriers to
trade in goods, project a positive and even smaller
impact on the U.S. economy. Two other studies
(surveyed in Brown et al. 2005) project an im-
provement of GDP of 0.02 and 0.01 percent,
whereas USITC (2004) obtains a positive impact on
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U.S. welfare of $166 million which, when rounded,
amounts to 0.00 percent of GDP.

The consequences for the regional economies are
projected to be more significant. Brown et al. esti-
mate an increase of 4.4 percent in Central American
countries’ GNP, whereas the other two studies cal-
culate a rise of 2.4 and 1.5 percent in GDP.

It is important to note that the projections just
cited for the Central American countries may be
viewed as “minimum” estimates since they do not
take into account the likely impact on foreign in-
vestment flows. Nor do they take into account the
effects of locking in access to the U.S. market and
providing a more stable regulatory environment. On
the other hand, as underscored by the World Bank
(2006), for these gains to be fully realized and spread
equitably, the Central American countries will need
to make complementary investments in areas such as
infrastructure and create programs to assist the most
vulnerable groups, that s, the poor, so they “have the
means to take full advantage of the new opportuni-
ties.”

See also Central American Common Market (CACM); free
trade area; Free Trade Area of the Americas (FTAA); re-
gionalism; tariff rate quotas
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B child labor
There are an estimated 191 million economically
active children ages 5 to 14 in the world today (ILO
2006). This corresponds to 16 percent of this age
group. The images that pervade the popular press of
children chained in factories, forced into prosti-
tution, or coerced into a country’s military do not
represent the conditions of most working children
around the world. Most working children are at their
parents’ sides, helping in the family farm or business.
A 2000 UNICEF (United Nations Children’s Fund)
project surveyed working children in 36 developing
countries. The data represent more than 120 mil-
lion children ages 5 to 14. Although nearly 70 per-
centof children in these countries spend time in some
form of economic activity or domestic chores, less
than 3 percent work in the formal wage labor market.
Most of this wage employment, like most employ-
ment overall in the world’s poorest economies, is in
agriculture.

What Is Child Labor? There is no universally
accepted definition of child labor. Some researchers
view the phrase as referencing all nonschool, non-



leisure activities of children. Others define “child
labor” as referring to activities that harm the child in
some sense.

Most quoted estimates of the incidence of child
labor come from the International Labor Organiza-
tion’s (ILO) Statistical Information and Monitoring
Program on Child Labor (SIMPOC). In their most
recent global estimates of child labor, they define
child labor as:

* An economically active child under 12 who
works 1 or more hours per week;

* An economically active child 14 and under
who works at least 14 hours per week or 1 or
more hours per week in activities that are
classified as a worst form of child labor;

* An economically active child 17 and under
who works more than 43 hours per week or
1 or more hours per week in a worst form of
child labor.

SIMPOC estimates that there are 218 million
child laborers in 2004 under this definition (ILO
2006). This number is larger than the 191 million
economically active children ages 5 to 14 because of
older children in worst forms of child labor or
working intensively.

This reference to activities classified as a worst form
of child labor refers to activities that are considered
either unconditional worst forms of child labor or
hazardous work. Unconditional worst forms of child
labor are activities that ILO convention C182 on the
Worst Forms of Child Labor lists as inappropriate for
children under 18: forced and bonded labor, prosti-
tution, pornography, illicit activities, soldiering, and
child trafficking. Each signatory country of C182
defines a set of industries and occupations that are
classified as hazardous work and therefore a worst
form of child labor. Hazardous work is defined as
economicactivity that, owing to the nature or circum-
stance of the work, is harmful to the child. There are
an estimated 126 million children in hazardous work
worldwide (ILO 2006), and 8.4 million children are
involved in unconditional worst forms of child labor,
68 percent of whom are in forced or bonded labor
(ILO 2002). A common bonded labor arrangement is
when parents are paid an advance on the child’s future

labor earnings, and the child is then committed to the
employer until the advance is repaid.

The Child Labor Decision Poor families balance
the child’s potential economic contribution against
alternative uses of child time. What is the child’s po-
tential economic contribution? Direct wage income
paid to working children may be important in some
contexts, but wage work is rare. In most contexts,
working children’s primary economic contribution
comes through the help they offer their families. Most
often, this help is providing domestic services that free
up adult time for income-generating pursuits. When
there is a family business or farm, the child and other
family members often help, and working in the family
business or farm is the most prevalent economic ac-
tivity of children. The value of the child’s economic
contribution to family farms and businesses can be
large. One recent study from Nepal estimates that
children are responsible for nearly 9 percent of gross
domestic product (GDP). Even when the net eco-
nomic contribution of the working child is small, it
may be important to the welfare of a poor family.

Schooling is typically viewed as the most impor-
tant alternative use of a child’s time outside of work.
The net return to school will depend on how the
family values future returns to schooling against
the direct costs of schooling. Schooling is not the
only alternative use of a child’s time outside of work.
Leisure and play are important components of
how children spend their time and may be criti-
cally important for child development. In fact, the
early Progressive-era arguments about child labor all
focused on the value of leisure and play as reasons
why children should not work.

Overall, children are most likely to work when the
family’s valuation of their net economic contribution
is high or the perceived returns on alternative uses of
the child’s time are low. Empirically, poverty has
stood out as a key factor influencing the allocation
of children’s time. Across countries, roughly three-
fourths of differences in the economic activity rates of
children can be explained by differences in GDP per
capita. Within a country, some of the most com-
pelling evidence is from Vietnam, which cut child
labor nearly in half over a five-year period during its
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economic boom in the 1990s. A majority of this
decline in child labor can be explained by improve-
ments in living standards alone.

It is not clear whether the strong poverty child
labor connection that is generally observed re-
flects something about parental or child preferences,
changes in the structure of household production,
the weakening of credit constraints, a decline in
insurance failures, or increases in the returns to ac-
tivities outside of work such as schooling. All may
play some role, and the importance of these factors
should vary depending on country context.

Child Labor and International Trade One fre-
quently hears anecdotes about children working in
export industries. It is possible that if high-income
countries increase labor demand for unskilled labor
in low-income countries through international trade,
then trade may increase the net economic contribu-
tion available to working children and thereby in-
crease child labor. Also, trade can affect returns to
education, prices of consumption goods, opportu-
nities for houschold specialization, and the avail-
ability of substitutes for goods or activities involving
children.

The cross-country data suggest that the most
important connection between trade and child labor
stems from the positive association between trade
and family incomes. Child labor is lower in countries
that trade more because incomes are higher in those
countries. This income-driven positive association
between trade and child labor holds when one con-
siders all countries, only low-income countries, only
trade between high- and low-income countries, and
exports of unskilled labor intensive products from
low-income countries (Edmondsand Pavenik 2006).
The cross-country data provide no support for the
claim that trade perpetuates high levels of child labor
in poor countries.

The microeconomic evidence also emphasizes the
importance of the effect of trade on family incomes.
When income effects are negligible or transitory,
children may work more, as apparently occurred
in response to coffee price booms in Nicaragua and
Brazil (Kruger 2007). When the income effects are

positive and long-lived, children work less even when

labor demand has increased, as apparently happened
with Vietnam’s liberalization of its rice trade (Ed-
monds and Pavcnik 2005). Thus the microeconomic
evidence illustrates both that child labor is primarily
a facet of poverty and that ultimately decisions
about child labor depend on the family’s assessment
of the relative value of the child’s time in its alter-
native uses.

The End of Child Labor? There is no universally
accepted definition of child labor. There is no con-
sensus about how many of the world’s 191 million
working children are worse off because of their work.
Evaluating whether work harms a child requires un-
derstanding what children would do in the absence of
work. High-quality schooling is too rarely available
as an alternative. Hence, it is not surprising that so
many of the world’s poor families choose to have
their children help their families meet their basic
needs. Most child work is not in the formal wage
sector. In practice, international trade seems to have
lictle influence on the propensity of children to work
aside from trade’s impact on living standards in low-
income countries. Children will no longer work in
today’s poor countries when families can say that the
returns to the child’s time in other activities such as
school or play are greater than the family’s valuation
of the child’s potential economic contribution.

See also International Labor Organization; labor standards
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B clusters
See New Economic Geography

B commodity chains

Commodity chain refers to the linked set of processes
involved in the design, production, distribution, and
consumption of goods and services in the world
economy. Many commodity chains are, and have
long been, geographically extensive, spanning mul-
tiple countries and regions of the world. They are also
often organizationally complex, involving muldple
firms and economic agents connected to one another
by a range of contractual and noncontractual rela-
tionships, including ownership ties, joint ventures,
subcontracting networks, and strategic alliances.
Because of the analytical leverage that the commodity
chain construct provides for understanding the or-
ganization of global industries and the dynamics of

the capitalist world economy, it has attracted con-
siderable interestamong social scientists from a range
of disciplines. There are several varieties of global
chain analysis, but each focuses on the networks
linking people, places, and processes to one another
across space, and seeks to underscore the importance
of these networks as a critical infrastructure of eco-
nomic globalization.

History of the Concept The term commodity
chain, first defined by Terrence Hopkins and Im-
manuel Wallerstein as a “network of labor and pro-
duction processes whose end result is a finished
commodity,” originates in world-systems theory.
Three features characterize the world-systems tradi-
tion of commodity chain research. First, the focus is
on how the global division and integration of labor
into the world economy has evolved over time. Al-
though some scholars argue that globalization is a
relatively novel process facilitated by advances in
information technology and transportation, histori-
cal reconstruction of commodity chains suggests that
trade and production networks have been interna-
tional in scope since modern capitalism’s emergence.
Second, the commodity chain concept enables
analysis of the distribution of wealth and power in the
world system by focusing on the differential returns
to various actors linked through particular chains.
Some links in a chain tend to be located in core (i.e.,
developed) countries of the world system, and others
in the less-developed zones of the semiperiphery and
periphery, although the particular geography of any
chain changes over time. Third, the spatial and social
configurations of chains are linked to cyclical shifts in
the world economy. World-systems theorists con-
tend that during phases of economic contraction,
chains tend to shrink in size (as production volumes
or the numbers of producers decline) and/or scope
(with production becoming more geographically
concentrated). During such periods, the degree of
vertical integration along the chain also increases
(i.e., a greater number of links become consolidated
into fewer). The reverse is true for expansionary pe-
riods.

The first book in this field, Commodity Chains and
Global Capitalism, edited by Gary Gereffi and
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Miguel Korzeniewicz, appeared in 1994. This vol-
ume featured papers presented at an annual confer-
ence of the Political Economy of the World-System
section of the American Sociological Association.
Most of the essays, with the exception of those on the
shipbuilding and wheat flour commodity chains
during the 16th and 17th centuries, focus on con-
temporary manufacturing industries and, in partic-
ular, on trade and production networks linking de-
veloping country exporters to world markets.

In retrospect, the 1994 volume can be seen as
having inaugurated a distinct approach to chain ana-
lysis, the global commodity chain (GCC) frame-
work, which diverges somewhat from the world-
systems research program on commodity chains. The
GCC framework was first developed by sociologist
Gereffi, who identified four dimensions with respect
to which all commodity chains can be analyzed:
(1) an input-output structure, describing the process
of transforming raw materials and other inputs into
final products; (2) a territoriality, or geographical
configuration; (3) a governance structure, referring
to the processes by which particular players in the
chain exert control over others and appropriate
and/or distribute the value that is created along the
chain; and (4) institutional context, or the “rules of
the game” bearing on the organization and operation
of the chain.

Over the course of the 1990s, a substantial em-
pirical literature on commodity chains accumulated,
featuring studies of products such as cars, computers,
clothing, chocolate, and coffee, among others. By the
end of that decade, some scholars were beginning to
reappraise the original GCC approach. Specifically,
they questioned the very description of these net-
works as commodity chains, since the term com-
modity is generally taken to denote either primary
products (e.g., agricultural staples) or basic manu-
factures (e.g., T-shirts as “commodity” garments).
Others criticized the insularity of the GCCapproach,
noting that there was relatively little exchange be-
tween researchers working within Gereffi’s paradigm
and those who, although similarly interested in the
organizational dynamics of the world economy, were
using different concepts to describe interfirm net-

works in global industries. Some argued that a
common terminology would foster dialogue and
promote a sense of intellectual community among
scholars of international trade and production net-
works. With the aim of selecting a neutral term that
would encompass these various network constructs,
global value chain (GVC) was chosen “because it was
perceived as being the most inclusive of the full range
of possible chain activities and end products” (Ger-
effi et al. 2001).

Governance of Global Chains As Gereffi ex-
plained in his contribution to Commodity Chains
and Global Capitalism, the governance structure
of a commodity chain is the set of “authority and
power relationships that determine how financial,
material, and human resources are allocated and flow
within the chain.” Gereffi proceeded to make what
has become a seminal distinction in the GCC litera-
ture between “producer-driven commodity chains”
(PDCCs) in heavy manufacturing or more capital-
intensive industries such as motor vehicles, and
“buyer-driven commodity chains” (BDCCs) in light
manufacturing industries such as footwear and ap-
parel. While producer-driven industries tend to be
characterized by hierarchy (i.e., links in the chain are
vertically integrated within the ownership structure
of a firm or, in the case of international production,
foreign direct investment), network (i.e., nonequity)
forms of governance are characteristic of buyer-dri-
ven chains.

Gereffi’s BDCC construct was a key theoretical
innovation because it pointed to the changing role of
commercial capital in establishing and managing
global production networks. The lead firms of
BDCCs, mostly retailers and brand name marketers,
are able to exert control over firms involved in their
production networks, although they generally have
no equity relationship with the manufacturers and/or
contractors making goods on their behalf. One of
Gereffi’s main interests was to show that even chains
with more “marketlike” governance structures re-
quire coordination, and that these coordinating tasks
are assumed by lead firms that determine much of the
division of labor along the chain and define the terms
on which actors gain access to it. In this sense, the



distinction between PDCCs and BDCCs presented a
new twist on the “markets versus hierarchies” for-
mulation elaborated by Oliver Williamson and other
contributors to the new institutional economics: lead
firms in BDCCs are frequently connected to their
suppliers by networks that differ from both arms-
length, one-spot transactions (market) and ownership
ties (hierarchy). Nevertheless, these networks are
generally characterized by a power structure that gives
the “buyers” in these chains leverage over other actors.

Although the analytical utility of these ideal types
was confirmed by many studies using the PDCC/
BDCC constructs as templates for analyzing various
industries, the buyer-driven/producer-driven dis-
tinction was also faulted for being too narrow or
overly abstract. Some critics suggested that these ca-
tegories did not adequately capture the range of
governance forms observed in actual chains. In his
analysis of the electronics industry and the relation-
ships between brand-name computer companies
such as Dell and Compagq (so-called original equip-
ment manufacturers, ot OEMs) and their major
componentsuppliers, Timothy Sturgeon identified a
new governance structure, which he termed the
modular network. Although modular value chains
appear similar to BDCCs in the sense that OEMs
typically have no equity tie to the companies
manufacturing their components, Sturgeon argued
thatinterfirm networks in the electronics industry are
also different from the paradigmatic BDCCs char-
acterizing industries such as apparel.

Sturgeon drew on transaction cost economics in
elaborating his theory of value chain modularity. The
question underlying transaction cost economics is,
why are so many economic activities bundled within
the firm instead of transacted on the market? For
Williamson, the answer hinged largely on asset
specificity; transactions are more likely to be inter-
nalized in the firm when they require particular,
dedicated investments. This is because such invest-
ments foster mutual dependence between the actors
in an exchange (for example, between buyer and
supplier), which creates conditions for opportunistic
behavior on the part of one or both parties to the
transaction. To mitigate this risk, safeguards that are

capable of guarding against malfeasance must be
builtinto the exchange, and this process increases the
cost of the transaction. One way to deal with this
problem is through hierarchy that is, the acquisi-
tion and incorporation of asset-specific suppliers into
the boundaries of a vertically integrated firm. Buc
Sturgeon argues that modular value chains represent
a different solution to the problem of transaction
costs: in these networks, asset specificity remains
relatively low because the codification of knowledge
in industry standards allows a highly formalized link
at the interfirm nexus between OEMs and their main
suppliers.

Thus characteristics specific to the electronics in-
dustry  particularly the development of industry-
wide standards permitting a high degree of codifi-
cation enable lead firms and highly competent
“turnkey” suppliers to exchange rich information
(such as detailed product or design specifications)
without the kind of intense, face-to-face forms of
communication associated with the interfirm net-
works documented by contributors to the “new
economic sociology” literature. Economic sociolo-
gists, many influenced by Mark Granovetter’s sem-
inal statement regarding the embeddedness of eco-
nomic activity in social life (1985), have tended to
emphasize the “relational” feature of interfirm net-
works  that is, their particular value orientation as
open-ended and trust-based. Sturgeon’s work im-
plicitly contrasts the relational networks described by
sociologists such as Granovetter and Uzzi (1977)
with the modular networks found in the electronics
industry.

Sturgeon’s work on value chain modularity
challenged the adequacy of the PDCC/BDCC dis-
tinction and underscored the need for a more dif-
ferentiated understanding of governance structures
in global chains. This challenge was taken up by
Gereffi, Humphrey, and Sturgeon (2005), who
developed a formal theory of global value chain
governance that aims to explain and predict the way
that exchanges at the interfirm boundary are coor-
dinated. The authors propose a continuum of five
governance structures that describe the type of
transactional linkage connecting firms in a global
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value chain. In addition to the poles of market and
hierarchy, this continuum contains three distinct
types of network linkages: (1) closest to the hierarchy
pole is the captive network, which is characterized by
a relatively large power differential between the
stronger firm (usually the buyer) and the weaker firm
(typically the supplier); (2) the relational network,
which is in the middle of the continuum and char-
acterized by complex interactions and greater mutual
dependence; and (3) the modular network elabo-
rated in Sturgeon’s work on the electronics sector,
which is closer to the market pole. Gereffi, Hum-
phrey, and Sturgeon identify three independent
variables which, they contend, explain a significant
portion of the variation in governance structures
across chains: the complexity of transactions, the
codifiability of information to be exchanged, and the
capabilities of the supply base.

Many GCC and GVC scholars focus on the
governance dimension because they seek to under-
stand how the dynamics of global chains can be
leveraged into development outcomes, such as fa-
cilitating the shift of firms to more profitable links in
the chain and fostering the creation of skills and
competencies that would permit local producers to
upgrade to higher-value-added activities within a
chain (e.g., moving from assembly subcontracting to
integrated manufacturing), or to switch to a new
value chain (e.g., moving from apparel to electron-
ics). For this reason, research on global chains has
been supported by bodies such as the UN Com-
mission for Latin America and the Caribbean as well
as the U.S. Agency for International Development.
The influence of the GCC and GVCliteratures in the
contemporary development field reflects an elective
affinity between global chain frameworks, which
analyze the way in which particular economic actors
are inserted into international trade and production
networks, and the paradigm of export-oriented de-
velopment, which similarly focuses on the incorpo-
ration of local firms and workers into global markets.
Chain-inspired development research also high-
lights, if not resolves, perennial units of analysis
problems in development theory and policy: To what
extent does increasing the participation of firms in

global markets and their competitiveness in partic-
ular chains benefitlocal capital and labor? Whatis the
relationship between firm-level upgrading at the
micro level and the more macrolevel development of
the regional or national economy?

Future Research and Complementary Ap-
proaches As analytical frameworks, the GCC and
GVC approaches bring to the foreground the orga-
nizational dynamics of contemporary capitalism and
their implications for local development in today’s
global economy. Some critics contend, however, that
empirical analysis of commodity chains must pay
greater attention to the historical and socio-
institutional specificity of the contexts in which these
networks are formed and operate. Although ideal
types such as the producer-driven and buyer-driven
constructs are useful abstractions, the study of com-
modity chains in situ reveals significant variation in
the way that trade and production are organized
across space and time, even within the same industry,
thus reflecting the influence of the broader regulatory
and political-economic frameworks which shape the
linkages that emerge between places and processes in
the world economy. The contingent and variable
nature of international trade and production net-
works is underscored by recent contributions to an
emerging subfield of historical research on commod-
ity chains, with scholars describing and analyzing the
centuries-old connections between geographically
distant producers and consumers that world-systems
theorists coined the term commodity chain to describe
(Topik, Zephyr, and Marichal 2005).

In addition to the commodity chain concept,
several related terms and frameworks have also been
developed to analyze the geographical dispersion and
organizational fragmentation of production in the
global economy. These alternative but potentially
complementary frameworks, such as global produc-
tion networks, systems of provision, and the filicre
approach, draw inspiration from intellectual tradi-
tions that differ, to a greater or lesser extent, from
those orienting GCC and GVC analysis. Further-
more, the GCC and GVC approaches are not
identical to each other, as the former draws more
from world-systems theory, organizational sociol-



ogy, and the comparative political economy of de-
velopment, while the latter borrows from the fields of
institutional economics and industrial organization.
Despite the different methodological and theoretical
emphases of these various approaches, greater dia-
logue among them may facilitate a richer under-
standing of how international trade and production
networks are organized, as well as their implications
for a range of economic and developmental out-
comes at the global-local nexus. Similarly, com-
modity chain analysis might be strengthened by di-
alogue with the New Economic Geography, since the
latter’s emphasis on spatial and institutional speci-
ficity could enrich the former’s understanding of the
processes by which the organizational dynamics of
global industries become manifest in particular lo-
cations.

See also foreign direct investment (FDI); fragmentation;
globalization; New Economic Geography; outsourcing/
offshoring
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JENNIFER BAIR

B commodity-price pegging

Pegging the price of a broadly defined commodity
basket would be an almost perfect means to achieve
price stability. An adjustable commodity-based dol-
lar was formally laid out in 1920 by the American
economist Irving Fisher, who suggested adjustments
in the number of resource units in the dollar to
achieve price stability. If prices fell below a specific
target by 1 percent, for example, the dollar value of
the resource unit would be raised by 1 percent at
the same time automatically lowering the number of

resource units in the dollar. But the larger the
number of commodities involved, the more difficult
it is to assign their relative weights. A single com-
modity price target would be more feasible than
Fisher’s system; however, it would be desirable only
if this single commodity price were well correlated
with the aggregate price level.

The principle that governments should intervene
in commodity markets to maintain supplies and
stabilize prices was endorsed by Confucius in China
during the sixth century B.c., and stabilization of
grain prices became an important part of early impe-
rial Chinese policy. Communist anti-inflation policy
during and after the Chinese Civil War also involved
the buying and selling of surplus stocks. In this case,
the state established trading companies to undertake
large-scale commodity sales in the cities and bring
prices down. Later, these same state trading compa-
nies used commodity purchases to offset deflationary
pressures in 1950 and 1952. On a smaller scale,
President Clinton employed the U.S. Strategic Pet-
roleum Reserve (SPR) in a similar fashion in 1996,
ordering the sale of a portion of these reserves in an
attempt to combat rapidly rising gasoline prices. The
SPR was subsequently tapped for limited interven-
tions by the George W. Bush administration as well.

More recently, the economist Jeffrey Frankel
suggested that policymakers in smaller commodity-
dependent nations use a more dominant form of
commodity-price pegging: specifically, policymakers
should undertake monetary expansion whenever
they face declining demand for that nation’s key
commodity (Frankel 2003). Under a pure com-
modity peg, oil producers would simply tie their
monetary policy to the price of oil, expanding when
oil prices fall and contracting when oil prices rise.
Such a strategy has strong intuitive appeal given that
it is almost inevitable that an oil-dependent country
will face deflationary pressures if oil prices plunge and
inflationary pressures if oil prices surge upward. Less
specialized producers might enjoy analogous benefits
by fixing the price of a basket of export commodities
in terms of local currency. Once a target price range
has been set, open market operations involving
purchases or sales of foreign exchange or domestic



securities could be used to keep the export price index
within the band (Frankel 2005). Even larger econo-
mies could gain from a commodity-based strategy, at
least in comparison to the more popular alternative
of pegging to the U.S. dollar. For example, had Ar-
gentina adopted a wheat-peg rather than a dollar-peg
during 1991 2001, the Argentine peso would have
depreciated instead of appreciating as it did over the
latter part of the period (Frankel 2003).

The dollar peg was deflationary for Argentina just
as the gold peg was deflationary for the United States
and many other countries in the late 19th century
and during the Great Depression and the author-
ities in each case ended up maintaining a fixed single-
asset price while almost all other prices declined.
Faced with very low interest rates and persistent de-
flation on a global scale during the Great Depression
of the 1930s, a number of economists laid out pro-
posals for a “commodity reserve standard” and inter-
vention that would pull commodity prices up from
their depressed levels. Some proponents saw this as
an alternative to the old gold standard but others saw
intervention in commodity markets as simply a
means of achieving the desired expansionaryend ~ as
in, for example, the U.S. silver purchase program that
began in 1934 under President Roosevelt.

Other Commodity-Based Proposals Although
economists have argued that government ware-
housing of the commodities involved would not be
necessary (see, e.g., Hall 1982), commodity-based
proposals have more often been based on govern-
ment stocks and direct government intervention in
commodity markets. For example, one prominent
proposal was for a commodity reserve currency to be
established. Under this scheme, Federal Reserve
banks would buy warehouse receipts for the chosen
commodity units so as to “redeem their liabilities, on
demand, in commodity units or gold at the option of
the holder” (Graham 1941). The premise that a
commodity reserve currency could be adopted as an
alternative to the old gold standard received serious
consideration in the 1930s and 1940s. Critics have
pointed to the impracticality and cost of the pro-
posed commodity-market interventions; the rela-
tively narrow range of suitable standardized com-

modities, as well as high elasticity of supply, could
force excessively large fluctuations in the stock of
money under such a scheme (Friedman 1951).
Although few economists today would advocate
an actual commodity-based monetary standard,
commodity-price pegging may nonetheless merit
consideration asa possible guide for monetary policy.
Targeting commodity prices could provide for
quantitative monetary easing in the face of deflation,
for example, whereas pure interest-rate pegging soon
runs out of room as interest rates cannot be driven
below zero. In this case, implementation of com-
modity-price pegging could help secure an inflation
or price-level target or, at the very least, offer a

complementary policy goal.

See also currency board arrangement (CBA); dollar stan-
dard; exchange rate regimes; Federal Reserve Board; gold
standard, international; impossible trinity; money supply
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RICHARD C. K. BURDEKIN

B Common Agricultural Policy

The Common Agricultural Policy (CAP) of the
European Union (EU) is called “common” because
the main agricultural policy decisions are made at the
EU level, and these agricultural programs are fi-
nanced for the most part from the EU’s common
budget. The functioning of the agricultural sectors in
the member countries of the EU is widely deter-
mined by decisions at the Community level. Con-
sequently, agriculture is perceived as one of the most
integrated sectors in the EU and is sometimes viewed
as a possible model for other sectors. Although the
EU’s agriculture sectors are politically integrated,
however, they are less integrated economically than
other sectors.

The creation of the CAP in 1962 was vital for the
European Economic Community (EEC), the fore-
runner of the EU. The six founding countries
Belgium, France, Germany, Luxembourg, the
Netherlands, and Iraly  had their own national ag-
ricultural policies, which differed vastly. The indi-
vidual countries were reluctant to remove their in-
tervention in agricultural markets, or allow for free
trade among member countries and to follow the
rules of a customs union. It did not make sense to
exclude one sector from market integration, how-
ever, and politically the stakes were high: France
wanted access to the large German market for its
agricultural products if it were to allow for German

industrial products to enter the French market.
Hence, it became necessary to establish the organi-
zational and institutional framework for agricultural
policy at the Community level.

The institutional framework set up at the incep-
tion of the CAP was a compromise to satisfy the
heterogeneous interests of the member countries.
Under German pressure, the EEC decided on a
common price level for agricultural products signif-
icantly higher than world market levels and intro-
duced border regulations that completely discon-
nected EEC prices from those on the world market.
The evolution of the CAP has proven that this initial
framework constrained the CAP in adapting to
changing conditions in the EEC and on the world
market.

The Features of the CAP at the Time of Incep-
tion Common market organizations regulated the
CAP for the main agricultural products. These
market organizations are Community law and in-
clude the legal framework needed to administer the
markets. The aim was to keep domestic farm prices
above the level of world market prices. Variable levies
were implemented as border measures to cover the
gap between the domestic farm prices and the cor-
responding world market prices. The levies varied
with the world price since the commonly agreed-
upon prices were the lowest prices at which foreign
supply was allowed to enter the European domestic
market. From the start, the CAP provided for export
subsidies in the event that domestic production was
to surpass domestic use at domestic prices. The ex-
port subsidies were termed “export restitutions.”
Under the General Agreement on Tariffs and Trade
(GATT) and later the World Trade Organization
(WTO), export subsidies for industrial products
were eliminated and import tariffs rates were bound
by a ceiling rate negotiated by member countries.
Thus the trading regime for agricultural products
remained very different from that of industrial
products.

In addition, market organizations included do-
mestic measures of protection. The most important
ones were guaranteed purchases by state agencies of
selected products such as butter, skimmed milk



powder, grains, and sugar at intervention prices, and
facultative purchases for some other products if some
additional conditions prevailed. The protection re-
gime for sugar was exceptional as it included inter-
vention prices for sugar, minimum purchase prices
for sugar beets, and production quotas. For quanti-
ties above their allocated quotas, farmers received the
world market price. The sugar market regime was the
least in line with free market principles; it was more
comparable to instruments used in centrally planned
economies.

The Evolution of the CAP The institutional
prices were the main instruments of the market re-
gimes that constituted the Community law. The
Community law or any changes to the law were
generally proposed by the European Commission; in
the case of agricultural law the decisions were made
by the Council of Ministers, which is composed of
agricultural ministers from member countries. The
most important decision by the Council of Ministers
was to make the agreed changes to the institutional
prices. These changes were made annually up to the
1990s. Since no objective criteria guided the setting
or changing of institutional prices, political consid-
erations dominated these decisions. National inter-
ests diverged widely between member countries,
partly because of differences in their national con-
ditions such as inflation, overall growth in the
economy, and productivity changes in agriculture.
Moreover, the framework that was instituted to fi-
nance these policies accentuated the differences in
national interests among the member countries. The
EU had adapted the principle of financial solidarity,
which stipulated that policies implemented at the
Community level should be financed from a com-
mon budget. As the EU did not generate revenues,
the contribution to the common budget came either
from the member countries’ budgets or from import
tariff revenues, that is, member countries would de-
liberately forgo their own tariff revenue in favor of the
Community budget. Not all countries benefited
from these policies. For example, the Netherlands
was traditionally a huge exporter of dairy products so
decisions that resulted in higher dairy prices in-
creased the income of Dutch dairy farmers much

more than it taxed its consumers. For the United
Kingdom (UK), which was a huge importer of dairy
products, an increase in dairy prices had the reverse
effect. Hence, it is understandable that national in-
terests diverged significantly.

The voting procedure made it even more difficult
for member countries to come to an agreement. The
Treaty of Rome (1957), from which the Community
emerged, provided for majority voting for most de-
cisions. The six founding members agreed in 1966,
before the first market organization came into exis-
tence in 1967/68, to apply unanimity voting when-
ever there were vital interests at stake for any indi-
vidual country. Thus agreements could be reached
only if member countries for which common policies
conflicted with national interests were compensated.
The result was that an increase in the domestic price
level was decided year after year, even in times where
world market prices for agricultural products de-
clined and the exportable surplus of the EU rose. The
increase in agricultural protection, the enlargement
of the EU, and unprecedented technological progress
in EU agriculture contributed to a faster growth in
EU agricultural production than consumption. For
the Community, which had started as an importer
of agricultural products, the changes in supply and
demand reduced the import gap gradually over
time and by the end of the 1970s generated export
surpluses. Increasing exports and falling world mar-
ket prices put pressure on the EU budget as outlays
for export restitutions rose strongly. A new phase of
the CAP began with even more governmental in-
terference in the market. The milk market presented
the most urgent problem. Milk production in the
EU grew strongly as imports of concentrated
feed could be imported free of duties due to the
GATT. At the inception of the CAP, the EU had set
its bound tariffs at zero or a very low level at a time
when imports of these products were negligible. In
return, the EU was allowed to introduce the vari-
able levy system. The import regulation for concen-
trated feed became the Achilles’ heel of the CAP.
Low prices for feed, which were partly due to signif-
icant declines in transatlantic transport costs, and

high support prices for CAP products, led to high
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effective rates of protection for meat and milk and
increases of production. On the demand side, im-
ported feed was substituted for domestically pro-
duced grain, and because of cheap imports of vege-
table oil, margarine was substituted for butter. The
consequence was the accumulation of stocks in the
EU and accelerating budget outlays. The latter
seemed to have been the main constraint for the CAP
during this period.

In 1984, the council agreed on a quota system for
milk. Farmers received a right to sell under the quota
atguaranteed prices. Sales above the quota were taxed
with a superlevy, which for many years was higher
than the price paid for sales within the quota. Hence,
production was curtailed and growth of production
was stopped. Moreover, a set-aside program was of-
fered to farmers in 1986. Grain farmers were offered
a premium if they voluntarily took arable land out of
production.

The first 25 years of the CAP were characterized
by increases in border and domestic EU protection
for agricultural products. The EU reacted to changes
in the economic environment mainly by introducing
new instruments to limit budgetary expenditure. The
concerns of the trading partners were for the most
part neglected.

1992 to 2003 The Uruguay Round (1986 94),
the last round under the GATT, focused on agri-
cultural trade. The EU had to reform the CAP
in order to comply with the rules of the new round.
The council decided to first reform the EU grain
market in 1992. For the first time, the CAP prices of
specific commodities were cut, some significantly:
the council agreed to cut institutional prices for
grain by 30 percent. Farmers were compensated
entirely for their prospective income loss by direct
payments. These payments were linked to the use of
land for grain. In addition, farmers would qualify for
payments if they set aside at least a politically deter-
mined percentage of their land. Although the effect
on grain production was minimal, domestically
produced grain became competitive against im-
ported concentrated feed and, thus, the grain surplus
vanished.

The decision on the grain sector contributed to a
final agreement in the Uruguay Round. The agree-
ment required further changes to the CAP, however.
The EU’s export subsidies were now constrained in
two ways:

1. the quantity of well-defined products or
product groups that was allowed to be sub-
sidized was reduced by 21 percent (from
their 1986—88 level ); and

2. theamount of export subsidies had to be cut
by 36 percent (from their 198688 level).

Moreover, like other GATT/WTO members, the
EU had to accept concessions on the import side.
Each country was to allow imports of specific prod-
ucts up to 5 percent of domestic consumption in the
base period 1986 88; variable levies and other
nontariff trade measures had to be converted to tariff
equivalents (tariffication), and the tariff equivalents
had to be reduced by 36 percent on average from the
base period 1986 88, and by at least 15 percent for
individual products. Thus, the EU was not allowed
to apply the variable levy system anymore and had to
take into account changes in world prices when set-
ting domestic institutional prices. It was this inter-
national agreement that forced the EU to change its
market organizations. Finally the EU reformed the
CAP drastically in 2003, aiming at making a positive
contribution to the Doha Round of trade negotia-
tions, which was launched in November 2001.
One of the reforms was of domestic support. The
CAP direct payments were included in the “Blue
Box.” These are direct payments under production-
limiting programs and hence they were exempted
from reduction. This concession was given to the EU
in return for price cuts and the realization that aid
to the farmers was needed during the adjustment
period. But the EU would have to give up these ex-
emptions by the end of the Doha Round as adjust-
ment compensations cannot be paid permanently,
and the EU would have to look for alternatives for
providing aid to farmers.

CAP Reform in 2003 and Thereafter The CAP
reform of 2003 was a change in the paradigm of
agricultural protection. Previously, support to agri-



culture took the form of price support to output and
factors of production; and in the livestock sector,
some kind of payments were made by head of ani-
mals. This support stimulated production and taxed
consumption. Hence trading partners opposed this
system and pressed for a change. The council decided
in 2003 to reduce price support even more (for the
main products from 2004 onward and for some
products such as sugar, olive oil, tobacco, and cotton
at a later time) and to decouple in principle all types
of direct payments. The general proposal of the
European Commission combined all income losses
due to price cuts made until 2003 and all types of
direct payments granted up to 2003 in one type of
payment, the Single Farm Payment, to be made to
individual farms based on historical levels. Entitle-
ments to farm payments were made tradable and,
thus, became decoupled completely from produc-
tion, at least in principle. But the council allowed
member countries a lot of flexibility. For example,
countries were allowed to link part of the payments to
production or to the use of factors of production
during the transition period and to link them again to
production in the future if regional or domestic
production in a country fell too strongly. Payments
could also be linked completely to land, either by
granting a flat rate across the country or by differen-
tiating between regions or between arable land and
grassland. Finally, some payments were tied to en-
vironmental standards that farmers needed to meet,
a process known as cross-compliance. Cross-compli-
ance links payments to farmers to their respect of
environmental and other requirements (such as ani-
mal and plant health and animal welfare) set at EU
and national levels.

The 2003 reform also introduced a new classifi-
cation of the CAP instruments: Pillar I for market
and price support measures and Pillar II for rural
development. In the reforms, a decline was imposed
on Pillar I spending, while Pillar II spending was
allowed to go up.

The distinction between the two types of mea-
sures may sound economically reasonable, but what
justification could there be for increasing Pillar II’s

budget by about the same amount that Pillar I’s de-
creases, given that in principle the two pillars have
different purposes? Rural development should not
focus mainly on agriculture. Rural development
needs differ across regions and countries and they are
not related to past agricultural support, so it is
questionable that the changes in budget needs for
rural development of each region and country (Pillar
II) match widely the reduction made in agricultural
support (Pillar I).

Hence critics suspect that Pillar II is a way for
policymakers to continue providing support to
farmers when they can no longer justify direct pay-
ments as adjustment compensation for price cuts that
occurred more than a decade earlier. The framework
of Pillar IT seems suitable for hiding subsidies for
agriculture. Pillar IT measures require a higher quality
of governance than Pillar I measures, but unfortu-
nately, due to the enlargement of the EU from 15 to
25 member countries in 2004, and the further en-
largement on the inclusion of Romania and Bulgaria
in 2007, the competence to monitor and to enforce
Pillar IT measures has declined on average. The Eu-
ropean Court of Auditors regularly finds irregulari-
ties and fraud in Pillar IT measures.

The Future of the CAP The CAP has changed
significantly over time. Changes have been driven by
budgetary concerns rather than economic rationale,
however. Up to the 1990s, budget constraints led to
reforms, but they resulted in even more protective
and trade-distorting policies. Finally, under the
GATT/WTO multilateral trade negotiations, the
CAP abandoned most of its border protection. Some
products such as sugar and milk continue to be highly
protected, however. Changes in the EU and other
countries’ policies and rising oil prices may result in
higher world prices and may make further reforms of
EU border measures unnecessary. But if these
changes do not happen, the EU will need to cut its
agricultural prices further in order to comply with the
constraints imposed by the WTO.

The role of the CAP has become more important
for the world food system over time as the EU has
grown from 6 to 27 members as of 2007. The
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reduction in the CAP’s external rate of protection
contributes to less distorted agriculture. Two major
concerns remain, however: first, as long as EU prices
for food products are not completely linked to world
market prices, the CAP does not buffer fluctuations
in world market prices to the maximum possible
extent. Thus further complete coupling of EU and
world market prices is needed. Second, Pillar IT of the
CAP allows for hidden farm subsidies and causes
distortions across EU member countries and world-
wide. Hence, Pillar II measures have to be recon-
sidered and scrutinized with respect to distortive
effects.

See also agricultural trade negotiations; agriculture;
common market; distortions to agricultural incentives;
European Union; political economy of trade policy

FURTHER READING

Borrell, B., and L. Hubbard. 2000. Global Economic Effects
of the EU Common Agricultural Policy. Oxford: Institute
of Economic Affairs, 18 26. An identification of the
costs caused by CAP based on a quantitative model.

Briimmer, B., and U. Koester. 2004. “EU Enlargementand
Governance of the CAP.” In European Union: Challenges
and Promises of a New Enlargement, edited by A. Puskas.
New York. International Debate Education Association,
226 46. The focus is on governance problems of the
CAP.

European Commission, Directorate General for Economic
and Financial Affairs. 1994. “EC Agricultural Policy for
the 21st Century.” Reports and Studies No. 4. Brussels.
An assessment of the evolution of the CAP and a pro
posal for change.

Frandsen, S., and A. Walter Jorgenson. 2006. “The
Common Agricultural Policy: A Review.” In W70
Negotiations and Agricultural Trade Liberalization: The
Effect of Developed Countries’ Policies on Developing
Countries, edited by E. Diaz Bonilla, S. Frandsen, and S.
Robinson. Wallingford Oxfordshire, UK: CAB, 34 56.
A nontechnical survey of the evolution and functioning
of the CAP.

Koester, U., and A. El Agraa. 2007. “The Common Agri
cultural Policy.” In The European Union, Economics, and
Policies, edited by A. El Agraa. 8th ed. Cambridge
University Press, 2007, 373 410. A survey of the

functioning and evolution of the CAP, which can be

used as classroom text.

ULRICH KOESTER

H common currency

In the modern world economy, a common currency
shared by a number of countries has been a rare
phenomenon. At least since the 19th century, the
rule has been that independent countries have in-
dependent currencies. Territorial currencies were
established in the 1815 1914 period, a result of
important technical advances such as presses that
could mint coins and print notes that were hard to
counterfeit combined with economic factors, such
as the spread of the monetized economy and the
state taking on more functions and casting its rev-
enue net more widely. As new nations such as
Italy, Canada, and Germany formed in the second
half of the 19th century, they adopted national
currencies.

The pattern of one country one currency was
reinforced with the decline of empires. Some former
colonies were reluctant to discard shared currencies,
but after a brief time lag, currencies became national.
An example from the 1990s is the rapid introduction
of national currencies following the dissolution of
Yugoslavia, the USSR, and Czechoslovakia. The 12
Commonwealth of Independent States successors to
the USSR recognized the increased transaction costs
that would result from abandoning the common
currency, but after less than two years the ruble zone
had collapsed.

Most currencies are national, where N, is the
number of monies and N is the number of countries:

N, ~ N, (1)
In practice, however, the one country one currency
rule is not always the case and sometimes N, < N..
The exceptions to the rule fall into two categories:
carrots and ministates (Pomfret 2005).

Carrots and Ministates The principal examples
of currency union driven by carrots (i.e., incentives
offered by an interested party) are the CFA franc zone
in central and West Africa and the rand zone in



southern Africa. The French Treasury, which actsasa
guarantorof the fixed exchange rate, manages the CFA
franc zone’s reserves and settles the regional central
banks” payments and receipts. The zone has existed
for more than a half a century because of preferen-
tial French aid to zone members and balance of
payments (BOP) support. In the rand zone, South
Africa has formal arrangements to share seigniorage
(i.e., the real resources obtained from printing
money which can be spent on goods and services)
with the countries in which the rand is legal tender
(Lesotho and Namibia), and the South African cen-
tral bank is prepared to act as lender of last resort in
these countries. Similar carrots encouraged retention
of the ruble zone in 1992 93, but Russia objected
to the size of transfers to other members while
some members opposed the political use of the le-
vers. Uldmately, lack of agreement on monetary
policy institutions made the ruble zone unstable. In
the both the CFA franc zone and the rand zone, by
contrast, members accept the institutions imposed by
a dominant economic power. Even so, the mem-
bership of the CFA franc zone and the rand zone has
not been entirely stable. Mali withdrew from the
CFA franc zone in 1962 and rejoined in 1984;
Mauritania withdrew in 1973; Equatorial Guinea, a
former Spanish colony, joined in 1985; and Guinea-
Bissau, a former Portuguese colony, joined in 1997.
Botswana withdrew from the rand zone in 1976.
Other countries that lack independent currencies
or those that participate in a shared currency ar-
rangementare small and often special cases, known as
ministates. Between 1970 and 1990, according to
Rose (2000, 41), 82 countries were involved in cur-
rency unions, 15 of which were in the CFA zone and
three in the rand zone. The remaining 64 countries
were small economies using the currency of a
neighboring or quasi-colonial power or ceding
monetary policy control to a larger country. The
Eastern Caribbean Currency Area (consisting of
eight small island economies), the British Virgin Is-
lands, Bahamas, Barbados, and Belize have tied their
currencies’ value to the U.S. dollar since 1976. Ire-
land-UK (pre-1979), Luxembourg-Belgium (pre-
euro), and Brunei-Singapore are often described as

currency unions, but the second-named country in
each pair had total control over monetary policy. The
remainder of the 82 currency union members used
another country’s money for all or part of the twenty-
year period. Most of these are tiny economies, such as
Svalbard, Isle of Man, and Norfolk Island. The
largest, Liberia, ceased using the U.S. dollar in the
1980s when a new government started issuing first
coins and then paper currency. The next largest,
Panama, has had a special status with the United
States since it was created prior to construction of the
Panama Canal.

Historically, some colonies have had separate
currencies, although this typically involved large
colonies of a kind that no longer exists. The status of
some territories is not clear cut, because the ruler,
occupier, or guardian is sensitive to the term colony,
but territories such as Guam (and Panama, to a lesser
extent), Northern Cyprus, or Western Sahara have a
quasi-colonial relationship with the country whose
currency they use. Other currency union members
are integral parts of the larger nation. Scotland, for
example, is part of the United Kingdom, not a
member ofa currency union, justas Christmas Island
is part of Australia.

Apart from the CFA countries, Lesotho, Nami-
bia, Swaziland, Ireland, Luxembourg, Brunei, Li-
beria, and Panama, all currency union members
identified from 1970 to 1990 were small islands or
territories without full sovereign status. An updated
version of this list would include another exception:
the eurozone. The euro, however, is a unique ex-
ample of independent nation-states agreeing to use a
common currency whose monetary policy is deter-
mined by a common institution.

Explaining Currency Domains The theoretical
approach to explaining the use of a common cur-
rency has been dominated by the optimum currency
area (OCA) literature initiated by the economists
Robert Mundell and Ronald McKinnon in the early
1960s and continuing to Alberto Alesina and Robert
Barro (2002). OCA theory, which emphasizes the
trade-off between the macropolicy benefits of an
independent currency and the microeconomic ben-
efits from a common currency, is appealing in
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principle but has a poor record of explaining the
composition of existing currency areas or predicting
changes in currency domains.

Independent countries want their own currency
because they want to set their own monetary policy.
Economic stability is not always a primary concern.
Ukraine left the ruble zone in 1992, for example, so
that the government could print money to support
inefficient producers. In many newly independent
countries in all eras, monetary policy independence
enabled rulerstofinanceexpenditures. Fixed exchange
rate arrangements and currency unions both involve
some level of constraint on independent monetary
policy, but all exchange rate regimes involve an im-
portant element of choice (over instrument and peg)
and leave an option of reversal. Fixed exchange rate
systems enable countries to make their own macro-
economic policy choices, while a currency union
definitively cedes control over monetary policy.

OCA theory takes the position that very small
nations, or microstates, cannot afford to have a na-
tional currency because the transaction costs would
be too high. The threshold for such transaction costs
is not so high as to prohibit small countries like Malta
or Iceland from having independent currencies,
however. Neither are transaction costs the reason for
membership in the CFA franc zone and rand zone;
these members use common currencies because
France and South Africa provide carrots for them to
do so, and even then the carrots were insufficient to
keep Mauritania in the franc zone or Botswana in the
rand zone.

What explains the use of a common currency by
independent countries, and especially the case of the
euro? The OCA theory does not explain the timing
or composition of the euro because it ignores the
importance of acommon currency for public finance.
For governments, seigniorage is a benefit of a national
currency, but the benefit tends to be small, especially
as cash declines in significance. More important is the
need to have a common unit of account for the public
finances; the concept of legal tender allows the gov-
ernment to set tax rates, approve expenditures, and
similar functions. The use of multple currencies
within one country would undermine political

agreement over the allocation of the central budget.
Internal exchange rate changes would reduce the tax
burden and increase the relative value of expenditures
for the users of one currency over another.

The Adoption of the Euro The emergence of
single-currency areas paralleled the consolidation of
the nation-state. The major currency unions of the
second half of the nineteenth century, including
those in Germany, Italy, and Canada, were associated
with political unions. In 1990, German monetary
union accompanied the reunification of the country.
Although debates took place at the time over accep-
tance of the deutschmark in the former East Ger-
many and the rate at which old Ostmarks would be
exchanged, a common budget in common units
played a key role in German reunification. The euro,
first adopted for noncash transactions in the late
1990s before it became a cash currency, is a 21st-
century example of public finance driving adoption
of a common currency.

The adoption of the euro was preceded by a
lengthy transition period during the existence of the
European Monetary System, which began in 1979,
and especially after the Maastricht agreement of the
early 1990s. The process did not follow the predic-
tions of the OCA theory. Although the EU did be-
come more integrated with more open national
economies and greater movement of labor and cap-
ital across national borders, the pace of monetary
integration did not follow these trends, and in
the end, restrictions on capital movements were
abolished as a step toward monetary union rather
than monetary union being driven by greater factor
(e.g., labor or capital) mobility.

How to explain these outcomes? The European
Monetary System began operation in 1979, and an
important driving force was the difficulty of man-
aging the Common Agricultural Policy based on
agreed common prices when exchange rates were
market-driven (Pomfret 1991; Basevi and Grassi
1993). The problems of the EU’s agricultural policy
may be reduced by reform, but any common policies
based on political negotiations about financial con-
tributions and monetary benefits will be under-
mined by changes in bilateral exchange rates. The



more far-reaching the EU’s common policies and
the larger the EU’s common budget became, the
more severe the problems associated with lack of a
common currency. Meanwhile, the desire for inde-
pendent monetary policies was moderated by
growing agreement on the primacy of price stability
and on the desirability of central bank indepen-
dence. In the 1990s, the crucial issues behind
adoption of a common currency concerned who
determines the conduct of monetary and fiscal pol-
icy, rather than the emphasis in OCA theory on
private sector transaction costs and on whether
macropolicy will be effective or not.

If the EU is becoming a territorial unit as Ger-
many or [taly or Canada did in the 19th century, and
this was a significant motive behind the introduction
of the euro, then the euro asa common currency is sui
generis in the current world economy. Apart from
the euro, the only current examples of common
currencies are the special cases of the CFA franc zone
and the rand zone, where carrots encourage mem-
bership, and the extreme cases of ministates.

See also Bretton Woods system; dominant currency; euro;
European Monetary Union; exchange rate regimes; im-
possible trinity; multiple currencies; optimum currency
area (OCA) theory
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RICHARD POMFRET

H common market
A common market differs from other preferential
trading arrangements, such as a free trade area or a
customs union, in that, in addition to free trade in
goods and services among members, there also is
free mobility of factors, that is, free mobility of
labor, capital, and other inputs used in producing
goods and services. The European Union (EU) is a
although imperfect
form of integration.

Global free trade and global factor mobility allow

the most efficient allocation of resources and, there-

prominent example of this

fore, yield the best situation. In contrast, a common
market, which restricts trade and factor mobility
between members and nonmembers, has to be seen
in a second-best context. As in any preferential trading
arrangement, a common market leads to welfare-
reducing trade-diversion effects to go along with its
welfare-enhancing trade-creation effects. Trade di-
version occurs when an importing country buys a
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good atahigher price from a member of the common
market, while this same good was previously im-
ported at a lower price from a nonmember nation.
This can happen because of the tariff preference that
is granted to the members. As a result, trade is di-
verted from a low-cost nonmember to a high-cost
member, and this is efficiency reducing. These effects
apply to factor mobility as well. To the extent that
intrabloc capital movement or labor migration might
improve factor allocation within the union, it is ef-
ficiency enhancing. On the other hand, if factor
mobility within the union leads a country to replace
factor inflows from nonmembers with less-efficient
factors from members, it will be welfare reducing.
Finally, as with goods, the prices for mobile factors
mightdiffer in a common market, thereby conferring
terms-of-trade losses or gains to member nations.
In the presence of foreign factors of production,
many of the conventional welfare results of interna-
tional trade break down. Brecher and Bhagwati
(1981) highlight the role of the differential trade
volume phenomenon and the differential trade par-
tern phenomenon in leading to apparent paradoxes.
The trade volume for the home nation as a whole
will, in general, differ from the corresponding vol-
ume for the nationals (excluding the immigrant
factors of production) only. This is referred to as the
differential trade volume. Itis also possible that, while
the country is a net exporter of (say) a capital-in-
tensive good, the nationals are net importers of the
same good. Brecher and Bhagwati (1981) call this the
differential trade pattern. A terms-of-trade improve-
ment for the country can be an adverse movement for
the nationals because of this effect. Similarly, even
with the same trade pattern, an adverse terms-of-
trade movement will be amplified if the nationals’
volume of trade is disproportionately large (com-
pared to the country’s as a whole). This can reduce
the income of the nationals, even if the aggregate
income (including that of the immigrants) rises.
Overall, they conclude that even if standard trade
theory may suggest that a nation will gain (or lose)
from a certain change, the effect on its citizens might
be ambiguous in the presence of immigrant factors.
In light of this discussion, we infer that factor mo-

bility can lead to conflicts between member-nation
interests. Policies that might be good for the union
need not raise the national income of each member.
In such a situation, welfare-enhancing policies might
be feasible only if members can coordinate and set up
compensation mechanisms that allow for appropri-
ate intrabloc transfers.

Wooton (1988) considers the effects of moving
from a customs union to a common market. To the
extent that factor mobility leads to superior resource
allocation within the union, efficiency rises. How-
ever, given that trade taxes exist between the union
and the rest of the world, factor mobility can amplify
or reduce distortions. For example, consider a good
that is subject to an import tariff by the union. When
factors move within the bloc, production of the good
through

changes in their respective production possibility

will fall in some nations and rise in others

frontiers. If the net effect is such that production of
the good falls at the union level, more will be im-
ported by the union, thereby moving the outcome
closer to the free-trade level. In such a situation, a
common market will improve on a customs union. If
not, then the opposite will occur. The welfare issue is
more complicated at the national level: even if the
union as a whole gains, some member nations might
lose because of adverse terms-of-trade movements in
product and/or factor markets. For an individual
member nation, the extent of gains or losses from such
movements will depend on its volume of trade. Fur-
thermore, because a common external tariff restricts
trade, a member nation will gain if factor mobility
induces an expansion of trade with nonmembers.
Kowalczyk (1993) focuses on related issues and, in
addition to the terms-of-trade and volume-of-trade
issues related to trade taxes, considers the role of
nontariff barriers (NTBs). He points out that in-
traunion trade in goods or factors is often subject to
NTBs that do not generate revenues. Consequently,
the welfare gains related to NTB removal depend on
the initial volume of trade and not the change in the
volume, which is scaled by the tariff rate. Viewed in
this context, a union thatalready has a large volume of
trade in factors is likely to gain significantly from the
removal of impediments to factor mobility.



Issues of tax competition and coordination also
arise when there is factor mobility between union
members (see Haufler 2001). Broadly speaking, as
long as there are differences in national policies
within a union, there will be incentives for labor and/
or capital to move to take advantage of the differ-
ences. By the same token, nations can anticipate such
movements and adjust their policies accordingly. In
the absence of coordination at the union level, factor
mobility can lead to tax competition between nations
and to inefficient policy outcomes for an individual
member and perhaps for the union as a whole. Com-
petition for mobile capital is an example: Consider
two nations that are competing to have capital locate
within their borders. Assume also that capital-tax
revenues go toward financing a public good. If one
nation raises its tax rate on capital, the other nation
will benefit as some of the capital will relocate to it. In
other words, the tax imposed by one nation causes a
positive externality on the other, which experiences
an increase in tax revenue, and public-good provi-
sion, without increasing its tax rate. In a noncoop-
erative Nash taxation equilibrium, this leads to tax
rates and public-good provision that are too low
from the perspective of a union of these two nations.
Atanoncooperative Nash taxation equilibrium, each
country sets its capital tax unilaterally to maximize its
objective function, assuming that the other country’s
tax rate is fixed at a certain level. In addition, at this
equilibrium, the tax rates of the two nations (say A
and B) must be such that, given A’s tax rate, B’s tax
rate maximizes its objective function, and vice versa.
Tax coordination between the nations will help to
alleviate this problem. However, asymmetry between
nations can make such coordination difficult. It is
possible that the coordinated outcome is not superior
for a nation that stands to benefit from tax compe-
tition. Therefore, for heterogeneous unions, coor-
dination can be harder to achieve.

Although capital and labor mobility have been
treated symmetrically in our discussion so far, there is
evidence that actual movements of labor within a
common market are relatively small compared to the
movement of capital. Dustmann et al. (2003) note
that the introduction of mobility between Greece,

Portugal, and Spain and existing EU members did
not lead to large migration flows from these nations
to the rest of the EU. This is significant, because these
acceding countries differed substantally in their
economic conditions (for example, much lower per
capita incomes) relative to the existing EU nations.
Qualitatively similar conclusions are reached by
Zaiceva (2004) regarding accession of East European
nations to the EU. No major jumps were anticipated
and, indeed, as income levels converge over the long
run, migration flows are expected to fall. As an expla-
nation for the low levels of labor migration following
integration, Dustmann et al. suggest that it is not only
current conditions but also expectation of future
conditions that can determine such flows. To the
extent that agreements such as that for EU expansion
create optimism in a new member nation about its
own economy;, it may dampen the desire of a potential
migrant to incur the costs associated with migration.
Harris and Schmitt (2005) contrast intra-EU
mobility with the relatively high mobility between
states in the United States and note that labor market
shocks in the EU generate changes in the labor
market participation rate without affecting migra-
tion significantly. The EU experience may not im-
mediately generalize to other groupings of nations.
For example, mobility between Canada and the
United States has been high historically and is likely
to strengthen with potentially deeper labor market
integration under the North American Free Trade
Agreement (NAFTA) (see Harris and Schmitt 2005).
Similarly, labor market integration that includes
Mexico might also lead to large flows. The migra-
tion pressure between Mexico and the United States
is readily seen in the large existing stock (and flow)
of legal and illegal immigration across the U.S.-
Mexican border. At least in the context of NAFTA,
however, the recent immigration reform proposals,
and the debate surrounding them, suggest that a
common market with full mobility of labor seems
unlikely to be politically feasible in the near future.

See also customs unions; European Union; free trade
area; North American Free Trade Agreement (NAFTA);
regionalism
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B Common Market for Eastern

and Southern Africa (COMESA)

The Common Market for Eastern and Southern
Africa (COMESA) is a regional trade organization
consisting of 20 African states in the eastern and
southern regions of Africa and a small number of
countries in central and northern Africa. In 2007 its
membership included Angola, Burundi, Comoros,
Democratic Republic of Congo, Djibouti, Egypt,
Eritrea, Ethiopia, Kenya, Libya (since June 2005),
Madagascar, Malawi, Mauritius, Rwanda, Sey-
chelles, Sudan, Swaziland, Uganda, Zambia, and
Zimbabwe. Its objective is to strengthen the institu-
tions of member states to help them achieve collective
and sustained development.

Origin and Background COMESA, also known
simply as the common market, traces its origin to the
pan-African vision of economic integration of the
African continent that gained prominence between
the late 1950s and early 1960s. The consensus then
was that the smallness and fragmentation of post-
colonial African national markets would constitute a
major obstacle to the development of the continent.
Accordingly, it was agreed that the newly indepen-
dent African states should promote economic co-
operation among themselves. In the mid-1960s, the
countries of eastern and southern Africa initiated the
process toward the formation of an eastern and
southern African cooperation arrangement. After the
preparatory work had been finalized, the Preferential
Trade Area (PTA) Treaty was signed in 1981 and
ratified in 1982, giving birth to the Eastern and
Southern African PTA.

COMESA was created by treaty in 1994 to re-
place the PTA. Its formation was a fulfillment of the
requirements of the PTA Treaty, which provided for
the transformation of the PTA into a common
market. The common market was intended to
strengthen the progress of regional integration that
had begun under the PTA. The COMESA Treaty
had two notable provisions that the PTA Treaty
lacked: (1) the concept of multiple speed or variable
asymmetry, which allows some countries to progress
faster in the regional economic integration process
than other countries, and (2) the use of sanctions



(financial penalty, suspension, or expulsion) to dis-
cipline member states that fail to implement CO-
MESA programs or to settle disputes arising from the
interpretation or implementation of the treaty. These
two innovations helped to expedite the process of
economic integration in the region.

The affairs of the common market are managed
by a number of institutions, including those organs
(the Authority of Heads of States and Governments,
the Council of Ministers, the Court of Justice, and
the Committee of Governors of Central Banks) re-
sponsible for making decisions on behalf of the
common market; the COMESA Trade and Devel-
opment Bank, which provides capital for develop-
ment; the COMESA Re-Insurance Company, which
is responsible for providing insurance for trade, in-
vestment, and other productive activities, and for
promoting trade in insurance and reinsurance busi-
ness; the COMESA Association of Commercial
Banks, which is responsible for promoting and
strengthening links between banks in the region; the
COMESA Clearing House, which is responsible for
settling payments with respect to all transactions in
commodities conducted within the common mar-
ket; and the COMESA Leather Institute, which is
responsible for promoting productivity, competi-
tiveness, trade, and regional integration in the leather
subsector.

Member countries of the common market are
diverse in terms of socioeconomic development and
resource endowments. According to 2004 data, gross
domestic product (GDP) per capita ranged from as
little as US $90 for Burundi to more than US $8,600
for Seychelles. The United Nations Development
Program ranked only two countries (Seychelles,
followed by Mauritius) as high-human-development
countries, six as medium-human-development coun-
tries, and 12 as low-human-development countries.
The population levels range from less than a million
in Comoros to more than 70 million each in Egypt
and Ethiopia, with a total of 380 million people in
the entire region. Resource endowments vary from
agricultural products to crude oil (in Libya) to
mineral ores. COMESA was intended to take ad-
vantage of the larger marketsize, to share the region’s

common heritage and destiny, and to allow greater
social and economic cooperation with the ultimate
goal of creating a regional economic community.
This regional economic community would then
form one of the building blocks on which the crea-
tion of the African Economic Community (AEC)
would be erected, as envisaged by the Lagos Plan of
Action of 1980 and the Abuja Treaty of 1991.

Key Elements and Procedures The COMESA
integration strategy comprises the following four
phases: (1) the establishment of a free trade area
(FTA) through the abolition of all tariff and nontariff
barriers on commodities imported from member
countries by 2000; (2) the establishment of a customs
union with a common external tariff structure by
2004; (3) the adoptions of common investment
practices and visa arrangements, and the establish-
ment of a payments union; and (4) the establishment
of a common monetary union by 2025. The FTA
phase was achieved in 2000 when Djibout, Egypt,
Eritrea, Ethiopia, Kenya, Madagascar, Malawi,
Mauritius, Sudan, Zambia, and Zimbabwe elimi-
nated tariffs and nontariff barriers on goods pro-
duced in the common market. Burundi and Rwanda
eliminated theirs in 2004 and became FTA partners.
At the end of 2007, the common market was still
operating as an FTA.

The common market has five key provisions.
First, there are no custom duties or charges of
equivalent effect imposed on goods from one FTA
member to another unless it is for protecting an in-
fant industry or against dumping. Second, member
states are allowed to impose full national tariff rates
on goods from nonmember states. Third, there are
no nontariff barriers against goods from one FTA
member to another unless such goods are deemed to
pose a health or security risk. Fourth, member states
follow the COMESA rules of origin in determining
whether or not a good is eligible for preferential
treatment. Strict local content requirements have
been established to prevent nonmember countries
from establishing assembly operations in one mem-
ber country in order to gain duty-free access to the
common market. Fifth, member states that are not
yet FTA partners but have met the 60 percent tariff
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reduction target are granted trade preferences by the
FTA partners on the basis of the tariff reductions they
have attained. For instance, countries such as Co-
moros, Eritrea, and Uganda that have reduced their
tariff rates on products originating from the common
market by at least 80 percent qualify to receive an
equivalent reciprocal preferential treatment from the
FTA partners. Other COMESA member states that
have not implemented the 60 percent minimum
tariff reduction do not get any preferential rate from
the FTA partners or from those that have reduced
their tariffs by at least 60 percent.

Besides market integration, the COMESA inte-
gration strategy has been expanded to include
transport and communications infrastructure devel-
opment. More specifically, the focus is on develop-
ment and implementation of transit traffic facilita-
tion programs; identification and coordination of
regional investments in the transportation, com-
munications, and energy sectors; and the promotion
and coordination of institutional and policy reforms
in the transportation, telecommunication, postal,
energy, and environment sectors.

Impact on Member States Economists separate
the welfare effects of a regional economic integration
into static and dynamic effects. Static effects are
short-run effects that relate to productive efficiency
and consumer welfare. Static effects are further de-
lineated into trade creation and trade diversion ef-
fects, a la Jacob Viner (1950). Trade creation is as-
sociated with increase in trade among member states
of a regional organization owing to the reduction in
tariff and nontariff barriers. Trade diversion occurs
when trade with nonmember countries declines as a
result of the formation of a regional organization. A
regional economic arrangement is welfare-increasing
if the trade creation effects more than compensate for
the trade diversion effects.

There is evidence of trade creation in the CO-
MESA region. Trade among member countries
(intra-COMESA trade) has expanded substantially
since the creation of COMESA. Intra-COMESA
trade increased from US $1.7 billion in 1994 to US
$5.5 billion in 2003. The formation of the FTA has
played a major role in facilitating this trade. More

specifically, trade among the FTA partners alone
increased from US $1 billion in 2000 to more
than US $5 billion in 2005. Jacob W. Musila (2005)
investigated the static effects of the COMESA re-
gional trade agreement and concluded that it is
welfare-increasing. More specifically, Musila esti-
mated the relative sizes of the trade diversion and
trade creation effects for COMESA and found that
the trade creation effects exceed the trade diversion
effects.

The dynamic effects of regional economic inte-
gration relate to the long-run growth rates of the
member countries due to increased efficiency as a
result of market enlargement. It is believed that large
markets permit economies of scale to be realized on
certain export goods and, therefore, may lead to
specialization in particular types of goods. The net
impact of the dynamic effects, like that of the static
effects, is not obvious, however. Whether or not re-
gional economic integration increases welfare in the
long run depends on the scope of liberalization in
member countries and the type of goods in which
countries specialize. Athanasios Vamvakidis (1999)
shows that growth is faster in economies that liber-
alize broadly than in those that merely join regional
trade agreements and do not liberalize. Augustin K.
Fosu (1990) finds that primary commodity exports
do not have a significant impact on long-run eco-
nomic growth.

For COMESA, the approach to regional inte-
that is, it liberalizes
trade without crowding out the world economy.

gration is open regionalism

COMESA member countries specialize mainly in
primary commodities, however. As a result, the trade
commodity base among member states is narrow and
similar. The trade pattern of the common market is
such that manufactured goods are imported from
outside the region (mainly from rich nations) while
primary commodities dominate the exports of the
region. And Antonio Spilimbergo (2000) has shown
that the importation of manufactured goods may not
necessarily result in dynamic gains for less-developed
countries (the South). The learning-by-importing
models suggest, however, that imports of high-
technology goods lead to transfer of technology that



stimulates domestic innovation and economic
growth in the importing country.

The experience for the common market region
has been a slight improvement in economic growth
since the creation of COMESA in 1994. The average
growth rate of real GDP per capita per annum in-
creased from about 0.01 percent during 1980 94 to
1.35 percent during 1995 2005. It is likely that the
improvement in economic growth in the common
market is partly due to the trade liberalization pro-
grams implemented under the auspices the CO-
MESA Treaty. Together, the static and dynamic ef-
fects determine the overall welfare gains or losses
associated with regional economic integration. The
evidence appears to suggest that there are overall
welfare gains in the case of COMESA.

Relation with External Actors COMESA and
other African regional trade blocs seck to augment
and deepen regional integration on the African
continent with a view to creating an AEC. Accord-
ingly, COMESA supports and has signed coopera-
tion agreements with several other African regional
undertakings such as the Intergovernmental Au-
thority on Development and the Economic Com-
munity of West African States (ECOWAS) and al-
lows overlapping memberships with other regional
organizations. Robert Sharer (1999) has observed,
however, that overlapping memberships with inter-
nal inconsistencies, conflicting regulations and rules,
and different strategies and objectives work to im-
pede market expansion and, thus, discourage do-
mestic and foreign investment. Indeed, some of the
countries with dual or more memberships, such as
Namibia and Tanzania, have been reluctant to im-
plement COMESA programs in full or have quit the
common market.

Non-African regional trade blocs are often seen as
impeding Africa’s regional integration. Jeffrey D.
Lewis, Sherman Robinson, and Karen Thierfelder
(2003) have observed that North-South trade is more
attractive to African countries than South-South
trade. Indeed, a majority of the member states of
COMESA trade with the European Union (EU)
more than with one another. The trade with the EU
and the United States was set to increase even further

following the opening up of the EU and U.S. markets
under the Everything-but-Arms and the African
Growth and Opportunity Act initiatives, respec-
tively. A 2001 WTO provision aiming at removing
quotas and duties on a large number of goods orig-
inating from the world’s poorest countries also
promised to increase trade with non-African regional
blocs and further reduce the advantages that the
common market offers to its member states. Iron-
ically, however, the very same processes of global
trade liberalization and cooperation with non-
African trade blocs have contributed to the evolution
of COMESA. The EU directly encourages devel-
oping countries to form a group and speak with one
voice. For the EU, dealing with a collective organi-
zation rather than with numerous individual coun-
tries reduces transaction costs. Indirectly, the success
of the EU has inspired the hopes for creating the
AEC, with COMESA being an intermediate step.

See also customs unions; Economic Community of West
African States (ECOWAS); free trade area; regionalism;
rules of origin

FURTHER READING

COMESA. COMESA Treaty. Downloadable from http://
www.comesa.int/. Offers detailed insights about the es
tablishment of COMESA, its objectives, and the various
articles and protocols that govern the operation of the
organization.

Fosu, Augustin K. 1990. “Export Composition and the
Impact of Exports on Economic Growth of Developing
Economies.” Economics Letters 34 (1): 67 71. An em
pirical investigation suggesting that exporting of primary
products does not have a significant influence on long
run economic growth rates of the producing country.

Lewis, Jeffrey D., Sherman Robinson, and Karen Thier
felder. 2003. “Free Trade Agreements and the SADC
Economies.” Journal of African Economies 12 (2): 156
206. A general equilibrium analysis of the impact of
trade liberalization in the Southern African Develop
ment Community (SADC), which shows that trade with
the EU is more beneficial to SADC countries than a
SADC free trade area would be.

Musila, Jacob W. 2005. “The Intensity of Trade Creation
and Trade Diversion in COMESA, ECCAS and

(VSIWOD) eIy UIBYINOS pue uidlsed Joj 19ely uowwod)

197



abejueape aanesedwod

198

ECOWAS: A Comparative Analysis.” Journal of African
Economies 14 (1): 117 41. An estimation of the static
gains/losses of selected examples of regional economic
integration in Africa using the gravity model.

Sharer, Robert. 1999. “Trade: An Engine of Growth for
Aftica.” Finance and Development 36 (4): 26 29. Ex
amines regional integration initiatives and suggests that
the overlapping memberships of regional trade blocs in
Africa may work to prevent the attainment of dynamic
gains.

Spilimbergo, Antonio. 2000. “Growth and Trade: The
North Can Lose.” Journal of Economic Growth 5 (2):
131 46. An analysis of North South trade that suggests
that rich nations (the North) may experience tech
nological slowdown if they trade with poor nations
(the South), and the South could also lose in such
trade.

Vamvakidis, Athanasios. 1999. “Regional Trade Agree
ments or Broad Liberalization: Which Path Leads to
Faster Growth?” IMF Staff Papers 46 (1): 42 68. An
empirical analysis that suggests that economic growth is
faster after liberalizing broadly and slower after joining a
regional trade agreement.

Viner, Jacob. 1950. The Customs Union Issue. New York:
Carnegie Endowment for International Peace. Examines
the effects of regional trade agreements and introduces
the concepts of trade creation and trade diversion for the

first time.

JACOB W. MUSILA

B comparative advantage

The term comparative advantage was first used in
England in the early 19th century by economists of
the classical school, which dates from the publication
of Adam Smith’s An Inquiry into the Nature and
Causes of the Wealth of Nations (1776). Sometimes
denoted by the synonymous term comparative cost, it
expresses the principle by which a nation that opens
to international trade is led to specialize in and export
certain commodities and to import others. Whereas
the former commodities are those in which it has a
comparative advantage, the nation is said to have a
comparative disadvantage in the latter. The concept

of comparative advantage is vital for understanding
the structure of world trade and how each country
contributes to it. It underlies the whole field of in-
ternational trade theory and policy, the earliest and
arguably the most important of the applied fields of
economics and of its predecessor, political economy.
Textbooks of international trade devote successive
chapters to exploring the reasons why nations have a
comparative advantage in certain commodities, and
the welfare implications of specialization in accor-
dance with its dictates. Comparative advantage is also
relevant to different regions of a country in studying
the pattern of interregional trade.

Starting in England at the end of the 17th century
with mercantilist writers such as Sir Dudley North
and Henry Martyn, the sources of comparative ad-
vantage and the gains from the trade that it induces
were explored by the luminaries of the nascent eco-
nomics profession: Smith himself and the classical
economists who followed him, such as David Ri-
cardo, Robert Torrens, and John Stuart Mill. Ri-
cardo (1817) enshrined comparative advantage as a
key concept for economists by illustrating it with a
numerical example relating to trade in wine and cloth
between England and Portugal. In the firsc half of the
20th century the neoclassical school of thought ad-
ded its own perspectives to the concept of Ricardian
comparative advantage when it was generalized by
Gottfried Haberler (1936) and critiqued by two
Swedish economists, Eli Heckscher (1949) and Bertil
Ohlin (1933). Heckscher and Ohlin postulated that
the source of comparative advantage resides in the
differential factor endowments of trading countries.
The Heckscher-Ohlin theory became the main-
stream theory of trade after World War II. Since the
late 1970s, doubts that had been raised about the
empirical validity of comparative advantage led some
economists to formulate a New Trade Theory that
harks back to another source of trade mentioned by
Ohlin (1933), economies of scale, and explains why
much of the trade between advanced economies
consists of differentiated commodities produced
under conditions of imperfect competition.

Despite the frequency with which the principle of

comparative advantage is discussed, a precise defi-



nition is hard to find, and mostauthors cite particular
economists or associate the concept with numerical
examples, such as Ricardo’s, based on two countries,
two commodities, and a single input, labor. An al-
gebraic definition along Ricardian lines can clarify
the concept. Consider two commodities, 1 and 2,
and two countries, A and B. Define Ll-C astheinputof
labor per unit of output of commodity 7 (i = 1, 2) in
country C (C = A, B). Then country A has an ab-
solute advantage in commodity 1 if L S <LpBanda
comparative advantage in commodity 1 if
Ly /L5 < L}/L5. (1)
Inequality (1) is consistent with the possibility that
L <L, and L < LB, so that A has an absolute
advantage in both commodities but a comparative
advantage in the first. Absolute advantage in a com-
modity thus indicates a smaller absolute cost in terms
of a factor such as labor, whereas comparative ad-
vantage implies that the ratio between the unit costs
of production is lower in A than in B. What is being
“compared” in comparative advantage are unit costs
relating both to countries and to commodities: a
double-barreled comparison. Since relative prices
before trade conform to the ratios ,“/L,"in Aand B
according to the labor theory of value, the com-
modity whose relative cost of production is lower is
exported in exchange for the other commodity. If
LA<L® LA<LE and inequality (1) holds,
specialization according to comparative advantage
has important welfare implications for both coun-
tries: A is better off if it participates in international
trade despite its greater efficiency in producing both
goods, and B can participate gainfully in the inter-
national division of labor despite its absolute disad-
vantage in both commodities. If L S <Lp
LA<L.® and (1) is changed to the equality L 2
L= L,B/L.®, A has an absolute advantage in both
commodities and a comparative advantage in nei-
ther. Trade cannot take place since both countries
face the same relative price. Comparative advantage
clearly trumps absolute advantage as a cause of trade.
According to Jones and Neary (1984, 3), “While
the principle of comparative advantage may thus be
defended as a basic explanation of trade patterns, itis
not a primitive explanation, since it assumes rather

than explains inter-country differences in autarkic
relative prices.” Autarkic relative prices are those that
prevail in a state of autarky, when a country is closed
to trade. Successive models of international trade
have been based on different “primitive explana-
tions” for why relative prices differ in autarky, such as
intercountry differences in technologies, factor en-
dowments, or tastes. The specification of an autarky
equilibrium is, for most countries, a thought exper-
iment designed to ascertain the prices that would
prevail in the unlikely event that an economy were
isolated or self-sufficient. It is part of an exercise in
“comparative statics,” in which an economy’s re-
source allocation and economic welfare in autarky are
compared to their pattern under free trade. If trans-
portation costs are neglected, free trade equates the
prices of traded commodities across countries. Each
country’s export good rises in value while the import-
competing good falls. Under free trade one can
therefore no longer speak of a country being a “low-
price” country for the goods in which it holds a
comparative advantage.

18th-Century Views on the Causes of Special-
ization Before Ricardo, comparative advantage was
interpreted in alooser way than that indicated earlier,
namely, as the reason why particular economies show
a tendency toward specialization in certain types of
commodity. In 1752 the philosopher David Hume
published a series of essays analyzing a variety of
commercial issues including trade between more
developed economies such as England and less de-
veloped ones such as his native Scotland. Lower
wages give a competitive advantage to more back-
ward economies, allowing them to compete suc-
cessfully with more advanced ones in the simpler
manufactures. In a similar vein the English pam-
phleteer Josiah Tucker argued that

It may be laid down as a general Proposition,

which very seldom fails, That operose or

complicated Manufactures are cheapest in rich

Countries; and raw Materials in poor ones:

And therefore in Proportion as any Com-

modity approaches to one, or other of these

Extremes, in that Proportion it will be found

to be cheaper, or dearer in a rich, or a poor
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Country. . .. [Moreover] there are certain lo-
cal Advantages resulting either from the Cli-
mate, the Soil, the Productions, the Situation,

or even the natural Turn and peculiar Genius

of one People preferably to those of another,

which no Nation can deprive another of.

(Tucker 1774, 188, 193)

Tucker not only spoke of national “advantages,” but
traced them to climate, soil, and even “the natural
turn and peculiar genius” of the people, factors that
were often subsequently cited as explanations of
economic specialization by the classical school of
economists. He engaged with Hume in what became
known as the “rich country poor country” debate, in
which they argued whether poor countries could
catch up with or even surpass the standard of living of
richer ones. In opposition to Hume, Tucker main-
tained that the built-in advantages of rich countries
are hard to reverse. Without citing Tucker, Adam
Smith also anticipated the theory of comparative
advantage by maintaining that “the most opulent
nations.. . . generally excel all their neighbours in
agriculture as well as in manufactures; but they are
commonly more distinguished by their superiority in
the latter than in the former” (Smith 1776, 16). This
notion of a “natural” territorial division of labor
between rich and poor countries was adopted by
most 19th-century economists.

Ricardo’s Example of Comparative Advantage
The principle of comparative advantage is contained
in chapter 7 of Ricardo’s Principles of Political Econ-
omy and Taxation (1817), which is devoted to foreign
trade:

The quantity of wine which she [Portugal]

shall give in exchange for the cloth of England,

is not determined by the respective quantities

of labour devoted to the production of each,

as it would be, if both commodities were

manufactured in England, or both in Portu-

gal.

England may be so circumstanced, that to
produce the cloth may require the labour of
100 men for one year; and if she attempted to
make the wine, it might require the labour of
120 men for the same time. England would

therefore find it her interest to import wine,

and to purchase it by the exportation of cloth.

To produce the wine in Portugal, might
require only the labour of 80 men for one
year, and to produce the cloth in the same
country, might require the labour of 90 men
for the same time. It would therefore be ad-
vantageous for her to export wine in exchange
for cloth. This exchange might even take
place, notwithstanding that the commodity
imported by Portugal could be produced
there with less labour than in England.

Though she could make the cloth with the

labour of 90 men, she would import it from a

country where it required the labour of 100

men to produce it, because it would be ad-

vantageous to her rather to employ her capital

in the production of wine, for which she

would obtain more cloth from England, than

she could produce by diverting a portion of

her capital from the cultivation of vines to the
manufacture of cloth.

Thus England would give the produce of
the labour of 100 men, for the produce of the
labour of 80. (Ricardo 1817, 135)

These paragraphs contain four numbers denoting
the amounts of labor needed to produce wine and
cloth in England (120, 100) and Portugal (80, 90).
Internatdonal trade textbooks interpret them as
constant labor coefficients per unit of output of wine
and cloth, and deduce from them linear production
possibility frontiers and complete specialization in
both countries (unless one of them happens to be
“large” and remains nonspecialized). Ruffin (2002)
and Maneschi (2004) show that this interpretation is
incorrect. A close reading of the first three paragraphs
of the foregoing passage reveals that the two numbers
relating to each country refer instead to the amount
of labor embodied in its fozal exports and the amount
it would require to produce its total imports of the
other commodity. In the second paragraph, Ricardo
is able to assert which commodity England exports
before even mentioning the two numbers relating to
Portugal. It is clear that Portugal has an absolute
advantage in both commodities since it uses less labor



than England does to produce both traded amounts
of wine and cloth. Ricardo did not justify the four
numbers by referring to particular economic char-
acteristics of the two countries. Economists have as-
sumed that differences between them in the tech-
nology of production account for their respective
comparative advantage.

Ricardo never specified the quantities exported by
each country. If Xis the amount of cloth exported by
England and Y that of wine imported, the zerms of
trade (defined as the relative price of the export good)
are Y/ X units of wine per unit of cloth. Since England
requires 100 units of labor to produce X and 120
units to produce ¥, the unit labor coefficients are
100/Xand 120/ Yrespectively, so that its opportunity
cost of cloth in terms of wine is (100/X)/(120/
Y) = (5/6)YIX. The corresponding unit labor coef-
ficients in Portugal are 80/Y for wine and 90/X for
cloth, so that its opportunity cost of cloth in terms of
wine is (9/8) Y/X. If these opportunity costs remain
constant for all levels of output they are equal to the
internal price ratios, so that Portugal has a compar-
ative advantage in wine while England has it in cloth.
Since (9/8) YIX > YIX > (5/6) YI.X, these opportunity
costs lie on either side of the terms of trade Y/X] so
that trade causes the price of the imported com-
modity to fall in each country.

Classical Perspectives on Comparative Advan-
tage after Ricardo Another classical economist,
Robert Torrens, is often mentioned with Ricardo asa
codiscoverer of the comparative advantage principle.
In his Essay on the External Corn Trade published two
years before Ricardo’s Principles, Torrens argued that
even if England produces “corn” (grains) more effi-
ciently than Poland, it may be to England’s advan-
tage to import it from Poland: “tracts of her territory,
though they should be equal, nay, even though they
should be superior, to the lands of Poland, will be
neglected; and a part of her supply of corn will be
imported from that country” (Torrens 1815, 264
65). Although England has an absolute advantage in
corn, it has a comparative advantage in manufactures
and specializes in them in order to import corn.
Despite Torrens’s two-year precedence in print with
a passage that shows that he appreciated the dis-

tinction between absolute and comparative advan-
tage, Ricardo deserves his reputation as the discoverer
of the principle of comparative advantage since
(unlike Torrens) he presented it in terms of a nu-
merical example thatallowed both the determination
of the direction of trade and the gains from trade
accruing to each country. Ruffin (2002) highlights
other deficiencies in Torrens’s formulation of this
principle.

Torrens deserves to be remembered for another
reason. In his comparative cost example, Ricardo
postulated the existence of a trade equilibrium but
never explained how the terms of trade, and hence the
division of the gains from trade between the two
countries, are determined. Torrens advanced the
notion that they depend on the reciprocal demand of
each country for the export goods of the other
country. As O’Brien (2004) points out, Torrens was
a pioneer in the theory of trade policy by proposing
that a tariff can turn the terms of trade in a country’s
favor, and hence insisting on reciprocity with other
countries in tariff policy. His argument for an ag-
gressive trade policy was critiqued, and the theory of
reciprocal demand developed more rigorously, by
John Stuart Mill (1848), who among the classical
economists ranks with Ricardo as a greatinnovator in
international trade theory. Mill postulated that re-
ciprocal demand determines the terms of trade in
such a way that a country’s exports match the value of
its imports. He noted that the terms of trade are
located between, and bounded by, the autarky price
ratios of the two trading countries. The gap between
the two countries’ autarky price ratios, which indi-
cate their respective comparative advantages, thus
fixes the possible range of the terms of trade, while
reciprocal demand determines their location in this
range. Mill also analyzed how technical change in the
export good of one of the countries alters the pattern
of comparative advantage and turns the terms of
trade against it.

The first professor of political economy in Ireland,
Mountifort Longfield, took an important step in
generalizing the Ricardian model to many com-
modities, observing thata commodity is exported by

a country if and only if the productivity of the labor
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producing it, relative to the other country’s, exceeds
their relative wages. In his words, “That kind of la-
bour will succeed in each country which is more
productive in proportion to its price” (Longfield
1835, 56). Longfield realized the importance of re-
ciprocal demand in determining the range of com-
modities exported, noting that “if a nation enjoyed
an immense superiority in the production of two or
three articles of very general demand, the wages of her
labourers might be, in consequence, so high that she
could not compete with the rest of the world in any
other manufacture, under a system of free trade”
(69). In the two-commodity Ricardian world, com-
parative advantage is determined entirely by tech-
niques of production that dictate that one good is
exported and the other imported. In a muld-
commodity world, a country’s comparative advan-
tage depends not only on technology but also on the
reciprocal demand of each country for the other’s
commodities, such that commodities are exported
(imported) when the ratios of their labor produc-
tivity are greater (smaller) than the ratio of their wage
rates. As Longfield asserted, a country that enjoys a
very high wage rate compared to its trading partner
produces and exports very few commodities.
Neoclassical Perspectives on Comparative Ad-
vantage The classical school of thought gradually
gave way to the marginalist economics of W. Stanley
Jevonsin England, Carl Menger in Austria, and Léon
Walras in France and Switzerland, and then to the
neoclassical school that originated with Alfred Mar-
shall in England. Marshall achieved a “neoclassical”
synthesis by combining insights derived from the
marginalist economists on the important role played
by demand in price determination with the supply-
side view of the classical economists that price is
determined by the cost of production. This spelled
the end of the classical labor theory of value used
to determine the autarky prices in the theory of
comparative advantage of Ricardo and Mill. The
prestige enjoyed by the theory of comparative ad-
vantage guaranteed its continued longevity for sev-
eral more decades, as shown in Jacob Viner’s (1937)
scholarly Studies in the Theory of International Trade,
which painstakingly analyzed and critiqued the

achievements of the mercantilist, classical, and neo-
classical writers in international trade theory and
policy.

Marshall did not do much to advance the theory
of international trade beyond graphically translating
Mill’s analysis of reciprocal demand and terms of
trade determination by means of the two trading
countries’ offer curves. The latter show how much of
the good in which each country holds a comparative
advantage it is willing to export in exchange for al-
ternative amounts of its import good. The slope of
the ray joining the origin to the intersection of the
offer curves yields the terms of trade. Offer curve
analysis was developed in greater detail by Francis
Edgeworth, who incorporated the two countries’
comparative cost ratios in the offer curves and
showed diagrammatically that they bound the terms
of trade. Both Marshall and Edgeworth used offer
curves to illustrate the impact of a tariff on the terms
of trade and to investigate the stability of a trade
equilibrium.

Considerably more progress was made by the
Austrian-born economist Gottfried Haberler in a
1933 book that appeared in English translation three
years later as The Theory of International Trade with
Irs Application to Commercial Policy (Haberler 1936),
and by the Swedish economists Eli Heckscher (1949)
and Bertil Ohlin (1933). Haberler generalized Ri-
cardian comparative advantage to an economy in
which price is defined by the opportunity cost of a
commodity in terms of another, rather than by its
constant “real cost” of production. He depicted by
means of a transformation curve, or production
possibilities frontier (PPF), the menu of outputs that
can be produced with the economy’s factors of pro-
duction and the available technology. Whereas the
PPF is linear in the textbook Ricardian case since real
costs of production are constant for any level of
output, the neoclassical PPF is concave to the origin.
Its slope measures the opportunity cost of one
commodity in terms of the other and increases with
the level of output because of increasing unit costs. In
autarky this slope differs for the two trading partners
and signals their comparative advantage in the
commodity that is cheaper there. Unlike in the Ri-



cardian case, this slope is no longer independent of
demand considerations, and the mix of factors used
changes along the PPF together with its slope. Ha-
berler thus generalized the comparative cost model
while accepting most of its welfare conclusions.

In an article published in Swedish in 1919 and
translated into English in 1949 as “The Effect of
Foreign Trade on the Distribution of Income,” Eli
Heckscher set out to discover for the Ricardian trade
model the hitherto missing rationale for why com-
parative advantage differs across countries and, as the
title of his paper suggests, to explore how trade affects
income distribution. The clue lies in the difference in
the relative abundance of factor endowments across
countries combined with differences in the intensi-
ties with which commodities use factors in produc-
tion. Under autarky these features yield differences in
commodity prices across countries that in turn lead
to trade between them. Making the additional as-
sumption that techniques of production are identical
across countries, Heckscher argued that trade causes
factor prices to converge and even become equal if
neither country becomes fully specialized, a result
that later became known as factor price equalization.
As in the case of Haberler’s PPF, the difference be-
tween comparative costs responsible for trade in the
first place is erased by the very trade it engenders.
After trade is established, and unlike the Ricardian
constant-cost case, the difference in comparative
costs disappears since it is no longer needed to ensure
continued trade.

Haberler’s generalization of the Ricardian model
and Heckscher’s rationale for comparative costs in
the context of that model did not go far enough for
Heckscher’s student Bertil Ohlin, who in 1933
published a book-length critique of the Ricardian
model. Together with Heckscher’s 1919 article,
whose assumptions and conclusions were adopted by
Ohlin, it laid the foundations for what became
known as the Heckscher-Ohlin theory, the main-
stream theory of international trade after World War
II. According to Ohlin’s critique, the Ricardian
model could not be reformed or generalized, but
must be rejected as based on false assumptions in
order to reconstruct the theory of trade on the new

foundations sketched by Heckscher and the neo-
classical school. The association of the term com-
parative advantage with the theory of comparative
costs that Ohlin wished to discredit explains why this
term is hardly used in his 1933 book and disappears
completely from the revised edition of 1967. When
Paul Samuelson (1948) applied the Heckscher-
Ohlin model to two countries, two commodities,
and two factors of production and thereby made it
more comprehensible and suitable for graphical
representation, he was not deterred from using the
term comparative advantage in connection with it. In
fact, Samuelson formulated what became known as
the Heckscher-Ohlin theorem: a land-abundant
(labor-abundant) country has a comparative advan-
tage in the land-intensive (labor-intensive) com-
modity and exchanges this commodity for the other
since in autarky it is cheaper than in the other
country. Its validity depends on numerous assump-
tions, including identical demands in the two coun-
tries such that at the same price ratio they consume
goods in the same proportion. It is somewhat ironic
that, following Heckscher’s lead and despite Ohlin’s
objection to the term comparative advantage, Ohlin
ultimately provided the first book-length explana-
tion of the causes of comparative advantage based on
international factor endowment differences and dif-
ferential factor intensities for commodities.
Comparative Advantage and the New Trade
Theory The Heckscher-Ohlin (H-O) theorem was
tested empirically by Wassily Leontief (1953). De-
spite his surmise that the United States was then the
world’s most capital-abundant country, Leontief
discovered that it exported labor-intensive and im-
ported capital-intensive commodities! His finding
became known as the Leontief paradox and gave rise
to numerous articles thatattempted to account for it.
The underlying H-O theory was extended to more
factors than the two (capital and labor) considered by
Leontief, including natural resources and skilled la-
bor. Later empirical tests that included these exten-
sions sometimes reversed, sometimes reaffirmed the
Leontief paradox. Moreover, contrary to what the H-
O theory suggests, most trade flows were shown to
occur between industrialized countries whose factor
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endowments are fairly similar. Much of this trade is
intraindustry in nature, meaning that the same types
of commodity (such as automobiles) are both ex-
ported and imported. Dissatisfaction with the un-
derlying H-O theory led in the 1970s to the for-
mulation of a new trade theory, some of whose models
dispense altogether with the notion of comparative
advantage. They allow instead for increasing returns
to scale, external economies, differentiated products,
and the associated imperfectly competitive market
structures. Trade can arise even between economies
that are identical with respect to factor endowments
and technical knowledge. The new trade theorists
later realized that Ohlin himself had partly antici-
pated them in 1933. In chapter 3 of his book, titled
“Another Condition of Interregional Trade,” Ohlin
argued that a powerful secondary reason for trade is
economies of scale, due to the indivisibility of certain
factors of production. Ohlin remarked that trade and
specialization are partly determined by history and
accident, factors also stressed by Paul Krugman
(1990). Emphasizing increasing returns and mo-
nopolistic competition in economies in which
comparative advantage plays no role, Krugman
showed that the New Trade Theory can provide
a satisfactory explanation for intraindustry trade.
Other models of the New Trade theorists combine
comparative advantage with economies of scale to
produce a rich variety of possible trade outcomes.
Comparative Advantage: An Enduring Legacy
Comparative advantage has been attributed to many
causes in the trade literature, such as different tech-
niques of production in the Ricardian model and
differential factor endowments in the writings of
Heckscher and Ohlin. The strategy adopted by the
innovators of each theory was to discover a factor that
differsbetween countries, hold everythingelsein them
the same, and build a theory based on this difference.
As the French put it, cest la difference qui compte.
Although comparative advantage plays no role in
a few models of the New Trade Theory, where the
industries that countries adopt are immaterial as long
as they end up specializing and thus reaping econo-
mies of scale, some of its other models combine such
increasing returns with traditional comparative ad-

vantage. Models of the Ricardian or Heckscher-
Ohlin type thus endure as significant explanations of
comparative advantage in the world economy. The
drastic changes in the structure of world trade since
the mid-20th century and the emergence of new
major exporters such as China and the countries of
the “East Asian miracle” present economists and
policymakers with the task of analyzing and keeping
up with the rapid evolution of comparative advan-
tage in the presence of multinational corporations
and of phenomena such as outsourcing and the in-
stantaneous transmission of technological knowl-
edge across frontiers.

See also absolute advantage; economies of scale; gains
from trade; Heckscher-Ohlin model; intraindustry trade;
monopolistic competition; New Trade Theory; Ricardian
model; terms of trade
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ANDREA MANESCHI

B competition for foreign direct
investment

See subsidies and financial incentives to foreign direct

investment

B competition policy

The term competition policy is typically taken to in-
clude all government policies that influence the de-
gree of competition in a nation’s markets, including
trade policy. Competition law, in contrast, refers toa
specific set of legal provisions concerning the manner
in which firms collaborate and compete with one
another. That set usually includes measures on car-
tels, other forms of interfirm collaboration (includ-
ing so-called vertical restraints), mergers and acqui-
sitions, and abuse of market power. Competition
law, therefore, is an element of competition policy
but not vice versa.

The appropriate relationship between national
trade and competition policies and the merits of
different international initiatives on competition law
have long been controversial matters both in eco-
nomic analysis and in international deliberations.
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Indeed, if Adam Smith’s critique in The Wealth of
Nations of granting monopolies on trade with
Britain’s colonies is considered, then these debates
are of very long standing. The spread of competi-
tion law and the strengthening of existing laws
during the current era of international market
integration accounts for the renewed interest in
the relationship between trade and competition
policies.

Many argue that open borders and competition
laws are substitutes. Bhagwati (1968) was among
the first to show that the pricing power of incum-
bent firms would be restrained by foreign firms that
are prepared to supply domestic customers at world
prices. In recent years empirical support for this con-
tention was first provided by Levinsohn (1993) and
Harrison (1994). Both showed that the markups
of domestic firms declined as tariff rates fell. It should
be pointed out, however, that such findings need
not imply that setting zero tariffs eliminates market
power.

The case for complementing trade reforms with
active competition law has been made on several
grounds. In the 1980s and 1990s the claim was fre-
quently advanced that prior reductions in tariffs
on imports into Japan had not led to greater for-
eign access to its markets because agreements among
Japanese manufacturers, wholesalers, and retailers ef-
fectively blocked distribution channels to foreign
suppliers (Lawrence 1993; Saxonhouse 1993). More
generally, the argument has been made that tariff
reductions provide incentives to import-competing
firms to take steps, including engaging in anticom-
petitive practices, that frustrate imports. Private bar-
riers to trade, according to this argument, replace
state barriers. A related but distinct argument is that
sometimes these anticompetitive practices are facili-
tated by national unfair trade laws, in particular anti-
dumping measures. The policy implications of the
last two arguments are different, however: the former
calls for enforcement action against private anti-
competitive acts; the latter for reform, if not outright
abolition, of unfair trade legislation.

The resurgence of national enforcement actions
againstinternational cartels that has taken place since

1993, when the U.S. antitrust authorities offered
more generous terms to cartel members to “defect”
and turn state’s evidence, revealed other comple-
mentarities between open borders and competition
law (Evenett, Levenstein, and Suslow 2001). Un-
derenforcement of national cartel law creates safe
havens where international cartel members can hide
evidence, thereby creating a negative cross-border
spillover for trading partners. Successful prosecu-
tion of an international cartel in one jurisdiction
has often prompted investigations in other juris-
dictions, creating a positive cross-border spillover.
The case for international discipline requiring na-
tions to properly enforce a cartel law can be justi-
fied by reference to the first spillover. The case
for promoting cross-border cooperation among na-
tional competition agencies, which would include
the sharing of evidence on cartel investigations, can
be made on the basis of the second spillover. Both
forms of international collective action would en-
hance the deterrent effect of national cartel law
enforcement.

Since 1995 there has been another wave of cross-
border mergers and acquisitions (Evenett 2003).
These combinations can involve commercial op-
erations in many jurisdictions and, under current
merger review legislation, are often subject to inves-
tigations by many national competition agencies.
Decisions by national competition agencies to allow
or refuse proposed combinations can have cross-
border ramifications and from time to time have
become the subject of commercial disputes between
nations (Muris 2001; Neven and Réller 2000). The
adverse reaction of certain U.S. commentators
and policymakers to the European Commission’s
decision on July 3, 2001, to prevent the merger of
General Electric and Honeywell is an example.
Suboptimal resource allocation is not just a matter
of potentially poor analysis of mergers by competi-
tion agencies or of different substantive welfare
standards, but is also due to the generalized practice
of competition agencies of taking into account only
those effects of a merger that fall within its jurisdic-
tion’s borders. The absence of any compensation
mechanism to take account of all relevant cross-



border spillovers, similar to the cross-sectoral bar-
gaining in trade negotiations, is at the center of the
inefficiency of simultaneous national merger en-
forcement. Economic analyses that endogenize the
decision to engage in cross-border mergers and ac-
quisitions (Horn and Persson 2001) and that ex-
amine the effects of such consolidation in a general
equilibrium setting (Neary 2004) have also been
developed.

Although considerable attention has been given to
competition policy in international forums since the
late 1990s, two significant international initiatives
predate them. The first was the failed attempt to
include binding disciplines on “restrictive business
practices” in the postwar multilateral trading system.
The chapter on such practices in the Havana Charter,
elements of which subsequently provided much of
the legal foundation for the General Agreement on
Tariffs and Trade, was rejected by the U.S. Congress.
Second, in 1980 the members of the United Nations
(UN) adopted a nonbinding Set of Multilaterally
Agreed Equitable Principles and Rules for the Con-
trol of Restrictive Business Practices. The latter
remains the only multilateral instrument on com-
petition law.

In July 2004, World Trade Organizaton (WTO)
members decided not to act on proposals to negotiate
amultilateral framework on competition policy. The
proponents of such a multilateral framework advo-
cated binding obligations to enact and enforce na-
tional anticartel law and to adhere to core WTO
principles. In addition, provisions to promote both
voluntary cooperation between competition agen-
cies and technical assistance for developing countries
were advanced (Clarke and Evenett 2003). Some of
the strongest opponents to negotiating competition
rules at the WTO were the leading competition
agencies, fearful of a loss of discretion. These parties
created the International Competition Network in
2001, and its numerous activities have contributed to
the sharing of best practices in many aspects of
competition law. The Organisation for Economic
Co-operation and Development has developed a
number of recommendations pertaining to compe-
tition law and its enforcement. Binding provisions

on competition law have been included in more than
80 free trade agreements, but the evidence to date on
these provisions’ effectiveness is too sparse to draw
any broad policy conclusions.

See also corporate governance; Organisation for Eco-
nomic Co-operation and Development (OECD); United
Nations Conference on Trade and Development; World
Trade Organization
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B competitive advantage

The concept of competitive advantage came into
popular usage in the 1980s as an attempt to identify
and define the strategic goals of the firm. In his now
famous work Competitive Advantage: Creating and
Sustaining Superior Performance, Michael Porter
showed that the goal of all firms is to achieve a
competitive advantage in relation to their rivals. This
they do either by selling at a lower cost/price or by
differentiating their product from those of their rivals
(Porter 1985). Cost and differentiation advantages
are frequently referred to as “positional advantages,”
as they determine the firm’s position in an industry,
such as whether it competes in the broad, mass
market or a segment/niche. A competitive advantage
enables a firm to earn profits that are higher than the
average profit earned by competitors (“excess prof-
its”). A sustainable competitive advantage is one that
cannot be duplicated or imitated by other firms that
may enter the industry in the long run and compete
for the excess profits enjoyed by existing firms. For
example, a firm may acquire a sustainable advantage
through the creation of a brand name that comes to
be associated with quality or “value for money” and is
difficult for other firms to replicate. The St. Michael’s
label has enabled the British retailer Marks and
Spencer to establish a reputation of this kind in the
clothing and food retailing industry.

Acquiring a Competitive Advantage Firms ac-
quire a competitive advantage by creating more value
than their competitors in the value chain. The latter is
the system of activities (both primary and support
activities) that the firm undertakes in the process of
value creation. As goods pass through the value chain,
value is created at each stage, from upstream suppliers
to downstream sales and marketing outlets. Equally
important is the contribution made by nonproduc-
tion activities such as research and development
(R&D) and management services. In this process, an



important decision is how to configure each of the
activities within the value chain and how to coordi-
nate these activities. Configuration refers to decisions
about where to locate each particular activity and
how many locations to have for each activity. Co-
ordination relates to the decisions about how to link
together the same activity performed in different
locations and how to coordinate that activity with
other activities in the value chain.

National Competitive Advantage In a later
work titled 7he Competitive Advantage of Nations,
Porter introduced the notion of national competitive
advantage to refer to “the decisive characteristics of a
nation that allow its firms to create and sustain
competitive advantage in particular fields” (Porter
1990, 18). Such a concept must be distinguished
from the concept of comparative advantage used in
classical trade theory to refer to the relative cost ad-
vantage that a nation enjoys when entering into trade
with another country. In classical trade theory, such
an advantage was measured in terms of the relative
amounts of labor time that producers in different
countries required to produce different goods. Later,
neoclassical trade theorists explained such differences
in terms of factor endowments and the different
factor proportions required to produce different
goods. While recognizing the usefulness of the con-
cept of comparative advantage for explaining pat-
terns of trade, Porter called for a “new paradigm”
based on competitive advantage.

Porter argued that what matters when determin-
ing why a particular nation succeeds in a particular
industry is the competitive environment of the na-
tion, as this shapes the success of the firms based in
that country. This is determined by a number of
factors, including the following:

1. Factor conditions. These consist of human re-
sources (quantity, quality, and skills of the work-
ers), physical resources (abundance, quality, accessi-
bility, and cost of land and other natural resources,
including climatic conditions and location), knowl-
edge resources (scientific, technical, and market
knowledge), capital resources (amount and cost of
capital to finance industry), and infrastructure (in-
cluding transportation system, communications

system, health care system, housing, cultural condi-
tions, and quality of life). While neoclassical theory
explained national comparative advantage in terms
of factor conditions, it assumed that countries were
endowed with fixed amounts of these factors. How-
ever, although some factors are given (e.g., land and
natural resources), countries can add to their stock of
other factors through factor creation or investment
by individuals or firms.

2. Demand conditions. Three broad attributes of
domestic demand matter its composition, its size
and rate of growth, and the ways in which it is in-
ternationalized. With regard to the composition of
domestic demand, the segment structure matters (by
giving firms an advantage in segments where do-
mestic demand is strong), as does buyer sophistica-
tion (with firms gaining an advantage in sectors
where domestic buyers are among the world’s most
sophisticated and demanding) and the presence of
anticipatory buyer needs (domestic buyers are ahead
of buyers in other countries). With regard to demand
size and the pattern of growth, a large market can
enhance competitiveness through economies of scale
and learning effects. Also, where demand is rapidly
growing, firms may invest more and adopt new
technologies more quickly. Finally, it matters how
domestic demand is internationalized, pulling a na-
tion’s products or services abroad. This can happen as
sales of the product to multinational buyers increase
and through domestic needs being transformed into
foreign needs. The latter can happen through travel
and is particularly applicable to cultural goods, such
as films or television programs.

3. Related and supporting industries. This refers to
the presence within a country of internatonally
competitive supplier industries or other related in-
dustries. Porter identified two mechanisms through
which a competitive advantage in one industry could
benefit other related industries. First, a supplier in-
dustry may provide a downstream industry with
regular supplies of low-cost inputs and possibly priv-
ileged access to these inputs. Second, close working
relationships between suppliers and an industry will
result in more sharing of information and may result
in more rapid innovation within the entire industry.
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4. Firm strategy, structure, and rivalry. First, the
way firms are managed in a particular country and
choose to compete matters a great deal. The country’s
managerial system, the management practices and
training, the way in which firms are organized and
run, and the extent to which firms are globally ori-
ented and willing to compete internationally are all
part of this. Second, the goals of firms within a par-
ticular country, along with the motivation of em-
ployees and managers, may also contribute to a
country’s being successful in a particular industry.
Third, the more vigorously firms compete with one
another in a particular industry, the more likely that
a country will develop and successfully sustain a
competitive advantage in that industry. Policies de-
signed to create “national champions” by encour-
aging two or more firms to merge rarely succeed. An
important aspect of domestic rivalry is also the ease
with which new businesses can be set up in a country
and the extent to which they are.

The Porter Diamond Traditionally, these factors
are represented by the “diamond” diagram shown in
figure 1. In addition to these four factors shaping the
competitive environment of a country, Porter em-
phasized the importance of two other factors that
may separately contribute to a country’s acquiring a
competitive advantage or prevent its doing so. The
first is the role played by chance events, such as an
invention, shortages of key inputs, a sudden rise in
the costs of inputs, significant shifts in exchange rates,
wars, or the political decisions of government. The
second is the role of government policy, which may
influence firms in a particular industry either posi-
tively or negatively. The extent to which government
intervention has contributed to the emergence of a
national competitive advantage in particular coun-
tries is hotly debated. Advocates of government in-
tervention point to the experiences of Japan and
Korea as examples of how such intervention can
work. By contrast, the same policy largely failed when
applied by West European governments to Europe’s
electronics industry. Government intervention is
viewed by Porter as working through the four main
determinants of the diamond rather than constitut-
ing a fifth factor.

Firm
strategy,
structure,
and rivalry
A
Factor Demand
conditions [ 7”1 conditions
Y
Related
and
supporting
industries

Figure 1
Porter’s diamond

An important aspect of the phenomenon of na-
tional competitive advantage is that it is an evolving
process, in which all the factors interact, with each
determinant influencing the others. This process of
interaction is as important as the presence or absence
of each of the factors viewed separately. Thus factor
conditions at any given time are determined by factor
creation in the form of investment in education and
infrastructure and, more important, investment in
the creation and upgrading of advanced and special-
ized factors such as science and technology. Such in-
vestment is stimulated by a strong element of rivalry
between domestic firms. Demand conditions are also
affected by the existence of intense rivalry, which
helps create a large domestic demand for the product
through investment in marketing, aggressive pricing
policies, and the introduction of more varieties of the
same product. The development of related and sup-
porting industries is affected by all of the other factors,
as is the degree of domestic rivalry among firms.

Clustering and Sustainability An especially im-
portant role in this process is played by the geograph-
ical concentration of industries in a particular region,
resulting in the phenomenon of clustering. Cluster-
ing is a readily observable feature of the economies of
most countries. It exists because of the relationships
among the four factors in the diamond and the need
for firms to be close to exploit these advantages.
Within a cluster, the competitive advantage enjoyed



by one industry helps create or sustain the competi-
tive advantage enjoyed by another in a mutually re-
inforcing process. An example of this is where com-
petitive supplier industries enable a country to
sustain a competitive advantage in downstream in-
dustries. The same dynamic process may equally well
happen in reverse, however.

A further aspect of Porter’s diamond model
concerns the importance of sustaining a competi-
tive advantage. It is not sufficient for firms in a
country to obtain a competitive advantage in a par-
ticular industry; that advantage must be sustained
by a processing of widening and upgrading. Some of
the factors that give rise to a competitive advantage
are also important in sustainability. These include
investment in institutions that undertake research
and generate new ideas, the composition of demand
and the intensity of domestic rivalry, and the ex-
tent to which the different factors in the diamond
interact.

A Multiple Diamond Approach One of the
major criticisms leveled at Porter’s model is that it
fails to adequately address the role of multinational
enterprises in the determination of national com-
petitive advantage. In 1993, John Dunning argued
that Porter was mistaken in arguing that the firm-
specific advantages of multinational companies
could be explained purely and simply in terms of the
competitive advantages of their home countries
(Dunning 1993). Multinational companies derive
their advantage from the national diamond existing
in a number of countries, not just the home country.
If Porter’s model is to be applied to international
business, Alan Rugman has argued that a “multiple
diamond” approach is needed (see Rugman and
Verbeke 2001). The weakness of the Porter model,
argue Rugman and Verbeke, is that it concentrates
entirely on what they call “non-location-bound”
firm-specific advantages that are developed by firms
in home countries before they engage in foreign di-
rect investment (FDI) and which can then be trans-
ferred to other branches of the firm. This ignores,
however, the advantages that multinational compa-
nies, which have already engaged in FDI, enjoy from
having value-added activities in several locations and

from their common governance. Some of these ad-
vantages are “location bound,” which means that
they derive from a particular geographical area and
cannot easily be transferred abroad.

The need for such a multiple diamond approach s
especially relevant in the case of small countries,
where firms are able to overcome the problems of a
small domestic market by increasing their sales in the
markets of other countries. Rugman and Collinson
have illustrated how the Porter model could be ap-
plied to the analysis of the problem of international
competitiveness with reference to firms in Canada
(Rugman and Collinson 2006). Using a double
diamond model, Rugman and Collinson show
how Canadian firms have used exports to the
United States and their rivalry with U.S. firms to
develop a global competitive advantage in particular
industries. In effect, the Canadian and U.S. markets
served as two domestic markets through which Ca-
nadian firms could become globally competitive.
Such an advantage may be acquired through devel-
oping new innovative products and services for
consumers in both markets, drawing on support in-
dustries and infrastructures in both countries, and
making freer and fuller use of the physical and human
resources of both countries (Rugman and Collinson
20006).

Competitiveness One of the effects of the focus
on competitive advantage since the 1980s has been
an increased fascination with competitiveness rank-
ings of countries. Two examples of this are the Global
Competitiveness Report by the World Economic
Forum (WEF), and the World Competitiveness
Center’s Yearbook. Such listings seek to rank coun-
tries in terms of competitiveness using a range of
criteria such as economic performance, government
efficiency, business efficiency, and infrastructure.
The 2006 rankings of the WEF placed Switzerland,
Sweden, and Finland respectively in the top three
places in the world. It should be pointed out, how-
ever, thatit is comparative, not competitive, advantage
that determines what goods a country specializes in.
This is because trade is a positive-sum game in which
all countries gain, not a zero-sum game in which one
country gains only at the expense of another.
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This point is well made by Paul Krugman in a
short essay first written in 1994, in which he com-
ments on what he called the “dangerous obsession”
with competitiveness (Krugman 1996). Using the
example of Japan achieving a higher level of pro-
ductivity than the United States, Krugman writes,
“While competitive problems could arise in principle,
as a practical, empirical matter, the major nations of
the world are not to any significant degree in eco-
nomic competition with each other. Of course, there
is always a rivalry for status and power countries
that grow faster will see their political rank rise. So it is
always interesting to compare countries. But asserting
that Japanese growth diminishes US status is very
different from stating that it reduces the US standard
of living and it is the latter that the rhetoric of
competitiveness asserts” (Krugman 1996, 10).

Achieving a national competitive advantage is
important in enabling some countries to grow faster
than others. An obsession with competitiveness,
however, is dangerous, as Krugman argues, because it
canlead to protectionism and trade conflict, aswell as
misguided public spending designed to create and
sustain a national competitive advantage over other
trading partners and the promotion of national
champions.

To summarize, acquiring and sustaining a com-
petitive advantage can be seen as the primary strategic
aim of firms in the modern world economy. The
source of national competitive advantage is to be
found in the competitive advantage obtained by the
firms operating in the country, both domestically
owned and foreign owned. This, in turn, is the
product of a complex set of factors that interact with
one another to shape the competitive environment of
the country. Unlike comparative advantage, how-
ever, competitive advantage is a dynamic concept, in
which national competitive advantage continuously
evolves. In a world in which multinationals are
dominant, the source of such advantage often results
from firms operating in more than one country.
Despite its usefulness in explaining why some
countries develop a specialization in a particular in-
dustry or branch, an emphasis on attaining a com-
petitive advantage can cause governments to pursue

misguided policies that lead to trade conflict. It re-
mains the case that trade is a positive-sum game in
which all can benefit.

See also commodity chains; comparative advantage; for-
eign direct investment (FDI); foreign direct investment:
the OLI framework; New Economic Geography
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B competitive devaluation
See beggar-thy-neighbor policies

B compulsory licensing
See access to medicines

B computable general equilibrium models
See applied general equilibrium models

B conflicted virtue
In the world’s monetary system, only a few major
currencies mainly the U.S. dollar and the euro
dominate as units of account for the internationally
liquid assets or debts of developing countries or
emerging markets. The consequences of this inter-
national asymmetry among currencies are profound.
Itleads to the problems of original sin (the inability of
a debtor country to borrow in its own currency) and
conflicted virtue (the inability of a creditor country to
lend in its own currency).

Any creditor country that cannot lend in its own
currency cumulates a currency mismatch called con-

flicted virtue a concept introduced by McKinnon
(2005). A country is “virtuous” if it has a high saving
rate and tends to run surpluses in the current account
of its balance of payments, that is, make loans to
foreigners. Because the surplus country cannotlend in
its own currency, however, it builds up claims on
foreigners in foreign exchange, usually U.S. dollars.
This situation has led foreign debtor governments
particularly the U.S. government  to complain that
the surplus country’s ongoing flow of trade surpluses
and official reserve accumulation of dollars is an un-
fair result of having an undervalued currency. Debtor
governments may then try to pressure the surplus
country to appreciate its currency against the dollar
in the often mistaken belief that an appreciation of
the surplus country’s currency will reduce its trade
surplus.

The greater the foreign mercantile pressure for
appreciation, the greater the concern of domestic
private holders of dollar assets that they will suffer
capital losses in their home currency. As holders of
dollar assets switch into the domestic currency and
out of dollars, the government is “conflicted.” An
appreciation would dampen exports and, if expected
to be repeated, induce serious defladion with a zero
percent interest liquidity trap (a situation in which
the nominal interest rate is close to zero and the
country’s central bank is unable to stimulate the
economy with monetary policy), as in Japan in the
1990s. But the American government may threaten
trade sanctions if the creditor country under siege
does not allow its currency to appreciate substan-
dally. This is the essence of the syndrome of con-
flicted virtue.

Conflicted Virtue in East Asia Conflicted virtue
would notarise in creditor countries whose money is
the dominant vehicle currency in international fi-
nance. In the 19th century, Britain was the largest
creditor country, with large current account sur-
pluses financed by large net capital outflows. Most of
the British claims on foreigners, however, were de-
nominated in the pound sterling, the British cur-
rency. Thus British investors were happy to accu-
mulate large sterling claims on foreigners without
provoking a depreciation of their foreign claims
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against their domestic ones. Similarly, for 25 years
after World War II, the United States had trade
surpluses and was the world’s biggest creditor. By
then, however, the dollar had displaced sterling as the
world’s dominant vehicle currency. Because U.S.
claims on foreigners were denominated mainly in
dollars, there was no internal currency mismatch in
U.S. private portfolios.

The East Asian economies (and, increasingly, oil-
rich Middle Eastern countries) are unusual, however,
in that they are significant international creditors
whose currencies are relatively little used outside their
own countries. In Japan, large current account sur-
pluses have persisted since the late 1970s. Taiwan’s
and Singapore’s current account surpluses have been
significant since the 1980s. Since 1998, previous
debtor economies such as Korea have run current
account surpluses (reflecting their “virtuously” high
saving rates), resulting in high net capital exports.
Sometimes these are offset by foreign direct invest-
ments (FDI) abroad. But the common mode of fi-
nance is to build up liquid claims ~ either privately or
as official exchange reserves  in international mon-
ies such as the dollar. Japan’s current account sur-
pluses continued into the new millennium. By 2005,
Japan’s net holdings of liquid claims on foreigners
(largely in dollars) reached a new high of U.S. $1.7
trillion, of which about $830 billion were official
exchange reserves (McKinnon and Schnabl 2006).

Although China’s buildup of liquid dollar claims
has a much shorter history than Japan’s, it has been
accentuated by large inflows of FDI  relatively il-
liquid long-term liabilities. By the end of 2005,
China’s liquid dollar-denominated assets were
roughly $1 tillion, of which $819 billion were offi-
cial exchange reserves  a higher proportion than in
Japan. The cumulative joint holding of dollar claims
of all Fast Asian countries amounts to nearly $3
trillion. In China, household consumption, wages,
and claims on financial intermediaries such as banks
(deposits) and insurance companies (annuities) are
mainly in yuan. Thus private Chinese households
and firms will hold dollar assets only if there is a
substantial business convenience in doing so, or if the
interest rate on dollar assets is higher, and if the im-

mediate threat of yuan appreciation (dollar devalu-
ation) is absent.

Effects of Conflicted Virtue China and other
East Asian governments worry about the sudden loss
of export competitiveness should their currencies be
forced to appreciate. Beyond this, when the world
price level measured in dollars is stable, any such
appreciation would be followed by a domestic de-
flationary spiral as in Japan from the mid-1980s
through the 1990s as a result of the erratically ap-
preciating yen. McKinnon and Ohno (1997) de-
scribe the nature of an American mercantile pressure
to appreciate the yen from the 1970s to the mid-
1990s, then analyze the subsequent deflationary
consequences for Japan.

Governments in creditor economies with con-
flicted virtue may cut domestic short-term interest
rates to forestall or slow the conversion of privately
held dollar assets into domestic currency. Insofar as
people believe that low short-term rates will persist,
domestic long-term interest rates also fall. At any
given exchange rate, a new portfolio equilibrium can
be found in which private agents would be willing to
finance the nation’s ongoing current account surplus
by building up higher yield liquid dollar claims rather
than the government accumulating official exchange
reserves.

Japan has the longest experience with current ac-
count surpluses, and the associated buildup of dollar
claims, from the early 1980s into the new millen-
nium. Between 1978 and 2007, the interest rates on
long-term (10-year) Japanese government bonds
(JGBs) averaged about 3 to 4 percentage points less
than those on long-term U.S. treasuries. Short rates
are more volatile, but were bid down close to zero in
the mid-1990s. In November 2006, when the
American interest rate on overnight federal funds was
5.25 percent, the corresponding Gensaki rate in
Tokyo was just 0.25 percent. As long as interest rates
on yen assets are sufficiently below those on dollar
assets, the Japanese private sector  banks, insurance
companies, trust funds, and so on  can still be per-
suaded to fund Japan’s ongoing current account
surpluses by accumulating dollar assets with higher
yields. This interest differential reflects both the ex-



pectation that the yen will appreciate on an upward
trend, as was important from the late 1970s to the
mid 1990s, and a negative risk premium that arises
when the yen simply fluctuates against the dollar so as
to make the ever-larger private holdings of dollar
assets more risky in yen terms  as was the case in the
first few years of the new millennium.

But there are limits on how negative this risk
premium on yen assets, and on how wide the asso-
ciated interest differential, can become. When
American interest rates fell to abnormally low levels,
with short-term rates down to just 1 percent in early
2004, the spread was not (could not be) big enough
because Japanese nominal interest rates were boun-
ded from below by zero. Then the Japanese private
sector refused to keep acquiring enough dollar assets
to finance the current account surplus. Indeed, pri-
vate agents in Japan started dishoarding previously
accumulated dollar assets in order to acquire near-
zero-yield yen assets! In 2003 4, the Bank of Japan
intervened massively in the foreign exchange markets
to acquire more than $330 billion mostly from
private Japanese financial firms  in order to prevent
the yen from appreciating sharply.

Since 2004, China has run a larger current ac-
count surplus, mainly financed by a huge buildup of
official exchange reserves. This buildup has led to
calls from the American government for China to
appreciate its currency  the threat thereof leading to
a fall in internal Chinese interest rates and the un-
willingness of private Chinese wealth holders to ac-
quire overseas assets. Therefore, the rapid accumu-
lation of official exchange reserves becomes even
larger. Conflicted virtue in creditor countries, with
their overhangs of dollar assets, continues.

See also balance of payments; Bretton Woods system;
carry trade; dollar standard; dominant currency; foreign
exchange intervention; global imbalances; gold standard,
international; interest parity conditions; International
Monetary Fund (IMF); international reserves; mercantilism;
original sin; reserve currency; vehicle currency
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B contagion

In economics, contagion refers to the spread of a crisis
from one country to others. Such a spread can show
up in a variety of ways, such as its effects on interest
rates, asset prices, exchange rates, capital flows, or the
probability of a crisis. Economic usage of the word
contagion draws on the analogy to the spread of
contagious diseases. Thus the currency crisis in
Thailand that spread to much of the rest of East Asia
in 1997 was often referred to as the “Asian flu” or the
“Asian contagion.” The use of the term contagion
became particularly popular with the crisis in Mexico
atthe end of 1994, which was felt throughout mostof
Latin America and became known as the “tequila
crisis.” Academic attention to contagion had been
stimulated by the earlier crises in the European
Monetary System in 1992 and 1993.

Defining Contagion There is considerable debate
among economists about how to define contagion.
Some hold thatit refers to any general transmission of
shocks from one market to another. Others argue
that contagion exists only if there is a significant in-
crease in cross-market relationships beyond what can
be explained by the fundamental state of a country’s
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economy (“fundamentals”). Still others contend that
contagion spreads only through certain channels. In
an influential analysis, the economist Paul Masson
(1999) defined contagion asa consequence of sudden
shifts in market expectations and investors’ confi-
dence. Such shifts are particularly relevant in the
context of second-generation crisis models in which a
country’s fundamentals can be in an intermediate
vulnerable zone between good and bad. In such sit-
uations, a crisis in one country can directly affect
expectations of the situation in other countries, and
hence move an economy from a good equilibrium to
a bad one and end in a crisis. Masson distinguishes
contagion from other types of shocks. He calls a
common external shock that affects a group of
countries “monsoonal effects,” referring to the ex-
ample of a monsoon season affecting several coun-
tries in a region. This type of effect, Masson argues,
should not be considered contagion. Another ex-
ample of a monsoonal effect is a shock to oil prices or
supply that affects many countries at the same time.
Still another is the effect on developing countries of
major changes in the interest rates of large industrial
countries. Both of the latter two examples helped
contribute to the Latin American debt crises of the
1980s.

During noncrisis periods, contagion is usually
related to the linkages of the economic fundamentals
between one or more countries, and is typically called
interdependence. Possible factors leading to contagion
include trade linkages, common external shocks, and
political or economic policies. Contagion is more
frequent during crisis periods than noncrisis peri-
ods, however, and is an important explanation of
emerging market crises of the late 20th and early 21st
centuries. Crisis contagion beyond what can be ex-
plained by fundamental links is often called “pure
contagion.” “Unjustified” contagion refers to pure
contagion resulting from panic and other forms of
irrationalities and market imperfections. No com-
monly accepted name has yet been given to rational
pure contagion that is transmitted through financial
channels such as portfolio rebalancing. A country can
be an “innocent victim” of fundamental-based con-
tagion or of pure contagion. For example, the con-

tagion effect from Argentina to its small neighbor
Uruguay in 2001 was due primarily to economic
interdependence, while the spread of the Asian crisis
has often been attributed to panic contagion. The
degree of a country’s innocence and the degree to
which contagion is unjustified by fundamentals are
often matters of considerable dispute.

Causes and Channels of Contagion Contagion
can be transmitted through real or financial linkages,
or through other channels such as global investors’
behavior and market imperfection. Causes of con-
tagion are often closely related to its transmission
channels. Real linkages, such as trade, economic pol-
icies, shared fundamentals, and common shocks, all
lead to increased interdependence among economic
and financial markets. Contagion effects generally
have a strong regional concentration (the Russian
crisis in 1998 is a major exception). This has led
many economists to stress the role of direct macro-
economic linkages, especially through international
trade, as an important channel for contagion.

If contagion is taken to include the general in-
terdependence among economic fundamentals, it
can be measured using comovements of financial or
economic variables. Pure contagion measurements
typically test for cross-country relationships beyond
fundamentals. Treatments of what are considered
fundamentals also vary substantially. Typically, the
broader the range of factors that analysts consider
fundamentals, the less pure contagion they see.

Contagion also can spread through financial
connections. Global portfolio diversification allows
large capital flows to enter emerging markets butalso
makes inflows quickly become outflows during a
crisis. Such abrupt reversals of capital flows are often
called “sudden stops.” In order to maintain the li-
quidity of their portfolios, institutional investors
tend to sell their cross-border investments in one
market when another market is in trouble. Portfolio
diversification and rebalancing alone are often
enough to explain contagion effects without invok-
ing market imperfections. Similarly, common lender
problems also lead banks to rebalance their assets
portfolio and refuse to roll over debt to countries
with risk characteristics similar to those countries in



default. If several countries share the same type of
investors, correlations among these countries’ fi-
nancial assets increase, even among countries with
few economic similarities. If investors trade only
certain categories of assets, the probability of selling
out that type of asset during a crisis also increases.

Financial market imperfections, such as asym-
metric information, a situation in which one party
has more information than another, and ill-designed
incentive structures for fund managers, can also
contribute to the spread of a crisis from one market to
another. When a market is less transparent and in-
formation is not readily available, investors are more
likely to herd. When investors are relatively unin-
formed they may assume that if someone else takes an
action, it is because that person has better informa-
tion. Such behavior would increase the size of market
swings.

Fund managers’ compensation contracts, even if
optimal at the firm level, may lead to inefficiencies at
the macroeconomic level. Fund managers, for ex-
ample, are usually evaluated on short time frames,
which restrict them from taking advantage of mis-
pricing. Moreover fund managers are typically eval-
uated against a benchmark, encouraging them to
form a portfolio very close to that benchmark or to
follow the actions of other fund managers. Such
“separation of brain and resources” contributes to
fund managers’ pursuing short-term profits and
herding, which can cause cross-border contagion.

Owing to similarities among the countries, their
geographic proximity, and limited information, in-
vestors may not always be able to differentiate among
common shocks and country-specific shocks. As a
result, they might make heuristic decisions. Herding
and rational ignorance are such “rule of thumb” re-
sponses to market imperfections, and contagion is
the consequence.

Investors’ sentiments ~ panic, overoptimism, over-
reaction, and shifts in expectation can also lead to
contagion. Duringa crisis, investors might panic and
pull out funds in the entire crisis region regardless of
each country’s fundamentals. They can be overly
optimistic before a crisis. A crisis in one country
might force them to reevaluate investments that they

initially should have investigated more thoroughly.
Thus a crisis in one country can serve as a wake-up
call prompting a reevaluation of investments in other
countries with shared characteristics.

Of course, if markets were already fully efficient
there would be no need for such reevaluations.
However, many economists and finance experts are
now giving much greater attention to ways in which
financial markets may be less than ideally efficient.
Such analysis is called behavioral finance. It varies
from emphasis on external constraints such as the
high cost of information to possible psychological
biases. Behavioral analysis is still at an early stage of
development, but it promises a number of fruitful
insights into the behavior of actual financial markets
that fall between the extremes of ideally efficient
markets and wildly irrational ones (see Willett 2000).

Examples of Crisis Contagion Discussions of
contagion often suggest that the spread of crises is
especially associated with the effects of panic in fi-
nancial markets. This panic contagion view has be-
come particularly widespread in light of the 1997 98
Asian crisis as the countries hit had strong macro-
Subsequent
however, showed that many of the countries in crisis

economic fundamentals. analyses,
had microeconomic and financial weaknesses that
suggested some justification for the spread.

Since many crisis countries in Asia had impressive
economic growth records, balanced government
budgets, and conservative monetary policies, some
economists started to analyze the role market psy-
chology and investors’ behavior played during the
crisis. South Korea is a prime example. Despite its
good macroeconomic fundamentals, Korea suffered
devastating losses during the crisis largely because of
financial and microeconomic weaknesses. Because of
implicit guarantees against large depreciation of the
exchange rate and the prospect of government bail
out of failing institutions, the banking sector in
South Korea had incentives to engage in excessively
risky loans. As a result it became burdened with
nonperforming loans while the corporate sector took
on large dollar-denominated, short-term debt. Sim-
ilarly, a large number of Indonesian and Thai
corporations had been borrowing heavily in U.S.

uoibejuod

217



uoibejuod

218

dollars. They and their overseas investors had be-
lieved that their countries’ exchange rates were safe
from large depreciations. When this assumption
proved false, there was a rush to cover their positions,
which in turn generated large capital outflows.

Furthermore, while many initial analyses treated
the whole set of crises as a single event, the crisis
developed over a period of months and had several
distinct phases. The first phase, between July and
October 1997, started with the run on the Thai baht.
Its subsequent depreciation spread mainly to In-
donesia, Malaysia, and the Philippines, all of which
were forced to allow large depreciations of their
currencies. The financial markets of a much broader
group of countries felt ripples, but did not experience
strong speculative attacks or capital flight. In the
second phase, which started in October 1998, the
devaluation of the Taiwan dollar generated fears that
the Hong Kong dollar would follow. The Hong
Kong stock market lost 40 percent of its value, which
led to the devastating devaluation of the South Korea
won in less than two months. While Korea felt some
immediate repercussions from the Thai crisis, they
were relatively mild. The strong speculative attacks
on the won did not occur until months later. Simple
panic contagion would not explain such a protracted
spread.

The Asian financial crisis drove down raw mate-
rial prices. This had severe consequences for Russia,
which was highly dependent on exports of raw ma-
terials. Even though interest rates soared to 150
percent to attract investors to buy government
bonds, by mid-1998 Russia was in need of help from
the International Monetary Fund (IMF) to maintain
its exchange rate. However, the Russian government
failed to implement a realistic budget and necessary
legislation to meet IMF requirements. Fearing the
IMF might pull the plug on its loans, global investors
continued to flee Russia, and Russia soon after de-
faulted on its debt, sending shock waves through
financial markets across the globe.

The financial market expected a substantial de-
valuation of the ruble, but most observers believed
that Russia was too important geopolitically to be
allowed to default. Thus markets were stunned.

Combined with the near collapse of the hedge
fund Long-Term Capital Management in the Uni-
ted States, the Russian default set off a shift to ex-
treme risk aversion among investors. Risk premiums
rose substantially, and emerging market countries
found it difficult or impossible to find investors for
new international credit instruments for many
months.

Policy Implications The best ways to prevent
contagion and to deal with it when it occurs vary
depending on its causes and channels. A number of
policies that are good in their own right, such as the
promotion of sound economic fundamentals and the
development of better policies in both the publicand
private sector for assessing and managing risk, also
help reduce problems from inflation. The role played
by contagion during the crises of the 1990s prompted
many proposals for greater national and interna-
tional control over international financial flows.

Confusion has resulted from the tendency of the
popular press to use the term contagion to describe
any effects of a crisis in one country on currency or
financial markets of other countries. The crisis in
Iceland in 2006 was felt in currency markets as far
away as Eastern Europe and Africa, but these fairly
mild ripple effects from Iceland were of a quite dif-
ferent magnitude than the devastating crises thathita
number of Asian countries after Thailand’s currency
crisis. The global repercussions of the Russian default
in 1998 fell between these extremes.

The available evidence clearly suggests that major
shocks often do cause indiscriminant contagion in
financial markets, but with the exception of the
Russian default this tends to last for only a brief
period, measured in hours, days, or weeks. Medium-
term responses from the currency and financial
markets tend to be much more differentiated, al-
though the determinants of these more focused me-
dium-term responses can be quite complex, includ-
ing both trade and financial linkages and a broad
range of fundamentals including financial and po-
litical as well as economic considerations. Since in-
formation is often quite imperfect, perception of the
fundamentals can shift without any change in the
actual fundamentals themselves. Thus a crisis in one



country can act as a wake-up call that generates re-
evaluations of conditions in other countries. The
Thai crisis provides a vivid example.

In general, the fallout on other countries and
markets from the crises occurring since the Russian
default have been much milder, and asa consequence
support for major reforms in the international fi-
nancial architecture has fallen off. Many economists,
however, still believe that there is a strong case for
strengthening the capabilities of the IMF to act asan
international lender of last resort to deal with li-
quidity crises, especially those that would have the
potential to generate considerable contagion.

See also asymmetric information; banking crisis; capital
flight; capital flows to developing countries; currency cri-
sis; financial crisis; hedge funds; hot money and sudden
stops; international financial architecture; International
Monetary Fund (IMF); International Monetary Fund con-
ditionality; International Monetary Fund surveillance;
Latin American debt crisis; lender of last resort; sovereign
risk; spillovers
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PRISCILLA LIANG AND THOMAS WILLETT

E Convention on Biological Diversity
The Convention on Biological Diversity (CBD)
aims to promote the well-being of both nature and
humans. Negotiated under the auspices of the UN
Environment Program (UNEP), adopted on May
22,1992, and entered into force on December 29,
1993, it is built on a threefold, interacting objective:
“the conservation of biological diversity, the sus-
tainable use of its components and the fair and eq-
uitable sharing of the benefits arising out of the udi-
lization of genetic resources” (art. 1). The convention
is comprehensive in scope, as it includes all species
and ecosystems worldwide, as well as the genetic di-
versity within species. There are currently 188 parties
to the convention, which is governed by a conference
of the parties (COP) that is supported by a Subsidiary
Body on Scientific, Technical, and Technological
Advice. The CBD secretariat is located in Montreal
and has about 60 professionals and support staff.
The background for negotiating and strengthen-
ing the CBD was an increasing awareness and
agreement among scientists that the current rate of
species extinction was (and remains) extremely high
compared to the natural average rate (Wilson 1988;
Heywood 1995, 232). A rapid loss of genetic diver-
sity in domesticated plants, with risks of reduced
food security, was another central concern. Of the
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estimated 7 to 30 million species on earth, only 1.9
million have been scientifically described most of
what is lost is scientifically unknown. Moreover,
developments in the biotechnologies have increased
economic interests in the world’s genetic resources.
Genetic resources constitute important input factors
in biotechnology, including the pharmaceutical
sector and all development and breeding of plants
and animals. Wild relatives of domestic crops pro-
vide genetic variability that can be crucial in cir-
cumstances such as overcoming disease outbreaks or
adjusting to climatic changes. Species may contain
compounds (genes, proteins) that can generate
valuable pharmaceuticals or other products at some
future date (Laird and Wynberg 2005).

Provisions on access to genetic resources, includ-
ing the equitable sharing of the benefits of their use,
form a central element of the CBD and are regarded
as a prerequisite for the two first objectives of con-
servation and sustainable use. The CBD reconfirmed
national sovereign rights to genetic resources (art.
15.1) and equitable sharing of benefits from use of
those resources (art. 15.7). Access to the resources is
based on mutually agreed terms and subject to prior
informed consent (art. 15.4 and 15.5).

The value of products derived from genetic re-
sources worldwide has been estimated at between
U.S. $500 billion and $800 billion (Ten Kate and
Laird 1999). In addition to the direct economic
values of genetic resources, biodiversity as a whole
provides a great range of ecosystem services, such as
local water and climate regulation, and materials for
building and firewood. There is also a great range of
noneconomic values attached to biodiversity, such as
cultural and intrinsic values. The average annual loss
of wild habitats and populations is estimated to de-
prive people of ecosystem services with a net worth of
about U.S. $250 billion every year (Millennium
Ecosystem Assessment 2005). The CBD parties have
pledged to halt and reverse the loss of biodiversity by
2010.

To this end, the CBD parties have agreed to de-
velop national biodiversity strategies, integrate bio-
diversity conservation in all policy levels and sectors,
identify and monitor biodiversity, establish systems

of protected areas, and identify activities that are
likely to have adverse effects on biodiversity. More-
over, the parties must adopt economically and so-
cially sound measures to act as incentives for con-
servation and sustainable use, establish programs for
scientific and technical education and training for
identification and conservation, and provide support
for such training in developing countries. The CBD
is equipped with a monitoring mechanism in the
form of national reporting and an incentive mecha-
nism in the form of the Global Environment Facility
(GEF). The GEEF has invested nearly U.S. $4.2 bil-
lion for biodiversity conservation in developing
countries since its establishment in 1991.

In several respects, the CBD constitutes a frame-
work agreement open for further developments and
specifications. For example, article 19.3 commits
parties to the CBD to consider the elaboration of a
protocol to protect biodiversity from potential risks
from genetically modified organisms. On this basis,
the parties negotiated the Cartagena Protocol on
Biosafety, which was adopted in 2000 and entered
into force in 2003. The protocol builds on a pre-
cautionary approach and establishes an advance in-
formed agreement (AIA) procedure to help countries
make decisions before agreeing to the import of such
organisms into their territory.

The COP has initiated work on seven thematic
work programs. These address marine and coastal
biodiversity, agricultural biodiversity, forest biodi-
versity, island biodiversity, the biodiversity of inland
waters, dry and subhumid lands, and mountain
biodiversity. In addition, work has been initiated on
biosafety; access to genetic resources; traditional
knowledge, innovadons, and practices (art. 8[j]);
intellectual property rights; indicators; taxonomy;
public education and awareness; incentives; and alien
species.

The ecosystem approach is the primary frame-
work for action under the convention. It is a strategy
for integrated management of land, water, and living
resources that aims to promote conservation and
sustainable use in an equitable manner. The ecosys-
tem approach recognizes that humans, with their
cultural diversity, are an integral component of eco-



systems. As the greatest threat to biodiversity lies in
the replacement of undeveloped land by alternative
systems of land use, the approach recommends man-
agement in an economic context in order to reduce
market distortions, which undervalue natural sys-
tems and provide perverse incentives and subsidies.

The COP has requested close collaboration with
relevant international instruments and processes to
enhance policy coherence. These include biodiver-
sity-related conventions (Convention on Interna-
tional Trade in Endangered Species, Ramsar Con-
vention on Wetlands, Convention on Migrating
Species, and World Heritage Convention), the UN
Framework Convention on Climate Change
(UNFCCC), and the Convention to Combat De-
sertification (CCD), as well as intergovernmental
organizations, such as the Food and Agriculture
Organization, UNESCO, the Intergovernmental
Oceanographic Commission, and the World Trade
Organization (WTO). There is a joint Web site for
biodiversity-related conventions (see Further Read-
ing, at the end of this article).

The CBD and the Ramsar Convention on Wet-
lands are implementing a joint work plan, including
the River Basin Initiative. The secretariats of the
CBD and the CCD are developing a joint work
program. The COP has also called for greater co-
operation with the UNFCCC on issues such as
drylands, forest biodiversity, coral reefs, and incen-
tive measures. The Intergovernmental Panel on
Climate Change examines linkages between climate
change and biodiversity and prepares scientific advice
on the integration of biodiversity considerations into
implementation of the UNFCCC and its Kyoto
Protocol. The Secretariat is collaborating with UN-
ESCO on the development of a global initiative on
biodiversity education, training, and public aware-
ness. The COP also emphasizes the importance of
developing a common understanding of the rela-
tionship between the CBD and the WTO agree-
ments, including the Agreement on Trade-Related
Aspects of Intellectual Property Rights (TRIPS). It
has called for further work with respect to the rela-
tionship between intellectual property rights (IPRs),
relevant provisions of TRIPS, and the CBD, in

particular those on technology transfer and on tra-
ditional knowledge and biological diversity. The
COP has invited the WTO to explore the interrela-
tionship between the CBD and the TRIPS. The
COP has also sought to initiate cooperation with the
World Intellectual Property Organization (WIPO)
on the issue of IPRs arising from the implementation
of the convention, such as those in access and benefit
sharing and article 8(j) and related provisions. A
memorandum of cooperation was signed with

WIPO in 2003.

See also Agreement on Trade-Related Aspects of In-
tellectual Property Rights (TRIPS); Convention on Inter-
national Trade in Endangered Species (CITES); Global
Environment Facility; multilateral environmental agree-
ments; trade and the environment
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G. KRISTIN ROSENDAL

H Convention on International Trade

in Endangered Species (CITES)
The Convention on International Trade in En-
dangered Species (CITES) is a mature international
treaty that became effective in 1975. At the begin-
ning of 2007, 169 sovereign states had ratified or
acceded to the treaty.

Global trade in animals and plants is not mea-
sured by any one organization or individual; it occurs
as $20 tourist items or as single blue fin tuna worth

$40,000 for the Japanese sushi market, as well as
reptile skin shipments worth more than $1 million.
The total amount of trade in wild plants and animals
is very difficult to determine, but one comprehensive
estimate for the 1990s suggested an annual value of
$15 billion, excluding timber and fisheries, which by
themselves may have a value of $140 billion. Esti-
mates of illegal trade in endangered species range
between $5 billion and $10 billion per year. It is
widely accepted that the value of illegal wildlife trade
is second only to the illegal drug trade.

Approximately 5,000 species of animals and
28,000 species of plants are listed for some level of
protection under CITES. Most well-known animals
and plants are within the umbrella of the treaty:
bears, elephants, whales, large cats, rhinos, sea horses,
corals, orchids, and mahogany are buta sample of the
species. The only group that is not well represented
on the list is commercial fish from the open ocean.
This absence has to do more with international
politics than biological status.

The purpose of the treaty is to control the inter-
national movement of treaty-listed wild plants and
animals, alive or dead, whole or parts thereof (spec-
imens of species) in such a manner as to be assured
that the pressures of international trade do not con-
tribute to the endangerment of a species. This treaty
does not deal with trade issues within a country or
with the issues of habitat protection or preservation.
CITES is implemented by way of permit require-
ments for the listed species. These permits are oper-
ative at the customs level as trade moves across na-
tional boundaries.

This is an active treaty regime; representatives of
all the member states meet every two years to consider
what adjustments need to be made to the list of
protected species and what management and policy
issues need to be addressed.

Listing of Species The treaty creates categories
into which species of concern or at risk of extinction
may be placed: appendix I and appendix II. Those on
appendix [ are species threatened with extinction and
which are affected by international trade. Appendix
IT lists species that may be threatened with extinction
and are part of international trade.



The placement of a species in appendix [ or Il is a
group decision made at the conference of the parties
(COP) and requires a two-thirds vote of the parties.
Any state that disagrees with a listing decision may
take a reservation on the species listing within 90 days
of the vote. As of 2007, approximately 228 mam-
mals and 146 bird species were listed on appendix
I, and 369 mammal and 1,401 bird species on
appendix II.

Since a consequence of listing a species on ap-
pendix I is that commercial trade in the species will be
prohibited, proposals for placing new species on
appendix I receive very close scrutiny by the delegates
at the COP.

Permit Responsibilities Once a species is placed
on either appendix I or II, then the protection of the
treaty is triggered by the treaty requirement that each
state must prohibit the transboundary movement of
the species unless a permit has been issued by the
relevant country. As there is no international police
system to enforce the obligatons of CITES, the
treaty presumes that enforcement will be done at the
national level. Indeed, a specific obligation of the
treaty is for each state to adopt domestic legislation
that will carry out the requirements of the treaty.

Appendix II species normally will be allowed in
international trade so long as a CITES export permit
has been issued by the state of export. Before issuing
such a permit, the authorities of the state of export
must make a key ecological finding: the scientific
authority of the state of export must advise that such
export will not be detrimental to the survival of that
species. This is a particularly challenging require-
ment in developing countries where wildlife science
for many species is nonexistent. If detrimental trade is
allowed, knowingly or unknowingly, then the goal of
the treaty is frustrated.

Appendix I species, those already identified as at
risk of extinction, require two permits: an exporting
permit and an importing permit. The criteria for the
exporting permit are the same as with appendix II
species. Note that the importing states must also
make a finding that the purpose of the import will
not be detrimental to the species. For the import
permit the key requirement is that the management

authority of the state of import must be satisfied that
the specimen is not to be used for primarily com-
mercial purposes. Although the determination of
what is a primarily commercial purpose would seem
to be straightforward in the main, on the margins itis
a difficult question. Sport hunting trophies are gen-
erally not considered to have a commercial purpose
even though they may have a market value. Im-
portation of animals by zoos is likewise not pro-
hibited by CITES custom even though the zoo will
pay for the animal and generate money from its
display.

The limitation on commercial use of appendix I
species is controversial, in that some states argue that
economic utilization of appendix I species would be
useful for obtaining the resources and political mo-
tivation for the protection of the species for ex-
ample, the sale of elephant ivory could raise funds to
help protect elephants. Additionally some states are
troubled by the fact that the importing county (pri-
marily the developed countries) can block trade that
the exporting country (primarily developing coun-
tries) believes is acceptable. These issues have been
settled by the language of the treaty and it would take
an amendment of the treaty to change the exist-
ing approach. Although an amendment process is
provided for in the treaty, it is highly unlikely to
occur.

Enforcement The enforcement problems faced
by CITES are not just the limitations of the treaty
language but also limitations within individual party
states:

Lack of adequate domestic laws.

Lack of an adequate number of government
employees and lack of pay and training for
the employees that do exist.

Lack of scientific experts within a country,
unwillingness to give power to them, and a
lack of resources for the scientists that are
present.

Lack of support from the police and courts for
wildlife crime prosecutions and lack of se-
rious punishment when a prosecution is
successful.

Lack of a public education component.
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Wild plants and animals are important to both
local and international economic activity. The
overconsumption of these resources is a critical issue
in many countries. The CITES treaty provides alegal
mechanism and obligation to control trade in en-
dangered species and to protect these resources. In an
environment of limited government resources,
however, enforcement is often difficult.

See also multilateral environmental agreements; trade
and the environment
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DAVID FAVRE

B convertibility

Convertibility refers to the ability of a currency to be
freely transformed into foreign exchange. There are
two types of convertibility: current account con-
vertibility and capital account convertibility. The
first term applies when the purpose of such trans-
formation is to acquire foreign goods or services

activities that are typically recorded in the current
account. The second term is used when the purpose is
the acquisition of foreign assets, such as foreign stocks

and bonds

the capital account.

activities that are typically recorded in

Currency convertibility has direct consequences
for international trade, capital mobility, and eco-
nomic growth. When a country imposes restrictions
on the conversion of domestic currency for foreign
exchange, it necessarily impedes transactions be-
tween domestic residents or entities and foreign ones:
most foreign counterparts will not accept a currency
thatis hard to convert into foreign exchange as a form
of payment. Without current account convertibility,
the cost of engaging in international transactions
increases, leading to fewer transactions and to a lower
level of trade. So important is current account con-
vertibility that member nations of the International
Monetary Fund (IMF) are required to fully adopt it
under article VIII, sections 2, 3, and 4 of the Articles
of Agreement.

Capital Account Convertibility and Growth A
similar consensus, however, does not exist regarding
capital account convertibility. The debate is more
empirical than theoretical in nature. Theory tells us
that in a perfect world, countries with full capital
account convertibility can successfully exploit inter-
national capital markets to smooth out their con-
sumption patterns over time; such countries can
borrow from the rest of the world at a time when
domestic consumption and investment are high rel-
ative to domestic income, and lend to the rest of the
world when domestic consumption and investment
are low relative to domestic income (Cole and Obst-
feld 1991; Obstfeld and Rogoff 1995). Countries
that have the ability to smooth out these income-
expenditure patterns are theoretically better off than
they would be otherwise. Without the ability to tap
into international capital markets, a country would
have to rely primarily on its own savings to fund
domestic investment. Such a situation could limit
future economic growth if domestic savings could
not match the domestic level of investment demand.

According to the theory, countries that adopt and
maintain full capital account convertibility should be



able to grow faster than countries that do not. Em-
pirical studies, however, have not been able to settle
this issue convincingly. Some researchers have found
that convertibility has a positive effect on growth; oth-
ersargue that it has either no effect or a negative effect.

During the late 1970s, many countries systemat-

that is, liberalized

their capital accounts. The experiences of these

ically removed restrictions on

countries presented an opportunity for researchers to
test the hypothesis that liberalization is associated
with subsequent output growth. Although some re-
searchers found empirical support for this hypothesis
(e.g., Quinn 1997), others found positive effects only
for high-income countries, not for emerging-market
economies (Edwards 2001). More recent research has
examined the microeconomic consequences of capital
account restrictions to ascertain whether they affect
different industrial sectors or even firms differently.
A case study of capital controls in Chile during the
1990s found that these restrictions changed the way
firms chose to do their financing. Specifically, firms
in Chile switched from relying primarily on short-
term debt to relying on internal funds for financing
investment spending (Gallego and Hernandez
2003). This change is what one would expect to
observe if capital controls introduced a cost wedge
between domestic sources of funds and international
capital markets. Although the results suggest that
capital controls were costly for at least some firms,
they cannot be used to judge the desirability of im-
posing or removing controls. Such policy decisions
must be based on their effects on society as a whole
rather than on a particular sector of society.
Although some evidence suggests that convert-
ibility influences growth at some stages of develop-
ment, research also suggests that such influence is
limited at best and negative at worst. For example,
one study estimates standard growth regression
equations and does not find that capital account
convertibility is associated with long-run growth
(Rodrik 1998). Another study finds that many Eu-
ropean countries enjoyed impressive growth rates
during the 1950 73 period notdespite having capital
account restrictions, but instead precisely because

they had them (Wyplosz 1999).

Theory versus Reality Why does research find
capital account restrictions to be beneficial for growth
when basic economic theory tells us otherwise? The
discrepancy appears to stem from the fact that the
“real world” is more complicated than basic theo-
retical models make it out to be. In a world with asym-
metric information (i.e., buyers and sellers do not
have the same information) and other capital market
distortions, the conditions for smoothly operating
markets do not exist. Many researchers note that with
free capital mobility or full capital account con-
vertibility a country is exposed to the whims and
fads of investors and traders who make trading deci-
sions for all kinds of reasons, some of them rational
but many of them seemingly irrational. When
enough of them decide to pull their investments out
ofacountry, the sudden demand for foreign exchange
may trigger a currency crisis with devastating conse-
quences for the banking sector and the rest of the
economy. Work by Kaminsky and Reinhart (1999)
offers empirical evidence substantating this effect.

The lack of consensus in the empirical literature
reflects the beneficial effects of full capital account
convertibility for some countries but not others
(Prasad et al. 2003). As a result, the literature has
shifted its focus to ask whether countries must have a
set of institutions or economic conditions before they
adopt full capital account liberalization, and whether
the sequence of capital account liberalization mat-
ters. For the first question, researchers have hypoth-
esized that sound macroeconomic conditions  such
as low and controlled fiscal deficits or low and con-
trolled inflation  are crucial for countries consider-
ing full capital account liberalization (Sen 2007;
Williamson, Griffith-Jones, and Gottschalk 2005).
Other researchers believe that countries must im-
plement a set of reliable institutions in the financial
sector, such as imposing minimum information re-
quirements, prudential supervision and regulation of
the banking sector, and investor protection, when
pondering the adoption of full current account
convertibility (Chinn and Ito 2002; Arteta et al.
2001; Gelos and Wei 2002).

Research has also investigated whether the
method and timing of liberalization (or the
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sequencing of liberalization) matter as well. It is well
known that short-term capital flows (such as port-
folio investment) tend to be much more volatile than
long-term flows (such as foreign direct invest-
ment). Given that this is the case, it is more prudent
to liberalize long-term capital flows before liberaliz-
ing short-term ones. The idea is, of course, to reduce
the country’s exposure to what the literature has
popularized as “hot money”: short-term funds that
enter and leave countries very suddenly and unex-
pectedly.

China and India are examples of countries that
have considered adopting full capital account con-
vertibility. Some commentators have argued that
countries should always strive to adopt full capital
account convertibility as soon as possible in order to
reap all of its benefits (Forbes 2005). Others, how-
ever, argue that given the potentally disastrous
consequences of implementing a liberalization pro-
gram too rapidly, it is more prudent to go at it slowly
and only when the country is “ready” (thatis, when it
has metall of the necessary preconditions). Given the
theoretical complexities involved and the ambiguity
of the empirical results, the advice that all research-
ers should probably offer to countries embarking
on a full convertibility program is “proceed with
caution.”

See also asymmetric information; balance of payments;
banking crisis; Bretton Woods system; capital controls;
capital mobility; currency crisis; financial crisis; gold stan-
dard, international; hot money and sudden stops
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B copyrights
See Agreement on Trade-Related Aspects of Intellectual
Property Rights (TRIPS); intellectual property rights

H corporate governance

Corporate governance determines, among other
things, how control over the firm’s resources is allo-
cated, and how control and a monitoring hierarchy
are created within a firm. Corporate governance acts
as a facilitator, enabling managers and shareholders
to move toward the optimal governance structure
within the firm. Even though policymakers are often
concerned with finding an optimal legal, institu-
tional, and regulatory framework to protect the in-
terests of investors and other stakeholders, it is dif-
ficult, in practice, to establish a single model that
meets the needs of all parties. Given the broad and
vague definition of corporate governance, there can
be situations where the importance of other stake-
holders such as employees and creditors may be
central to a corporate governance system. Naturally,
a corporate governance regime does more than reg-
ulate the ownership and control arrangements inside
the firm. A “good” corporate governance system,
for example, provides rules and institutions that en-
force internal ownership and control arrangements,
but it also contains measures that protect other
stakeholders from the opportunistic behavior of
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insiders. Such a framework, which is mainly con-
cerned with a company’s investors but extends to
wider interests, arguably provides a solid analytical
basis on which a framework for understanding the
key components of a good corporate governance
system can be created.

What Is Corporate Governance and Why Does
It Matter? The importance of corporate governance
has become increasingly recognized for companies’
and countries’ prospects (Claessens 2006). As a
consequence, regulators and policymakers in many
countries diagnose weaknesses in their legal regimes
and propose new arrangements said to foster higher
firm performance, greater entrepreneurship, and
better developed capital markets. Recent audit-based
scandals in Europe and the United States have
prompted investors to pay more attention to the
institutions of corporate governance (Armour and
McCahery 2006). Moreover, as allocation and mon-
itoring of capital among competing purposes and
investments have become more complex, financial
instruments, corporate structures, and accounting
have all become more sophisticated and often more
risky. This has made monitoring of management by
shareholders and other stakeholders more difficult,
involving higher costs. The other side of the coin, of
course, is that firms with good governance will ben-
efic through higher market premiums (Gompers,
Ishii, and Metrick 2003).

Corporate Governance Systems There are two
main systems of corporate governance, which have
significant differences: (1) the market-oriented cor-
porate model, and (2) the relationship-based (or
network-oriented) corporate system (Bratton and
McCahery 1999; Roe 2003).

Market-oriented systems are characterized by
dispersed equity holding through capital markets,
a portfolio orientation among equity holders, and
a broad delegation to management of discretion
to operate the business. Two governance prob-
lems are said to result. The first is the shareholder
management agency problem. Collective action
problems prevent close monitoring of management
performance by widely dispersed shareholders of
small stakes. Imperfect performance incentives result

for managers, who may rationally sacrifice share-
holder value to pursue their own agendas. Market
systems address this management incentive problem
with three corrective mechanisms: the hostile take-
over, shareholder legal rights against management
self-dealing, and the inclusion of outside monitors
on boards of directors. The second productive dis-
advantage of the market system is a time horizon cost
that stems from shareholders’ tendency to rely on
short-term performance numbers. This problem has
been attributed to information asymmetries. Man-
agement has superior information respecting in-
vestment policy and the firm’s prospects, but this
information tends to be soft or proprietary and
therefore cannot credibly be communicated to actors
in trading markets. At the same time, market systems
fail to provide clear-cut protections to managers who
make firm-specific investments of human capital, a
failure due in part to these systems reliance
on takeovers, proxy fights, and boardroom coups to
control agency costs.

Market systems have countervailing advantages.
Their shareholders can cheaply reduce their risks
through diversification. Compared to shareholders
in reladonship-based systems, they receive higher
rates of return on their investment. Market systems’
deeper trading markets facilitate greater liquidity.
These capital marketsalso facilitate corporate finance,
providing management with greater flexibility on the
type and source of new capital than do the markets in
relationship-based systems. More generally, they
provide an environment relatively more conducive to
management entrepreneurship, as reflected in in-
creased investment in new technologies.

Relationship-based systems are characterized by
a majority or near majority of stock held in the
hands of one, two, or a small group of large investors
who hold blocks of shares. Like market systems,
relationship-based systems leave management in
charge of the business plan and operations. But large
block investments imply a closer level of shareholder
monitoring (Becht, Bolton, and Réell 2003). In ad-
dition, the coalescence of voting power in a small
number of hands means earlier, cheaper interven-
tion in the case of management failure. The other



primary benefit of relationship-based systems stems
from the blockholders’ access to information about
operations. This decreased information asymmetry
permits blockholders to invest more patiently. The
longer shareholder time-horizon, in turn, frees man-
agement to invest for the longer term and creates a
more secure management environment for firm-
specific investment of human capital.

There are corresponding costs and benefits. Where
the blockholder is a firm, internal agency costs can
constrain its effectiveness as a monitor. Indeed,
whatever the identity of the blockholder, its height-
ened oversight incentive does not appear to result in
sharp oversight of management investment policy.
Freedom to make long-term investments thus often
means pursuit of growth in market share at the cost
of suboptimal return on equity investment. Trading
markets in relationship-based countries tend to be
thinner and less transparent than in market-oriented
countries. Meanwhile, the blockholders themselves
forgo the benefits of diversification and, given the thin
trading markets, the possibility of easy exit through
sale. Finally, there is a shortage of loyalty. Block-
holders, having sacrificed diversification and liquid-
ity, extract a return in the form of private benefits
through self-dealing or insider trading (Dyck and
Zingales 2004). Legal regimes in network-oriented
systems facilitate this quid pro quo with lax protection
of minority shareholder rights and lax securities
market regulation. The judiciary in network-oriented
systems, unlike some market-oriented systems (which
play a much more proactive role in shaping the actual
contents of the corporate governance framework
than in continental European jurisdictions), is more
confined to interpreting the statutes and codes en-
acted by legislators (LaPorta et al. 1997).

Typology of Legal Strategies for Protecting
Investors There is a wide collection of strategies for
protecting shareholders and creditors from expro-
priation by managersand controlling shareholders. A
basic division is between two categories: (1) regula-
tory strategies, through which the law mandates the
terms of relationships among principals, agents, and
the firm; and (2) governance strategies, through
which the law channels the ongoing articulation of

the terms of corporate agencies (Kraakman et al.
2004). The strategies within each category are de-
signed to provide different solutions to principal-
agent problems ex post or ex ante.

On examination, it turns out that there are two
categories of corporate law that pursue regulatory
strategies. The strategies in the first category impose
performance mandates on agents. These agent con-
straints apply on an ex ante basis by rule and on an ex
post basis through open-ended standards of conduct.
The strategies in the second category govern the
terms of the principal’s financial engagement with
the firm. These affiliation terms apply on an ex ante
basis when capital is transferred to the firm and onan
ex post basis when capital is withdrawn or shares are
sold. There are three other categories of corporate law
measures that pursue governance strategies. The first
category, appointment rights, concerns the ex ante
selection of agents and their removal. The second,
decision rights, concerns control over the terms of
the firm’s governing contracts and its business plan.
Ex ante decision rights control the initiation and
amendment of investments, divestitures, contracts,
restructuring, and corporate legislation; ex post rights
go to the ratification or veto of investments, di-
vestures, contracts, restructuring, and legislation. The
third set of governance strategies, agent incentives,
concerns the incentives of the firm’s agents. Ex ante
these relate to the agents’ qualifications as responsible
fiduciaries; ex post they are related to the agents’
financial rewards. From this analysis ten categories
emerge, which are given in table 1.

A typology can be used to create indexes that
capture the effectiveness of these five strategies to
protect shareholders. The evidence shows that the
strategy of giving shareholders strong legal rights in
the appointment or removal of board directors has
more measurable benefits for shareholders in com-
mon law countries such as the United Kingdom,
which has tough rules on the removal of directors,
than civil law regimes in continental Europe, where
management has more discretion to address share-
holder and creditor interests, and there are limited
circumstances where a director can be removed. The
evidence also points to potentially high benefits of
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Table 1
Regulatory and governance strategies

Regulatory strategies

Governance strategies

Agent Affiliation Appointment Decision Agent

constraints terms rights rights incentives
Ex ante rules entry selection initiation trusteeship
Ex post standards exit removal veto reward

Source: Kraakman et al. (2004).

shareholder involvement in corporate decision-
making, such as in the case of directors’ remunera-
tion. In the case of affiliation rights, the exit right
of shareholders is addressed by corporate law strate-
gies, developed albeit differently across Anglo-
American jurisdictions, that effectively constrain
management in frustrating a hostile bid and facilitate
an exit right by ensuring shareholder approval of the
bid. Changes in continental European takeover law
to promote affiliation rights are still required, not-
withstanding efforts by the European Commission
to provide better constraints on target management
in the Takeover Directive (McCahery and Re-
nneboog 2003).

By comparison, the agent incentives strategies are
often left to the contractual discretion of the board of
directors. Codes of conduct set forth requirements in
the area of board structure, the committee structure
of the board, the role, monitoring and performance
of the board and nonexecutive directors, and direc-
tors’ remuneration. Codes of conduct and stock ex-
change rules draw up highly specific requirements
concerning conflicts of interests and transactions
where shareholder approval is necessary. According
to a recent study that measures the board’s inde-
pendence from large shareholders, the legal strategies
that deal with constraining the board and giving
shareholders more authority are more effective in
Anglo-American jurisdictions than civil law coun-
tries. Meanwhile, the empirical studies that focus on
the reward strategy are voluminous (see, e.g., Jensen
and Murphy 2004). This line of research reveals a
number of problems in the design of appropriate
criteria that link shareholder welfare to performance

criteria for directors and managers (Bebchuk and
Fried 2004).

The above typology suggests a broad approach to
corporate governance: (1) market value is the prin-
cipal measure of shareholder interest; (2) other con-
stituents should be protected by contract and outside
regulation; (3) ultimate control should rest with the
shareholders; (4) managers should be obligated to
manage in the interests of the shareholders; and (5)
noncontrolling shareholders should be strongly pro-
tected. These organizing factors, and the five corre-
sponding regulatory strategies that constrain major
shareholders and managers, provide a sufficient basis
for evaluating corporate governance systems in dif-
fering jurisdictions and regions.

Good Corporate Governance In recent years,
the increased focus on good corporate governance
among academics, policymakers, and business
leaders has given rise to investigations about how
shareholders’ rights and judicial enforcement vary
across countries. This work has led to discussions
which show that specific legal rules and practices
are necessary to run a business and maintain corpo-
rate governance. Furthermore it shows that the best
practices vary across countries (LaPorta et al. 1997).
The impact of legal rules and institutions may vary,
for example, depending on the judiciary’s ability
to quickly resolve disputes (Bergléf and Claessens
2004).

Similarly there is a growing awareness of how the
variety of corporate governance arrangements and
extralegal mechanisms are specific to firm type, in-
dustry sector, and sources of finance (Carlin and
Mayer 2000). These findings suggest that a good



corporate governance system requires, inter alia, legal
rules that promote a system of disclosure and ac-
counting and audit systems that function effectively
to provide investors with timely and accurate infor-
mation to make effective investment decisions. The
key message for lawmakers is that the agenda for
governance reform is broad and challenging, but
delivering in the key areas will enhance performance
(Black, Jang, and Kim 2006).

The positive impact of corporate governance
can be felt not only on firm performance but also
on the level of financial market development.
Countries with better property rights and strong
investor protection tend to have higher-valued secu-
rities and deeper capital markets. Enhanced creditor-
protection rights are also associated with deeper and
more developed banking and capital markets. Recent
theoretical and empirical work highlights that coun-
tries with better investor protection are also less
vulnerable to external economic shocks. In the end,
corporate governance can induce countries to adopt
higher standards which can have a major impact on
realizing their objectives.

See also infrastructure and foreign direct investment;
multinational enterprises
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JOSEPH A. MCCAHERY

H corruption
Corruption is commonly defined as the abuse of
public office for private gain. It involves bribe taking

and deviation from public duties by officials in var-
ious governmental spheres such as the grant of
licenses and permits, implementation of public
programs, and enforcement of government policies.
This view of corruption is meant to be a working
definition only and it does not capture the context-
specific and multidimensional nature of corrupt acts.

The difficulties in arriving at a commonly ac-
cepted definition are many. Corruption has moral,
legal, and sociological dimensions. It need not be
confined to the public sector. Corruption need not
involve bribes or monetary payments. Moreover, in
certain societies the culture of gifts, networking, and
reciprocal favors is quite common, and these acts are
socially acceptable.

Corruption, in one form or other, is present in most
countries in varying degrees. Many poor and devel-
oping economies, however, are perceived to be highly
corrupt, and the recent attention in academic as well
as policy circles tends to focus on the type of corrup-
tion prevalent in these countries. Many development
economists view corruption as a major problem.

Corruption is a fairly new field of inquiry in
economics, although the earlier literature on rent-
seeking activities is related and has influenced re-
search in corruption. The phenomenon of corrup-
tion, however, is certainly very old. There are several
accounts of governmental corruption in England,
Italy, and China in the 18th and 19th centuries.
References to bribery and the punishments for
bribery can be found in many ancient sources, such
as Babylon’s Code of Hammurabi (22nd cen-
tury B.C.), Egypt’s Edict of Harmhab (14th century
B.C.), and Kautilya’s Arthasastra (14th century
B.C)).

Types of Corruption Many scholars make a dis-
tinction between two types of corruption: grand
corruption and petty corruption (e.g., Rose-Acker-
man 1999). The latter category refers to bureaucratic
corruption in which officials take bribes to grant fa-
vors in violation of their formal duties. Grand cor-
ruption refers to corruption by politicians and high-
level decision-makers who accept payments from
clients to influence policies or laws. This can be
viewed as a form of state capture.



It is also useful to make a distinction between
collusive and extortive corruption. Suppose an offi-
cial is in charge of screening projects by granting
approval only to socially desirable projects. Collusion
occurs when the owner of an unqualified project
manages to get approval by bribing the official. Ex-
tortion occurs when the official demands a bribe to
approve qualified projects. The granting of permits
and licenses by bureaucrats with near monopoly
power resembles this type of corruption. Corruption
can also take the form of embezzlement and appro-
priation of public funds. This is the more dominant
form of corruption in many public education, health,
and antipoverty programs.

Measuring Corruption Irrespective of their legal
status, corrupt acts are always held in secrecy, and itis
difficult to unearth systematic information on cor-
ruption. To alarge degree research on corruption has
suffered on this account. Early discussions of cor-
ruption tended to rely on journalistic accounts in
newspapers and reports, on anecdotal evidence, or in
afew cases, on prosecutorial evidence. Recently, there
have been several attempts to construct more sys-
tematic measures of corruption.

Many authors have used perception measures of
corruption. These measures are based on perceptions
by various types of respondents such as local and
multinational businessmen, country experts, and
citizens. Two common measures are the corruption
perception index (CPI) of Transparency Interna-
tional and the corruption control index (CCI) of the
World Bank Institute. Transparency International
has been publishing these indexes on an annual basis,
and they now cover more than one hundred coun-
tries (Transparency International 2006). The CCl is
more recent and it is available for selected years
(Kaufmann et al. 2004). These indexes are based on
many different polls conducted by several in-
dependent organizations. These polls use different
methods and different sets of questionnaires about
the business environment and corruption.

More recently, there have been attempts to use
experience-based measures of corruption. The World
Bank conducted a Business Environment and En-
terprise Performance Survey (BEEPS) in 1999, in

which selected firms in 26 East European and central
Asian countries were asked various questions about
the extent of bribe payments and the reasons for
making such payments. In general, these surveys take
caretoelicitbribe-related information from the firms.
Firms are seldom asked about their own payments;
rather they are encouraged to talk about the average
payment made by a similar firm in the industry.

Similar surveys have been conducted in some
other countries to elicit information about corrup-
tion-related experiences of the general public. Despite
their imprecise nature, these surveys convey useful
information about corruption in different branches
(police, judiciary, public services) of the government.
There have been recent attempts to collect such in-
formation through field experiments.

In addition to the perception-based and experi-
ence-based measures, economists have also looked at
several indirect measures. For example, by tracking
government expenditure from its origin to the des-
tination, one can get an estimate of the extent of
leakage of public funds. This leakage may be viewed
as a measure of corruption.

Causes Recent research into the causes of cor-
ruption focuses on the role of factors such as an
oversized public sector, poor quality of regulatory
institutions, the lack of democratic governance, low
wages of public officials, and lack of economic
competition. Researchers have used country-level
perception measures to explore these causal links.
Although there is disagreement about the nature and
strength of these links, one can identify certain
common features of the countries perceived to be
highly corrupt.

In general, low levels of development (measured
in terms of per capita income) and low human capital
(measured in terms of years of schooling) are asso-
ciated with high levels of perceived corruption. These
two can be viewed as structural features, which could
change only in the long run. But there are several
other features that reflect the policy choices made by
these countries.

For example, most of these countries also have a
highly regulated business environment with a pleth-
ora of rules and bureaucratic procedures. A study by
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Djankov et al. (2002) shows that in a cross section of
countries the minimum official time required for a
business startup varies from 2 business days in Can-
ada and Australia to a high of 152 days in Mada-
gascar. The association between the number of days
required to start a legal business and the extent of per-
ceived corruption is positive and robust. The presence
of the rules allows bureaucrats to exercise monopoly
power and extract bribes from private business.

A related feature is the absence of economic com-
petition. The regulatory environment tends to dis-
courage entry of new firms and helps to maintain the
profitability of the few existing firms. These existing
firms, in turn, transfer part of their profits as bribes to
the politicians and bureaucrats. The concentration of
economic power and wealth is more pronounced in
smaller economies where economic activities rely on
abundant natural resources or primary exports. The
initially unequal distribution of assets (land, natural
resources) leads to concentration of wealth in the
hands of a few who use the corrupt system to increase
their own wealth at the cost of others.

In many of these countries salaries of public offi-
cials are substantially lower than salaries in the private
sector. This creates an inducement for the officials to
seck illegal bribe income. Since in most cases the
punishment for bribery involves loss of job and fu-
ture income, low salaries also reduce the cost of en-
gaging in corruption.

Other features such as lack of strong democratic
traditions and lower level of press freedom are asso-
ciated with higher levels of corruption. Among the
democratic countries the forms of the government
and the nature of electoral competition also seem to
be associated with different levels of corruption. A
presidential form of government is likely to be less
corrupt than a prime ministerial form because of
greater accountability, but this result crucially de-
pends on the nature of checks and balances in place.
Similarly, among electoral rules, a proportional
representation system of voting tends to be associated
with higher corruption. In a proportional represen-
tation system voters do not directly elect any partic-
ular political candidate, reducing the ability for vot-
ers to punish corrupt officials.

It is possible that noneconomic variables such as
culture, values, religion, and geography also play
roles in contributing to the levels of corruption. In a
widely cited paper, Triesman (2000) finds support
for the view that countries with histories of British
rule and Protestant traditions tend to be less corrupt.
Though such a result is by no means robust, it is a
reminder that cultural determinants of corruption
cannot be ignored altogether.

Consequences Some scholars argue that cor-
ruption can enhance efficiency. In the presence of a
rigid bureaucracy and ill-planned regulations, cor-
ruption can facilitate speedy implementation of
productive investment proposals. According to this
view, corruption could grease the wheels of com-
merce and promote growth. There is very litde sup-
port for this view in contemporary theoretical or
empirical research, however. At best, corruption
could result in a partial and temporary efficiency
gain. Officials who benefit from such grease money
would always have a tendency to increase red tape for
their own benefit. Recent research has shown that
corruption leads to inefficient allocation of resources
with adverse effects on growth, investment, and
foreign direct investment.

Mauro (1995) initiated one popular strand of
empirical research on corruption by examining the
link between corruption and growth in a cross section
of countries. Using the CPI as an explanatory vari-
able, he observed that growth and investment rates
are adversely affected by corruption levels. Later
studies tend to confirm this broad relationship,
though the exact nature depends on several region-
specific variables. One possible exception to this re-
lationship is the experience of many high-growth
Asian countries that are perceived to be highly cor-
rupt. Though there is not enough evidence to suggest
that corruption has promoted growth in these
countries, it suggests that the corruption-growth link
is quite complex.

Various studies have claimed that corrupt coun-
tries tend to have high inflation rates, greater military
expenditures, and less public investment in educa-
tion and health. The direction of causation is far
from established, but the possibility that corruption



distorts governmental spending programs cannot be
ignored.

Corruption adversely affects inequality and pov-
erty also. Poverty is affected because corruption tends
to lower growth, affects the (pro-poor or otherwise)
orientation of public spending, and undermines the
implementation of many of the antipoverty pro-
grams. This issue has generated concerns among
national governments, nongovernmental organiza-
tions, and international organizations such as the
United Nations, the World Bank, and the European
Union. Empirical research in this area is somewhat
limited, however.

At a more micro level, corruption undermines
enforcement policies in a variety of fields such as tax
collection, environmental regulation, and policing.
Hence a higher level of corruption would lead to
lower tax revenues, poor environmental standards,
and a deteriorating law and order situation.

Anticorruption Strategies Views on anticor-
ruption strategies differ considerably, ranging from
mild tolerance to advocacy of draconian measures.
Even though corruption is perceived to be a problem
associated with low levels of development, it is un-
likely that corruption will fade out on its own with
rising income levels in these countries. First, cor-
ruption might constrain the growth process itself.
Second, corruption has a tendency to spread and
persist across time. Third, apart from generating
various economic inefficiencies mentioned eatlier,
corruption undermines people’s faith in democracy
and other human development objectives. Hence
curbing corruption is both a goal in itself and an
instrument for achieving other goals.

Anticorruption strategies involve design of suit-
able incentives and organizational structures and, ata
more general level, improvements in institutional
quality. To a large extent, a person’s decision to be
corrupt is based on calculations of associated costs
and benefits. Hence many have proposed incentives
measures that seek to reward honest behavior and
punish the corrupt. This, of course, requires better
monitoring and information gathering and a quick
and fair judicial process. Such measures have proved
to be successful in some of the recent tax enforcement

reforms exercises, such as those carried out by the
Philippines, Singapore, and Brazil. Studies based on
field experiments also support the view that better
monitoring is effective.

Additionally, one can reduce the scope of
corruption by increasing transparency, reducing
discretion, and encouraging competition where ap-
propriate. This involves measures such as simplifi-
cation of laws and easier access to information by the
public. There must also be ways to generate and
transmit credible and hard information about gov-
ernmental decisions where there is potential for
corruption. A recent study shows how a newspaper
campaign about the amount of funds allocated to
schools in certain areas helped stakeholders (parents)
to hold the disbursement officials accountable and
reduce the leakage of funds. The role of local bodies,
activists, and an independent press is quite vital in
this respect. Last, bureaucratic and other forms of
corruption are unlikely to thrive without corrupt
politicians. As pointed out eatlier, electoral compe-
tition and forms of democratic governance influence
the scope and extent of corruption by political rep-
resentatives. Hence a successful anticorruption
strategy may require reforms in the political and
electoral process as well.

See also aid, international; political economy of trade
policy; smuggling
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H corruption and foreign direct investment
See infrastructure and foreign direct investment

B countervailing duties

Countervailing duties (CVDs) are tariffs imposed by
a countty to offset a foreign subsidy. The General
Agreement on Tariffs and Trade (GATT) has per-

mitted the imposition of CVDs since 1947 to offset
“actionable” subsidies if the government determines
that these subsidized imports are causing or threat-
ening to cause injury to the domestic industry. Ac-
tionable subsidies are subsidies that are not explicitly
prohibited under the GATT but are subject to
challenge if they cause adverse effects on another
country.

CVDs are similar to anti-dumping duties, the
tariffs imposed to protect domestic industries from
products imported at unfairly low prices, in thatboth
seek to counteract the “unfair” trade practices of a
foreign trade partner. Anti-dumping duties are much
more prevalent than CVDs in the world today,
however. Between 1995 and 2005, World Trade
Organization (WTO) members imposed 1,804 anti-
dumping duties compared to just 112 CVDs. As a
result, CVDs have provoked significantly less re-
search and debate than anti-dumping duties.

Some economists emphasize that importing
countries should welcome subsidized imports rather
than punish the exporting country through the use of
CVD:s because foreign subsidies lower import prices
and increase domestic welfare at the expense of the
foreign government. Other economists and lawyers
stress that CVDs can improve welfare by eliminating
economic distortions caused by subsidies and dis-
couraging the future use of these subsidies. It is un-
clear whether current CVD regulations are solely
used to offset foreign subsidies; some empirical evi-
dence suggests that CVDs are often geared more
toward imposing additional trade protection rather
than eliminating economic distortions that arise
from foreign subsidies. In order to understand the
current debate over CVDs, it is important to un-
derstand the economic arguments for and against the
use of CVDs, the evolution of CVD regulations and
their worldwide use, and how future international
trade negotiations could alter the use of CVDs.

Economic Consequences of CVD Laws Econo-
mists generally agree that CVDs can improve global
economic welfare, at least in principal. Consider, for
example, Canadian lumber exports to the United
States. Trade theory suggests that Canadian subsidies
would lower the price of Canadian lumber exports to



the United States. The United States would benefit
from these lower prices as long as it is a net importer
oflumber. In other words, U.S. consumers of lumber
would gain more from the lower, subsidized prices
than U.S. lumber producers would lose from lower
prices and the loss of market share to Canadian
producers. In this situation, the imposition ofa CVD
would increase the import price, restore the welfare of
U.S. lumber consumers and producers to their pre-
subsidy levels, and transfer money from the Cana-
dian government to the U.S. government.

The imposition of the CVD causes total U.S.
welfare to fall in this scenario because the gain to the
U.S. government and U.S. lumber producers does
not offset the loss that U.S. consumers experience
from the higher prices. Even in this situation, how-
ever, the imposition of the CVD could result in an
increase in global economic welfare. If the subsidy
allows Canadian producers to export lumber to the
United States even though U.S. producers harvest
lumber more efficiently, then it creates an economic
distortion. A CVD that offsets this subsidy should
eliminate the unnatural advantage and the distortion,
thus improving total economic welfare. By imposing
the CVD, however, the U.S. government improves
world welfare at the expense of a net decrease in U.S.
economic welfare.

Since the late 1980s, most economists have agreed
that under certain conditions CVDs can improve
domestic welfare. Assume that there are two firms
serving the world market for aircraft, one in the
United States and a second in the European Union.
Both firms, taking the output of their foreign com-
petitor into consideration, choose output levels to
maximize their profits. European production sub-
sidies will artificially lower the cost of production,
causing the European producer to increase its output.
The U.S. producer will react by cutting its produc-
tion level to try to maintain a higher price. The
subsidy lowers the world price of aircraft, although
not by the full amount of the subsidy as in the lumber
example. It also increases European profits and
lowers U.S. profits. The production subsidy can in-
crease total European welfare as long as the gain to
European consumers and producers offsets the cost

to the government. In contrast, the subsidy may
decrease U.S. welfare if the loss of profits to the do-
mestic aircraft producer is greater than the gain to
U.S. consumers.

Using theoretical models, both Dixit (1988) and
Collie (1991) show that the optimal response of the
U.S. government in a situation like this is to retali-
ate with a CVD that partially offsets the subsidy.
The CVD increases European production costs,
thereby increasing the price of aircraft and transfer-
ring some of the profits of the European producer
to the U.S. government and the U.S. producer. The
CVD can increase U.S. welfare in this case because
the gain to the U.S. producer and government will
offset the loss to the U.S. consumer.

Collie also shows thata foreign country should be
deterred from subsidizing exports when a domestic
country uses CVDs. This theoretical prediction im-
plies that the threat of the imposition of CVDs
should be enough to eliminate subsidies. The con-
tinued use of subsidies and CVDs, however, reveals
that this is not the case. Qiu (1995) develops a model
to show that the coexistence of subsidies and CVD
regulations can be explained by things such aslengthy
delays in the imposition, and restrictions on the level,
of CVDs.

Countervailing Duties from 1890 to the Pres-
ent In 1890, the United States enacted the first CVD
law, which applied only to certain grades of sugar.
Belgium enacted the first CVD law targeting all
subsidized imports in 1892, and the United States
expanded its CVD coverage to all imports in 1897.
By 1921, nine additional countries had passed CVD
legislation.

The 1947 GATT formally sanctioned the use of
CVD:s to counteract foreign subsidies. The CVD
portion of the 1947 GATT was largely based on the
U.S. law at the time, with one important exception.
The GATT allowed for the imposition of CVDs only
if subsidized imports were causing or threatening to
cause injury to a domestic industry. The United
States was granted a grandfather provision and thus
did not require proof of injury until 1974. Interna-
tional rules governing the imposition of CVDs re-
mained largely unchanged undl the 1979 Tokyo
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Round GATT Agreement on Subsidies and Coun-
tervailing Measures and the 1994 revision of this
agreement that resulted from the Uruguay Round of
trade negotiations.

Under the version of the agreement finalized in
1994, governments may initiate a CVD investigation
at the written request of the domestic industry. Prior
to imposing a CVD, the government must deter-
mine that the imports from the country under in-
vestigation have (1) benefited from a prohibited or
actionable subsidy, and (2) the subsidized imports
have caused or threatened to cause “material” injury
to the domestic industry. If the government makes a
final determination that subsidized imports have
injured the domestic industry, it may impose a CVD
up to the calculated amount of the subsidy per unit of
imported product.

In general, the agreement does not detail how
countries should measure either the amount of the
subsidy or the degree of injury to the domestic in-
dustry. The agreement does specify, however, that
the amount of the subsidy should be consistent with
some generally accepted guidelines, such as:

+ The difference between the amount paid
by the firm on a government loan or a
government-guaranteed loan and the
amount the firm would pay on a compara-
ble commercial loan obtained in the private
market; and
* The difference between the market price ofa
good and the price paid to the firm by the
government in the purchase of goods, or the
difference between the market price of a
good and the price paid by the firm to the
government in the provision of goods.
Injury determinations should be based on an exam-
ination of the volume of subsidized imports, the
impact of these subsidized imports on domestic
output and prices, and the subsequent impact of the
imports on the domestic industry. In conducting this
examination, the government should evaluate all
economic factors associated with the industry, in-
cluding the actual and potential decline in output,
market share, profits, and capacity utilization, as well
as other factors that may be causing injury to the

domestic industry. No CVDs may be imposed if the
government determines that the amount of the
subsidy is less than 1 percent of the import price or
the volume of subsidized imports is negligible.

Investigations must be concluded within 18
months of their initiation. CVDs should remain in
force only for as long as necessary to counteract the
subsidies causing injury. The duties must be elimi-
nated after five years unless the government deter-
mines during a sunset review that revocation of the
duties would be likely to lead to a recurrence of injury
caused by the subsidies.

Countries have a great deal of latitude in the way
they conduct CVD investigations. Most countries
have either a bifurcated approach, in which the injury
and subsidy investigations are conducted by two
different governmental entities, or a single-track
approach, in which both investigations are con-
ducted by the same entity. For example, in the
United States, the International Trade Administra-
tion of the Department of Commerce determines the
level of subsidies, while the International Trade
Commission determines whether the subsidies have
caused injury to the domestic industry. In contrast,
the Trade Directorate of the European Commission
makes both determinations in the European Union.

In 1956, 20 countries had CVD legislation, al-
though only 8 actually used the legislation. The
United States, which has historically made much
greater use of CVDs than other countries, imposed
only 62 CVDs between 1897 and 1959. Under the
Tokyo Round Agreement, however, the use of CVDs
by a small subset of countries rose dramatically. For
example, the United States imposed CVDs in more
than 90 cases between 1980 and 1988 alone. Be-
tween 1989 and 1993, 7 signatories to the GATT
initiated 150 CVD investigations, of which the
United States accounted for slightly more than 45
percent.

Since the completion of the Uruguay Round
Agreement, more countries have imposed CVD mea-
sures, although its use is still highly concentrated
among a few countries. Seventeen WTO members
initiated 182 CVD investigations between 1995 and
2005. Of these, 61.5 percent, or 112 investigations,



eventually resulted in the imposition of CVDs. The
United States and the European Union initiated 64
percent of all CVD investigations between 1995 and
2005. Half of all CVD investigations during this time
period were filed against exports from India, Korea,
Italy, Indonesia, and the European Union. Metals,
particularly steel products, accounted for nearly 40
percent of all CVD petitions; other leading industries
targeted for CVD actions include food products and
footwear.

Some economists argue that many of these CVDs
were used primarily to protect domestic industries
from targeted imports, whether subsidized or not.
For example, Marvel and Ray (1996) find that U.S.
CVD petitions tend to be made against multiple
nations simultaneously and are closely linked with
anti-dumping petitions. Moreover, most CVD in-
vestigations define any financial contribution to the
foreign firm as a subsidy, regardless of whether it
lowers the foreign export price and creates an eco-
nomic distortion. Based on these characteristics,
Marvel and Ray conclude that CVDs are used pri-
marily to provide the domestic industry with pro-
tection from imports rather than to counteract sub-
sidies.

Other researchers have found empirical evidence
that political pressure may explain the imposition
of some CVDs. As summarized in Blonigen and
Prusa (2003), there is a large literature that tests the
economic and political determinants of the injury
decisions in both CVD and anti-dumping investi-
gations. Most research in this area has analyzed U.S.
investigation outcomes and found that although
economic factors significantly influence outcomes,
political pressure also positively influences the like-
lihood that a CVD or anti-dumping investigation
will result in the imposition of duties.

The Future of CVD Laws Stiglitz (1997) suggests
that CVD laws can be beneficial as long as they are
not used to protect domestic industries from import
surges. He and others suggest that regulatons be
revised to include a higher standard of proof for es-
tablishing the existence of subsidies. In 2001, the
members of the WTO agreed to “clarify and im-
prove” CVD regulations during the Doha Round of

trade negotiations, although the clarifications will
not necessarily resolve the problems economists have
with CVD laws. Negotiators developed a long list of
proposals to consider, including specific changes to
regulations governing the calculation of the amount
of the subsidy and the injury determinations.

In summary, a countervailing duty is a tool that
countries can use to offset the unfair use of produc-
tion subsidies by foreign governments. The use of
CVDs is relatively rare today compared to other trade
remedy tools such as anti-dumping duties. There is
no clear consensus among economists on the impact
of CVDs on the economy. Although traditional in-
ternational trade theory predicts that the imposition
of a CVD will increase global welfare at the expense
of the imposing country, more recent theoretical
models have shown that CVDs can improve do-
mestic welfare under certain conditions. Empirical
evidence suggests that CVDs may be geared more
toward imposing additional trade protection rather
than offsetting foreign subsidies; therefore some
economists have urged the WTO to revise current
regulations governing the use of CVDs.

See also anti-dumping; Doha Round; fair trade; General
Agreement on Tariffs and Trade (GATT); new trade theory;
subsidies and financial incentives to foreign direct in-
vestment; Uruguay Round; World Trade Organization
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B crisis prevention, management,

and resolution
See bail-ins; bailouts; currency crisis; expenditure
changing and expenditure switching; International
Monetary Fund (IMF)

B currency basket regime
See band, basket, and crawl (BBC)

H currency board arrangement (CBA)

A currency board is a monetary arrangement based
on two simple rules. First, the exchange rate between
the domestic currency and an appropriately chosen
foreign currency is fixed. Ideally, the fixed exchange
rate is written into law in order to signal a long-term
commitment. Second, there is full convertibility
between the domestic monetary base and the foreign
anchor currency. The currency board stands ready to
exchange domestic into foreign currency, and

vice versa, at the fixed rate, on demand, and without
limit.

These two defining features have immediate and
important implications. Under a currency board
arrangement (CBA), every note or coin of the do-
mestic currency in circulation is backed by foreign
currency. Therefore, the currency board needs to
hold a large amount of liquid foreign exchange re-
serves  at least 100 percent of the monetary base,
and perhaps more in order to provide a cushion
against potential capital losses on the reserves. Do-
mestic assets (also known as “domestic credit”) on
the balance sheet of the currency board should be
zero or, more realistically, should be held constant.
There should be no scope for creating money by
expanding domestic credit. In practical terms, this
prohibits the monetary authority from lending to the
domestic government or commercial banks. In other
words, the currency board is not allowed to monetize
budget deficits or to act as a lender of last resort to
troubled commercial banks. Therefore, in order to
succeed, a CBA must go hand in hand with fiscal
discipline and a healthy banking system.

On the continuum of exchange rate regimes, a
CBA falls between a conventional fixed exchange rate
and an outright monetary union. Under a conven-
tional peg, there is only partial coverage of the
monetary base by foreign reserves and there is no
long-term commitment to the level of the exchange
rate. Under a monetary union, a country gives up its
currency altogether. A CBA is a more credible ar-
rangement than a conventional peg but less credible
than a monetary union.

Under a CBA, the adjustment mechanism for
achieving external equilibrium is completely auto-
matic. The monetary authority plays a passive role; it
simply stands ready to exchange domestic notes and
coins into foreign ones, or vice versa, as necessary.
The money supply is endogenous and determined
solely by market forces. If a country faces a balance of
payments deficit (perhaps because private capital
inflows are insufficient to cover the current account
deficit), the monetary authority will face a loss of
foreign exchange reserves. Under the operating rules
of the currency board, the money supply will con-



tract. In asset markets, this will push domestic in-
terest rates up, which will attract greater private
capital inflows into the country. In goods markets,
the falling money supply will exert deflationary
pressure, and prices and wages will tend to fall over
time. This will make domestic tradable goods rela-
tively cheaper in world markets, and the current ac-
count deficit may shrink. High interest rates and the
real depreciation caused by deflation will stifle do-
mestic aggregate demand, particularly the demand
for imports, thus contributing further to the current
account improvement.

This should sound familiar. Itis very similar to the
adjustment mechanisms operating under the classical
gold standard. In fact, some economists have argued
that the gold standard was a special case of a CBA,
with a commodity (gold) replacing the foreign an-
chor currency. Given the key role of price and wage
adjustment in the mechanism just described, a suc-
cessful currency board needs flexible goods and labor
markets.

History The history of currency boards spans
approximately 150 years. There have been around 80
CBAs throughout the world. During the colonial era,
various dominions of the British Empire operated
more than 70 different CBAs. Currency boards
combined centralized control by the colonial center
with the retention of domestic monies in the pe-
riphery. They were designed to facilitate trade and
financial flows within the British Empire. Currency
boards fell into intellectual disfavor and were grad-
ually replaced by conventional central banks after the
demise of colonialism in the 1950s and 1960s.
Central banks better fitted the political drive for
national independence. The transition also reflected
the period’s intellectual climate, which was infused
with a sunny optimism about the effectiveness of
discretionary government policies.

Currency boards came back into fashion begin-
ning in the early 1990s, due to a collapse of faith in
discretionary monetary policy, especially in devel-
oping countries. A cursory look at some countries
that have operated currency boards in the 1990s and
early 2000s (Hong Kong, Argentina, Estonia, Lith-

uania, Bulgaria, and Bosnia and Herzegovina) shows

that CBAs have been successtul in ending hyperin-
flation, facilitating the transition to a market econ-
omy or to national independence, assisting postwar
reconstruction, and restoring stability in an interna-
tional financial center plagued by political uncer-
tainty and banking crises. CBAs were also proposed
in the aftermath of macroeconomic crises in In-
donesia, Russia, Brazil, and Turkey, although none
of these proposals ultimately came to fruition.
Modern CBAs have been subject to occasional
speculative attacks Hong Kong in 1997, and Ar-
gentina in 1995 and 2001. In general, exits from
CBAs have been uneventful, with the single spec-
tacular exception of Argentina in early 2002.

Most real-world CBAs have reserved some degree
of discretionary powers, and thus deviate from the
definition of an orthodox currency board. The ratio
of foreign exchange reserves relative to the monetary
base may be allowed to dip below 100 percent. This
coverage ratio may also be allowed to go above 110
115 percent in order to sterilize capital inflows, fi-
nance a lender-of-last-resort function, or smooth
fluctuations in domestic interest rates. The monetary
authorities in almost all contemporary currency
boards have reserved the right to change the required
reserve ratio for commercial banks, which might
thwart the operation of the automatic adjustment
mechanism described earlier. (The monetary au-
thority regains some degree of control over the
broader money supply.) Almost all modern CBAs
have volatile domestic assets on their balance sheets.

Argentina’s CBA was the one with the most
loopholes, which probably contributed to its ulti-
mate demise. First, Argentina’s CBA was allowed to
lend to the government. Second, throughout 2001
the long-term commitment to the fixed exchange
rate was undermined by switching the peg from the
U.S. dollar to a currency basket, and by instituting a
complicated scheme of export subsidies and import
surcharges, which amounted to a sneak devaluation.

Debating the Pros and Cons Professional eco-
nomists have advanced various arguments about
the advantages and disadvantages of CBAs. Perhaps
the single biggest advantage of a currency board is
its simplicity and transparency. It may enable a
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government to commit credibly to monetary disci-
pline at the expense of flexibility. In essence, through
the currency board, the monetary authority can im-
port the anti-inflationary credibility of the central
bank issuing the anchor currency, typically the U.S.
Federal Reserve or the European Central Bank. The
domestic monetary authority becomes a mere ware-
house for foreign cash.

A credible CBA reduces currency and default risk,
which leads to lower domestic interest rates. It can
boost the development of long-term financial mar-
kets, which are sorely lacking in many developing
countries. By reducing transaction costs, the fixed
exchange rate can promote trade and foreign direct
investment. Finally, by establishing monetary disci-
pline, a currency board can serve as a catalyst for a
broad range of other reforms.

A serious drawback of currency boards is that they
make the adopting country more vulnerable to ex-
ternal shocks, particularly terms-of-trade shocks,
large capital inflows or outflows, or shocks emanating
from the country issuing the anchor currency. Ar-
guably, high interest rates in the United States and
the strength of the dollar against the euro and the
Japanese yen contributed to the demise of Argenti-
na’s CBA, in addition to lack of fiscal discipline
within the country, especially at the provincial level.

As Argentina’s experience with deflation in 1999
2001 also demonstrates, currency boards (or indeed
fixed exchange rates in general) are probably not a
good monetary arrangement for relatively closed
economies. The less open the economy is, the larger
the real depreciation necessary to eliminate a given
balance of payments deficit. Under a fixed exchange
rate, real depreciation can happen only through a fall
in domestic prices. Such price adjustments can be
slow and painful.

One reason to introduce a CBA is to arrest high
inflation, but currency boards can generate over-
valued real exchange rates and large current account
deficits. Real appreciation results from the combi-
nation of a fixed nominal exchange rate and persis-
tent domestic inflation. The introduction of a cur-
rency board can also be burdensome and time-
consuming. In order to make the arrangement

credible, policymakers must build political consen-
sus, rewrite laws, and reorganize institutions.

Ciritics of CBAs have pointed out that counter-
cyclical monetary policy is impossible under a CBA,
and therefore output, employment, and prices would
be more volatile under such an arrangement. Pro-
ponents of CBAs have countered that ending dis-
cretionary monetary policy is the intended purpose
of such institutional arrangements: discretionary
monetary policies in developing countries have been
the prime source of macroeconomic instability, and
currency boards have helped to restore macroeco-
nomic stability by imposing a monetary straitjacket
on the government. Monetary policy is an extension
of fiscal policy printing money is a government’s
revenue source of last resort. Therefore, a currency
board can be beneficial in imposing a hard budget
constraint on the country’s treasury.

Opponents have noted that currency boards either
abolish or sharply curtail the capacity of the monetary
authority to serve as a lender of last resort to the
banking system. Proponents counter thatalender-of-
last-resort function is still possible under a CBA
through assistance from the treasury, a deposit insur-
ance scheme, or contingent credit lines from abroad.
Bailing out domestic banks involves redistribution of
income, and a currency board removes a nontrans-
parent (and therefore politically cheap) tool of income
redistribution. By making bank bailouts more polit-
ically costly and therefore less likely, a currency board
limits the moral hazard problem of the banking sys-
tem (the problem of a party insulated from risk enga-
ging in riskier behavior). In essence, it imposes a hard
budget constraint on domestic financial institutions.

Currency boards are unable, by definition, to
create money by expanding domestic credit. There-
fore, they cannot earn extra seigniorage through
discretionary money creation. Currency boards still
make profits on the difference between interest
earned on their assets (highly liquid foreign securi-
ties) and their operating costs. Seigniorage revenues
are somewhat lower under currency boards than
under conventional central banks, however, both
because CBAs cannot expand domestic credit and
because foreign reserves may pay a somewhat lower



interest rate than domestic assets. Of course, many
economists would count the reduction in seigniorage
as a benefit of CBAs, given that it is an inefficient and
nontransparent way of raising revenue.

The Empirical Record Although theoretical ar-
guments have dominated the debates about currency
boards, little empirical work has been undertaken on
the subject. The mostauthoritative empirical analysis
available (Ghosh, Gulde, and Wolf 2000) finds that
currency boards are associated with lower inflation
than either floating or conventional fixed exchange
rate regimes. This result is highly robust. Currency
boards also appear to be associated with higher rates
of gross domestic product (GDP) growth, although
the reasons for this are not clear. It may be that
countries with better overall economic policies self-
select in choosing to establish a currency board. It
may be that most countries introduce a currency
board following a severe macroeconomic crisis, and
the better growth performance observed in the first
few years of the new arrangement reflects a posterisis
“rebound effect.” At the very least, currency boards
have not been associated with Jower GDP growth
rates, although there is some evidence that output
tends to be more volatile. Finally, CBAs appear to be
associated empirically with lower money supply
growth rates, smaller budget deficits, and better ex-
port performance.

In conclusion, a CBA offers significant benefits
buct also has serious drawbacks. Although it is neither
a quick fix nor a panacea for all economicills, in some
cases it can deliver monetary discipline and low in-
flation.

See also convertibility; currency substitution and dollar-
ization; discipline; exchange rate regimes; expenditure
changing and expenditure switching; foreign exchange
intervention; gold standard, international; impossible
trinity; international reserves; lender of last resort; money
supply; quantity theory of money; reserve currency; sei-
gniorage; sterilization
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B currency competition

Traditionally, currency competition refers to compe-
tition between privately issued monies or between
privately issued and government-issued monies for
use as means of payments. This entry will focus on
such competiton. Competition between govern-
ment-issued monies the pound sterling and the
euro, for example is discussed in the entry on
multiple currencies.

Types of Money To understand the ideas related
to currency competition it is useful to define a few
terms. First, commodity moneyis money thathas some
intrinsic value. The value is embedded in the com-
modity that makes the coin. Gold and silver coins are
examples of commodity monies. In principle, it is
possible to melt such coins and the resulting metal
would sell for a value approximately equal to that of
the coins. In contrast, fiar money is intrinsically
worthless. The paper on which a $20 bill is printed is
worth very litde. The value of such a bill comes from
the belief that other people will accept it in exchange
for goods or services. Inside money is a claim on the
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assets of the issuer of that money. Itis a liability of the
issuer. Traveler’s checks are an example of inside
money, as the issuer must, by law, repay such a check.
Another example is bank deposits. In contrast, ous-
side money is not a claim on its issuer. An issuer of
outside money does not have a legal obligation to
exchange its notes against some goods or services.
Government-issued notes are examples of outside
money. Central banks are not required to back the
notes they issue with any kind of commodity.

Hayek and Currency Competition The econo-
mist Friedrich Hayek introduced the idea of currency
competition in 1976. At that time, a number of
countries were experiencing high inflation. The
collapse of the Bretton Woods system of fixed ex-
change rates in 1971 had removed a constraint on the
conduct of monetary policy for many monetary au-
thorities. Italso removed any remaining link between
currencies and a metallic standard (gold in this case).
Freed from these constraints, many central banks
increased their money supply too quickly, spurring
inflation.

Although there was broad agreement that infla-
tion was undesirable, it was not clear how to give
monetary authorities incentives to maintain the value
of their currencies. Hayek reasoned that the lack of
incentives came from the monopoly that monetary
authorities held over the issuance of money. Com-
petition from private issuers could force these au-
thorities to maintain the value of their currencies.
Indeed, if a money lost too much of its value, con-
sumers and businesses would have the option to use
another money. Hayek proposed to give banks the
authority to issue notes that would compete with
government-issued currency.

The interest generated by Hayek’s proposal led a
number of economists to study historical episodes
during which banks were allowed to issue notes. Such
episodes typically involved commodity money,
however. Since the value of commodity money is in-
trinsic, there is not much scope for an issuer of com-
modity money to modify the value of its currency.

Economists have also been interested in compet-
ing inside monies. Such monies are typically denoted
in some outside money, however. For example,

traveler’s checks are often denominated in U.S.
dollars. For this reason, it does not appear that inside
money can affect the incentives of the issuer of out-
side money in the way Hayek intended.

What Hayek specifically had in mind was com-
petition between outside fiat monies. He proposed to
allow banks to issue intrinsically worthless notes that
would not be liabilities of these institutions.

Private Issue of Outside Money For the kind of
competition that Hayek proposed to occur, private
institutions must be able to issue outside money. A
number of economists have argued that a time in-
consistency problem makes private issuance impos-
sible. These economists point out that if a private
institution could issue valued fiat outside money,
profit maximization would induce the institution to
issue money up to the point where the marginal
benefit of an extra unit of money equaled its marginal
cost. That is, since the cost of producing an addi-
tional unit of fiat money is negligible, the institution
would issue money up to the point where it was
worthless. Moreover, the issuing institution would
have no obligation to redeem the note for something
of value since it would be issuing outside money.
Anticipating this outcome, nobody would want to
hold the money in the first place.

Private issuance of fiat outside money may be
possible provided agents hold certain expectations.
The key is to find a way to prevent issuers from
increasing their supply of notes to the point where the
value of such notes is zero. Suppose everybody be-
lieves that the notes of a private issuer have value if the
number of notes issued is less than some number.
This threshold number is common knowledge. If the
number of notes issued exceeds the threshold, then
everyone believes that these notes are worthless. A
serial number on a note indicates the quantity of
notes issued previously.

Consider someone who is offered a note with a
serial number that is greater than the threshold level
above which notes are no longer valued. This person
believes that nobody will be willing to accept the note
in exchange for goods or services in the future.
Hence, this person will not accept the note, and the

belief that the note has no value is self-fulfilling. This



kind of belief limits the ability of the issuer to print
too many notes, which makes private issuance pos-
sible.

A Concept for the Future Although private issue
of outside fiat currencies is possible in theory, there
are few examples of such currencies. Some currencies
used in online multiplayer games may be the best
examples of fiat outside money. These currencies are
almost costless to produce and are not backed by any
asset. Moreover, online auction sites, such as eBay,
provide a platform on which such currencies trade for
U.S. dollars in a way that is similar to a currency
exchange market. Although we are still far from
Hayek’s vision of currency competition, technolog-
ical progress and new information technologies
could make it happen.

See also discipline; dollar standard; dominant currency;
money supply; multiple currencies; quantity theory of
money; reserve currency; seigniorage; time inconsistency
problem; vehicle currency
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B currency convertibility
See convetrtibility

B currency crisis

Currency crises are among the most dramatic events
in global financial markets. They generally involve
large outflows of funds from currencies that investors
fear may devalue or sharply depreciate. When a
government lowers the level at which a currency is
pegged to other currencies this is referred to as a
devaluation, while a fall in the value of a market

determined exchange rate is called depreciation. To
keep their currencies from depreciating in the face of
exchange market pressure, governments must run
down their foreign currency reserves, borrow from
abroad, hike interest rates, and/or impose capital
controls to slow down outflows. If they are successful,
the speculation dies down, at least for awhile, and the
currency value is maintained. More often, exchange
rates are eventually forced to adjust. Although the
vast majority of currency crises involve downward
pressure on currencies, sometime there are strong
market pressures for surplus countries to let their
currencies appreciate; a vivid example is China be-
ginning in the early 2000s. Crises can vary in their
effects as well as in their causes, but they have in
common a high degree of exchange market pressure.

International speculators are widely blamed for
generating crises, especially by government officials
eager to shift the blame from themselves. In reality,
however, much of the pressure usually comes from
“normal” domestic and international firms that are
trying to protect themselves against losses rather than
to generate speculative gains. Even the speculatorsare
more often the messengers that there are problems
than the independent cause of currency crises.
Speculative attacks occur when international busi-
nesses and investors anticipate a change in the value
of the currency, thus adding speculative outflows to
the undetlying balance of payments deficit.

Crises, though always uncomfortable, can some-
times have good effects, stimulating policy reforms
and promoting economic recovery. In other cases,
however, especially in developing countries with
weak financial systems and considerable debt de-
nominated in foreign currency, the effects of crises
can include large recessions and widespread suffer-
ing. This is particularly likely when a currency crisis
either leads to or was generated by a domestic
banking crisis  a so-called “twin crisis.”

In general, the underlying causes of a currency
crisis are inconsistencies between a country’s ex-
change rate policy and its domestic economic policies
so that the currency is either over- or undervalued
relative to the currencies of other countries. Econo-
mists have developed a variety of theoretical models

sisud A>uaind

245



sisLD £Oouaund

246

to explain currency crises, and most of these models
can be classified into three types. First-generation
models consider cases where the government is either
unable or unwilling to correct inconsistencies be-
tween its exchange rate and other domestic policy
goals. As these become more serious, a crisis even-
tually becomes inevitable. Second-generation crisis
models analyze cases where these inconsistencies
place the economy in a “zone of vulnerability,”
making a crisis possible but not inevitable. In these
cases, the potential for a crisis outbreak depends
critically on market perceptions of the government’s
willingness and ability to take corrective action. Fi-
nally, newer crisis models have focused on financial
sector weaknesses and the role of politics in the
emergence of currency crises.

First-Generation Crises: Fundamental Disequi-
libriums The classic theoretical explanations for cur-
rencycrises  the so-called first-generation models
focus on fundamental economic disequilibriums
such as large government budget deficits. In these
models, governments are assumed to pursue fiscal
and monetary policies that are inconsistent with
maintaining their fixed or slowly adjusting pegged
exchange rate regimes. The resulting balance-of-
payments deficits are financed by running down
foreign reserves. When the level of reserves falls to a
certain threshold, there is a sudden balance-of-pay-
ments crisis. Capital flight by domestic residents es-
calates, even if the country has borrowed little from
abroad. This leads to a loss of reserves and forces the
government to devalue its currency or float the ex-
change rate. In these models, expansionary policies
and the resulting bad economic fundamentals push
the economy into crisis.

The particular causes of the fundamental dis-
equilibriums in past crises have been varied. They
often result from a lack of fiscal discipline, but first-
generation-type currency crises have also been caused
by budget deficits in the center country of a pegged
exchange rate system (the center country is the nation
to whose currency another country’s currency is
pegged) or external developments such as export
slumps. These problems generally coincide with
weak governments facing strong political pressures

that prevent them from addressing the emerg-
ing disequilibriums by cutting spending or raising
taxes to keep monetary expansion under control.
Very often, this inability to balance the budget re-
sults in high rates of inflation. When economic
problems emerge, markets initially often give gov-
ernments the benefit of the doubt, especially when
they have large stores of international reserves. Butas
imbalances continue, market participants frequently
realize well before governments do that the problems
are not temporary. The capital outflows that result
from this realization involve not only currency
speculators but also businesspeople wanting to hedge
against the risk of exchange rate adjustments. These
flows in turn tend to increase payments imbalances
further and eventually lead to a crisis and a forced
adjustment.

Examples of first-generation-style crises include
the currency crises of Latin American countries in the
post Bretton Woods period, such as Mexico in 1976
and Brazil on several occasions. In these cases, the
government financed large deficits by creating
more money, resulting in inflation. Combined with
pegged or slowly adjusting exchange rates, such high
levels of inflation led to progressive overvaluation of
exchange rates and generated numerous currency
crises. Inflation does not need to be in triple or
quadruple digits in order to generate currency crises,
nor are inflation-driven crises a threat only to de-
veloping countries, as demonstrated by Italy’s crisis
in 1992. As a member of the European Monetary
System (EMS), Italy had pegged its exchange rate to
the deutschmark. Although its inflation rate was far
below triple digits, it was still well above the inflation
rates of most of its partners in the EMS, and in
particular higher than that of the center country,
Germany. The resulting disparity eventually led to a
currency crisis in 1992. Large budget deficits can at
times cause currency problems even if they do not
lead to monetary accommodation and rising infla-
tion; one example of this is the 2001 crisis in Ar-
gentina. As part of a “shock therapy” program de-
signed to break out of a cycle of high and rising
inflation, Argentina had adopted a currency board in
1991 that took money creation out of the hands of



the government by fixing the domestic currency to a
foreign anchor currency, and maintaining full con-
vertibility between domestic currency and the for-
eign anchor currency. This proved to be highly suc-
cessful in bringing inflation under control but fiscal
profligacy continued. As external developments
contributed to a worsening of the situation, the result
was a combined debt and currency crisis that ended
in abandonment of the currency board and default
on the government’s foreign debt.

The collapse of the Bretton Woods system in the
1970s provides an example of an exchange rate sys-
tem failing due to budget deficits in the center
country (in this case the United States). For domestic
political reasons, the U.S. government delayed tax
increases required to pay for the large increases in
expenditures associated with the Vietham War.
Secking to prevent interest rates from escalating, the
Federal Reserve Board financed a sizable portion of
the resulting budget deficits with monetary accom-
modation. The consequent overheating of the U.S.
economy led to increasing balance-of-payments
deficits and ultimately to the currency crisis that was
the final straw leading to the widespread abandon-
ment of the Bretton Woods regime of adjustably
pegged exchange rates.

Another type of first-generation crisis that need
not be directly caused by bad domestic policies in-
volves export slumps. Generally, monetary and fiscal
policies that are sustainable under good circum-
stances become unsustainable when circumstances
take a turn for the worse. In a country whose gov-
ernment’s budget depends on export revenues, a
sharp decrease in those revenues can cause a similarly
sharp change in investor expectations of that coun-
try’s ability to meet its debt-servicing obligations. A
clear example of this is the 1998 Russian ruble crisis.
By the mid-1990s Russia had tamed the runaway
inflation that followed the breakup of the Soviet
Union and its economic prospects had substantially
improved. The domestic coalition favoring eco-
nomic reform and stability was fragile, however. In
the aftermath of the 1997 Asian crisis, oil prices fell to
half of their precrisis levels due to decreased demand
for oil in Asia. As a result, the Yeltsin government,

dependent as it was on oil revenues to fund its fiscal
programs, found its treasury rapidly being emptied.
Initially investors’ belief that Russia was “too big to
fail” and their perception that the Russian govern-
ment was attempting to alleviate the situation by
negotiating a loan package from the International
Monetary Fund (IMF) and seeking to implement
dramatic fiscal reforms caused most investors to give
Russia the benefit of the doubt. After the IMF ne-
gotiations failed and the Russian legislature, the
Duma, removed the most critical components of
Yeltsin’s proposed fiscal reform plan, however, it
became clear that Russia was not going to be able to
adjust its policy enough to avoid a fiscal crisis. In
August 1998, there was a severe speculative attack on
the ruble, and the Russian government announced
that it would no longer support the crawling peg
and would default on its foreign-held debt. The re-
maining investors immediately and frantically sought
to divest themselves of the Russian liabilities and the
ruble plummeted.

Second-Generation Crises: The Role of Expec-
tations A surprising feature of a number of the cur-
rency crises of the 1990s was that they hit countries
whose macroeconomic fundamentals were not
particularly bad. First-generation models were un-
able to explain, much less predict, many of these
crises. In response, a “second generation” of crisis
models was developed that focused on investors’
expectations and governments’ conflicting policy
objectives and predicted that speculative attacks
could occur when a country’s fundamentals were
merely in an intermediate or vulnerable zone. Al-
though these models retained the assumption that
speculators would not attack countries with good
fundamentals, they showed that once a country
finds itself in a vulnerable zone, a change in the pri-
vate sector’s expectations about the future course of
government policy can trigger a second-generation
crisis.

In contrast to the passive role of policymakers in
first-generation models, governments in second-
generation models are able to take corrective mea-
sures, though they may prefer not to. For many
governments, exchange rate stability is only one
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objective among many. Governments often make a
trade-off between maintaining a pegged exchange
rate and achieving other policy goals (such as low
unemployment) that gain political salience when
there is an economic downturn. In such situations
speculators can lose confidence in the government’s
commitment to the exchange rate peg and can decide
suddenly to attack the currency. The cyclical state of
the economy can thus become an important factor in
these models, since the tight monetary policies nec-
essary to defend a currency are politically more costly
when the economy is in recession than when it is
booming.

Speculators are also collectively in a position to
influence the future course of policy in second-gen-
eration models. The greater the proportion of spec-
ulators who expect the government to defend the peg
at the expense of a worsening recession, the smaller
the capital outflows and the more feasible a defense of
the exchange rate peg. On the other hand, if most
speculators betagainst a defense, capital outflows will
be larger and the costs of a defense will be higher.
Since these outflows themselves can be detrimental to
agovernment’s ability to defend the pegged exchange
rate, market expectations can thus prove to be self-
fulfilling. Such speculation is not irrational, nor is it
in itself destabilizing in the sense of going contrary to
the fundamentals. It is, however, sometimes thought
of as destabilizing in the sense that it can be the
proximate cause of a crisis that may not necessarily
have been inevitable.

In formal second-generation models, shifts in
investor expectations from optimistic to pessimistic
are treated as arbitrary. The resulting outcomes are
therefore often referred to as “sunspot equilibria.”
This can give a misleading impression, however,
since in the typical cases of major speculative attacks
on currencies, certain events trigger the shift from a
“good” to a “bad” equilibrium. In the past, such
triggers have included the assassination of a presi-
dential candidate (Mexico in 1994) and crises else-
where thatlead to a reevaluation of underemphasized
fundamentals (the wake-up call concerning financial
sector weakness that was a major aspect of the con-

tagion in Asia in 1997).

An example of what many experts consider to be a
second-generation crisis is the 1992 93 crisis in the
EMS, particularly the speculative attacks on the
French franc. The proximate cause of this crisis was
the reunification of Germany, which led to a large
increase in German government expenditures. As
German policymakers were unwilling to offset this
higher spending with higher taxes, a large budget
deficit emerged. In response, the Bundesbank (Ger-
many’s central bank) raised interest rates. Since
Germany was the EMS center country, the logic of
the currency system required all other EMS members
to tighten monetary policy as well, even though this
ran counter to the requirements of their macroeco-
nomic situation at the time. As we have already dis-
cussed, this generated crises that led to the break-
down of the EMS system. The crises in Italy and,
arguably, the United Kingdom were quite consistent
with first-generation models since both the lira and
the pound appeared to be overvalued. The 1993 at-
tack on the French franc was not as easy to explain,
however, since some of France’s fundamentals were
even stronger than Germany’s.

What proved to be more important was the lack of
willingness of the individual EMS countries to adjust
to the mutual payments imbalances that had
emerged. Here Germany held the cards. Even so the
EMS member states put considerable pressure on the
Bundesbank to lower interest rates, but the inde-
pendent German Bundesbank refused to back off its
tight monetary policies. When it became known that
Germany would also not continue providing short-
term financing to maintain the pegged rates of the
EMS, the only alternatives left for the other EMS
members were depreciation or a substantial tight-
ening of their own macroeconomic policies. Given
the state of the economy in many of these countries,
international financial market participants therefore
increasingly questioned policymakers’ willingness to
implement policies that would further slow growth
and increase unemployment. Eventually, financial
markets launched speculative attacks, forcing gov-
ernments to choose between unpalatable options:
abandoning the peg, which they had worked hard to

maintain, or facing a deepening recession. In the case



of France, for example, the authorities withstood
several bouts of speculative pressure before finally
devaluing the franc in 1993.

The fact that France’s fundamentals had not been
particularly bad led many commentators, especially
French officials, to conclude that France had been the
innocent victim of destabilizing speculation. France
was indeed an innocent victim in this case, but of
geopolitical developments in Germany and its own
commitment to the European pegged-rate system,
not of capricious speculators. This illustrates that
crises do notalways fit neatly within one type of crisis
model or another. Some economists consider Fran-
ce’s crisis to be a classic second-generation example,
but others argue that it was more of a first-generation
crisis because of a fundamental disequilibrium gen-
erated by Germany’s huge budget deficit. The crisis
certainly had elements emphasized in both types of
models, as did the 1997 Asian crisis, to which we now
turn.

Financial Sector Weakness Most of the financial
world and many economists were shocked in 1997
by the occurrence and the severity of the Asian fi-
nancial crises. A crisis in the Thai exchange market
had been at least partially anticipated, as there had
been concerns about the possible overvaluation of the
baht for some time. But the spread of the crisis to
other countries was almost entirely unanticipated.
Most if not all
joyed low inflation and robust economic growth for

of the affected countries had en-

quite some time and appeared by and large to have
strong enough economic fundamentals to preclude
the type of crises predicted by first- and second-
generation crisis models. In order to explain these
events, economists developed what is sometimes re-
ferred to as the “third generation” of crisis models,
which place a greater emphasis on the micro-
foundations of currency crises. Among these refine-
ments are the considerations of financial sector
weakness, moral hazard, contagion, and stock as well
as flow disequilibriums.

Traditional macroeconomic models paid little
attention to the financial sector, and the crises of the
1990s demonstrated that this was a major mistake.
The discovery of serious weaknesses in financial

sectors can generate major changes in international
capital flows, especially where countries have weak
international liquidity positions (i.e., high short-
term foreign debt relative to international reserves).
Such a situation can quickly turn into a run on the
currency without requiring any outright speculation;
the scrabble to cover open positions could be suffi-
cient. Indeed, many of the flows of funds during the
Asian crisis were of this risk-covering nature.

One of the factors that can contribute to financial
sector weakness is a high level of moral hazard, re-
ferring in the currency crisis context to the propensity
to lend, borrow, or invest in enterprises under cir-
cumstances that would usually be considered exces-
sively risky. In some cases, lending institutions or
borrowers may have had either explicit or implicit
guarantees that the government would cover any
losses should the loan or investment fail to return a
profit. In this way the contingent liability burden
is shifted from the lender, investor, or borrower to
the government, creating the situation described by
economist Paul Krugman (1996) as a bet of “heads,
I win; tails, the taxpayer loses.” If this practice is
sufficiently prevalent, even a minor shock to the
economy could result in a dramatic increase in gov-
ernment financing to prop up banks whose non-
petforming loans have suddenly rendered them in-
solvent.

Many of the other factors described eatlier, most
notably financial sector weakness, also played key
roles in precipitating the Asian crises of 1997. Al-
though public finances in all of the crisis countries
were relatively strong by conventional measures,
domestic financial sectors were in bad shape. Both
the high levels of nonperforming loans and heavy
unhedged foreign borrowing were generated at least
in part by problems of moral hazard. The combi-
nation of moral hazard and weak risk management
and regulatory systems had led to many ill-advised
loans, so that in a number of countries the financial
sectors were suffering from serious solvency and li-
quidity problems. While good statistics were not
generally available to reveal these problems, inter-
national funds continued to pour into these emerg-
ing markets because of their apparently strong
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macroeconomic statistics and as a result of capital
account liberalization.

In July 1997, the already overvalued Thai baht
came under speculative attack when the severity of
Thailand’s problems with nonperforming loans in
the financial sector became apparent. Highlighting
Thailand’s financial sector problems, this crisis
served as a wake-up call to international financial
markets, alerting them that Thailand’s unhedged
foreign borrowing was much riskier than many had
believed. This in turn prompted foreign investors to
reassess the vulnerability of their investments to fi-
nancial sector risks. Thailand was not the only
country found to have serious problems in the fi-
nancial sector, and investors’ assessments of some
countries previously perceived to have well-aligned
exchange rates, such as Korea and Taiwan, changed
(those exchange rates were now seen as overvalued),
prompting a run for the exits. Although financial
sector problems were not the only contributing fac-
tors (as mentioned, the Thai baht was overvalued and
political instability in Indonesia contributed impor-
tantly to the length and depth of the crisis there), the
Asian crisis did highlight that crises could occur even
when data on traditional economic fundamentals
indicated a strong economic situation.

The Political Economy of Currency Crises Re-
cent research has also recognized that political con-
siderations can have an important influence on crises
through a number of channels. Since economic
policies are generally determined through the polit-
ical process (one exception being when monetary
policy is administered by an effectively independent
central bank), political developments can have a
strong influence on expectations about future eco-
nomic policies. Thus political instability and expec-
tations about the election of new administrations can
have an important effect on capital flows even before
there is any actual change in policy. Political con-
siderations are also one of the major causes of the
development of inconsistencies among policies that
lead to fundamental disequilibriums. Because the
costs of corrective action often show up faster than
the benefits, short-run political pressures can lead to
delays in undertaking needed policy adjustments,

especially if elections are approaching (see Willett
2007).

One key example of how political considerations
can play a role in the outbreak of crisis is the 1999
crisis in Brazil. Past fiscal excesses had left Brazil with
alarge public debt burden, which was substantial but
manageable so long as interest rates remained mod-
erately low. In 1999, polls increasingly indicated that
leftist presidential candidate Lula da Silva and an-
other leftist politician were likely to prevail in the
impending elections. Lula’s past as a trade union-
ist raised doubts among market participants over
whether Brazil’s sound economic policies would be
continued after the election. Although a return to
hyperinflation was not likely, the high debt levels
meant that even a moderate loosening of fiscal policy
might be sufficient to force default. As a conse-
quence, a crisis of confidence and a speculative attack
on the real ensued. It is important to note that this
crisis was precipitated not by actually implemented
policies, but rather on the evaluation of expected
future policy.

The 1994 Mexican crisis provides another ex-
ample of the importance of political events in un-
derstanding crises. The country had successfully
brought down inflation from triple- to single-digit
levels, but the combination of strong capital inflows
and a slow rate of depreciation designed to limit
domestic wage increases had resulted in a large cur-
rent account deficit and a substantially appreciated
real exchange rate. Thus although Mexico’s domestic
economic fundamentals were strong, the economy
was vulnerable to a drop in capital inflows, and  as
to severe shocks to political
stability. In this case, the shock was the assassination

with the Brazilian crisis

of the leading opposition (and proreform) presi-
dential candidate, which prompted rapid reassess-
ment on the part of investors as to whether necessary
reforms in Mexico would be implemented, along
with fears of a more voladile political climate. The
combination of monetary tightening in the United
States, temporary preelection loosening of fiscal
policy in Mexico, and the emergence of domestic
political instability brought the dreaded sharp fall in

inflows and the crisis was on.



Political scientist Andrew Maclntyre (1999) has
argued that Thailand and Indonesia illustrate ways in
which different types of governments can exacerbate
their vulnerability to crises. Thailand’s political sys-
tem with its large coalition governments tended to
produce great policy stability (or paralysis) due to the
difficulties in making policy changes. Intracoali-
tional politics caused budget and financial regulation
reforms to be delayed, further weakening confidence
in the Thai financial sector and generating uncer-
tainty about the government’s capacity to act once the
crisis occurred. In contrast, Indonesia’s political sys-
tem was highly centralized and imposed little con-
straint on executive action. This led to its own set of
problems by opening the way for erratic policy be-
havior. When crisis spread from Thailand to In-
donesia in late July 1997, the Suharto government
responded decisively and preemptively by widening
the band within which the rupiah was allowed to
fluctuate from 8 percent to 12 percent. As the rupiah
continued to slide, Suharto appeared to be taking
appropriate action by agreeing to a series of dramatic
reforms as part of an IMF assistance program. Ap-
pearances can be deceiving, however, and in this case
they certainly were, as Suharto quietly reneged on
many of these reforms and as members of his gov-
ernment and family openly undermined others. It is
not surprising that investor confidence in the Indo-
nesian government plummeted, not because investors
doubted whether Suharto could make the neces-
sary reforms but instead because they doubted that
he would. Where Thailand’s case can be characterized
as inaction in the face of a looming crisis, Indonesia’s
can be characterized as action but of the wrong
kind.

Crisis Prevention and Management There is
widespread agreement that it is usually far easier to
prevent crises than to fix them once they occur.
Unfortunately, prevention is not easy to accomplish.
Although analysis has often been able to identify
sound reasons for crises after the fact, these reasons
are not always easy to identify beforehand. The
perception of crises as arising from the unjustified
behavior of fickle financial markets doubtlessly stems
at least in part from this dilemma. Significant ad-

vances have been made in the development of eco-
nomic “early warning systems” for crises, though
these tend to detect occasions when a country is
vulnerable to a crisis rather than predict precisely
when a crisis will occur.

Even when the threat of a crisis is unmistakable,
however, countries often fail to take preventive ac-
tions in time. Sadly, it often takes the actual outbreak
of crises to prompt major policy adjustments, as
governments often find it politically difficult to take
the actions needed to reduce vulnerability. Conse-
quently, governments are often observed to initially
respond to potential crises by addressing capital flows
rather than macroeconomic fundamentals by
running down international currency reserves, in-
creasing domestic interest rates to make the country a
more attractive capital destination, or implementing
restrictions on the flow of capital into or out of the
country. When the country is facing a temporary
liquidity crunch, such measures may be all that is
required (see the 1997 case of Hong Kong, where
some of these measures were successfully used to
avoid the most serious potential repercussions of the
crisis). If, however, the country faces a fundamental
disequilibrium (such as is described in first-genera-
tion crisis models), such measures can only delay, not
prevent, crises; borrowing and running down re-
serves cannot indefinitely offset the effects of a fun-
damental disequilibrium. In such cases, reserve
cushions can only give countries the option of ad-
justing more gradually. Second- and third-genera-
tion models, however, provide insights into ways that
strong reserve positions can help avoid crises. When
countries are in vulnerable zones, shocks that would
generate a run on the currency of a country with high
levels of short-term foreign debt relative to its inter-
national reserves might not generate such a run if the
country had a strong international liquidity position.
In other words, although strong reserve positions can
do little to deal with insolvency (fundamental dis-
equilibrium) problems, they are a valuable instru-
ment for countries with merely vulnerable funda-
mentals.

The effectiveness of high interest rate policies and
capital controls has been the subject of considerable
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controversy. Because so many factors are typically at
work during a crisis it is hard to accurately measure
the effects of particular policies. High interest rates
may send an ambiguous signal to currency markets, as
excessively high interest rates may indicate to the
markets that the country is in desperate need of cap-
ital notan encouraging sign if the market is already
concerned about the safety of investing in that
country (Russia in 1998 provides an example of this
dynamic). During the Asian crisis, high interest rates
in Indonesia did not keep the rupiah from plum-
meting, because it was not clear at the time whether
the high interest rates reflected tight monetary policy
or premiums for inflation and political risk.

The effectiveness of capital controls also depends a
great deal on how they are interpreted by the market.
Capital 