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Preface

The first edition of the Blackwell Encyclopedia of Management: Organizational Behavior (titled the
Blackwell Encyclopedic Dictionary of Management or abbreviated to BEDOB), some 10 years ago, was
written to a formula that proved to be uniquely powerful, flexible, and attractive for readers and
writers alike — a large number of short entries, most 500 to 1,000 words in length, each designed to
capture the essence of a topic and give guidance for further follow up. Each entry follows a similar
format: definition — state of knowledge — current significance — future trends and applications. This is
designed to be especially useful to people new to the field, cutting through the jargon barrier with clear,
concise, and informative explanations of key concepts and issues. It is a challenge to write to the level of
succinctness required without loss of content, but it is one of the great achievements of the last edition
that it did so to such evident reader satisfaction. I have lost count of the number of readers — from
professors through to business readers — who have acclaimed the BEDOB as a treasure trove of
enlightenment, entertainment, and utility.

In the decade since the last edition, a great deal has changed, and the entries in this edition reflect
these developments. Yet much has not altered, in terms of the core of organizational behavior (OB) as a
confluence of disciplines and the fundamental nature of its contribution. In the last edition we also
claimed that OB had come of age, as an interdisciplinary subject area, and that its project — what could
be summarized as analyzing the impact of people on organizations and the effects of organizations on
people — has never been more important. The last 10 years have underlined this conclusion. The
climate of acceptance of the OB mission is such that now most business people would endorse the
statement that every business problem is at root a people problem.

Perhaps proof of the maturity of the field is the increasing blurring of the boundaries of disciplines
and subject areas, as occurred among the natural sciences in the last decades of the twentieth century.
Now we see in management such examples as behavioral finance becoming one of the fast growing sub
fields of applied economics, incorporating many of the ideas represented in this volume (see BEHAV
IORAL DECISION RESEARCH). There is also increasing interest in the relevance of new ideas from
contemporary biology (se¢ EVOLUTIONARY PSYCHOLOGY and ORGANIZATIONAL ECOLOGY)
and the physical sciences (se¢e COMPLEXITY THEORY ). This infusion and exchange reflects increasing
sophistication in analytical techniques, theory development, modeling, and practical understanding.
In OB there is another important bi directional flow between theory and practice. It has long been
common for theoretical ideas to assume importance to practitioners (EMOTIONAL INTELLIGENCE is
perhaps a current example) but there are also reverse flows. The work of the best consultants has often
highlighted phenomena that beg to be explained, for example EXECUTIVE DERAILMENT and the
functioning of TOP MANAGEMENT TEAMS.

The current volume’s contents differ from its predecessor’s in several respects. First, there are the
new emerging topics and fields, for example NETWORK THEORY AND ANALYSIS, ORGANIZA
TIONAL GEOGRAPHY, and KNOWLEDGE MANAGEMENT. Second, there are topics whose import
ance has grown or where work has developed at a high rate of intensity, such asNEGOTIATION, GAME
THEORY, and TECHNOLOGY. There are also the major topics where the steady accretion of
knowledge has continued; traditional areas where one can find new concepts and applications, such
aSMOTIVATION, ORGANIZATIONAL CULTURE, and LEADERSHIP. Additionally, there are a small



ix

number of entries that are unchanged from the previous edition — mainly because they are of historical
importance, but not the subject of new thought and development (e.g., HAWTHORNE EFFECT).
Among the unchanged entries, there are some timeless gems from the previous edition which require
no addition or updating (e.g., Karl Weick’s cogent entry on THEORY).

We have retained many outstanding leading thinkers from the last edition, and recruited this time
many new young scholars at the leading edge of their subjects, to help ensure this work is as fresh and
sharp as the previous edition. The author list thus represents a galaxy of current and future stars of OB,
since this is an enterprise that has always attracted the very best minds in the field. This would not have
been possible without fresh editorial inputs, and this new edition benefits from the partnership of three
co editors, rather than just relying on advisory editors. My colleagues Pino Audia and Madan Pillutla
bring a broad range of expertise to help ensure that the headword list is fully representative of the field,
that we have the newest and brightest stars as well as the most established authorities, and that our
editing maintains the highest standards of disciplined feedback.

We have shed quite a large number of topics. A few have become obsolete, and the field has
moved on away from them. Some of these were at the end of a historical trend: for example, “dual
careers,” an important phenomenon, is no longer treated as a topic meriting specific and separate
theoretical or empirical interest, but has become largely incorporated within more generic areas (see
WOMEN AT WORK; NON WORK/WORK). In other areas subtopics have grown substantial enough to
merit being spun off as separate entries, such as the FIVE FACTOR MODEL OF PERSONALITY. But
the main reason for the elimination of entries from the first edition is overlap with the contents of other
volumes, and we have omitted those that are outside core OB and that we judge are best and most fully
represented in other volumes. The first edition of the BEDOB included work from strategic,
international, and human resources management, as well as business ethics and operations manage
ment. We have streamlined the current volume to give more full representation to the increasing
breadth and healthy vitality of OB from macro to micro perspectives from the most theoretical to the
most applied, and to give as full representation to the rich past as much as to the promising future.

Our choice of entries and the space we have accorded them will not satisfy every reader’s purview of
the field. We apologize, though not much! We know we have represented the commanding heights and
most of the foothills of the landscape. This is made possible by teamwork between the three of us as co
editors — building on the great work by the advisory editors to the last edition, Andy Van de Ven and
Randy Schuler.

How To UsE THIS BoOK

If you are new to the volume you will note that it differs from all other handbooks and dictionaries,
apart from the others in this series, in the brevity of most of its entries. The great majority of entries are
500 to 1,000 words in length — the optimal for the scholar in a hurry who wants the essence of topic and
to know where else to turn for deeper knowledge. Entries vary in length above and below this norm.
We have taken care to classify entries according to our judgment about the significance, centrality, and
enduring contribution of ideas, concepts, and topics. A few major sub fields are accorded the
maximum length of 4,000 words, and there are some minor or fringe topics allocated 200 words —
enough to whet the appetite and point toward further resources.

A chief value of such a structure lies in its infinite possibilities as a “knowledge net” through cross
referencing. In every entry other topics represented in the volume are set in CAPITALS, and some
further suggestions appear at the end of each entry. This makes the volume full of instructive and
constructive possibilities for students, teachers, researchers, and other pathfinders.

Nigel Nicholson
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ability
FJoyce Hogan

This important class of INDIVIDUAL DIFFER
ENCES denotes competence in an activity (see
COMPETENCY). It is the capacity to act — it is
realized talent. Ability is a synonym for mental
power, although there are other human abilities
beyond the cognitive domain. Ability, a con
struct inferred from human performance, is a
product of inherited genetic predispositions and
acquired characteristics. Basic abilities interact
with PERSONALITY and MOTIVATION to pre
dict performance across a range of tasks.
Historically, intelligence was seen as the basic
human ability, and perhaps the most classic
controversy in psychology is whether intelli
gence is a general ability (g) or a collection of
specific abilities. Spearman, at the turn of the
century, studied relations between mental meas
ures and concluded that intelligence has one
general component and several secondary com
ponents. Lubinski (2003) provides an update on
the state of the field 100 years post Spearman.
Thorndike and Thurstone argued that there are
multiple components of intelligence; the most
comprehensive conceptualization of intelligence
is Gilford’s structure of intellect model, which
proposes 120 cognitive abilities. More recently,
Cattell and Horn suggest two dimensions:
fluid intelligence, based on biological inherit
ance, and crystallized intelligence, based on
fluid ability combined with experience. Meas
ures of intellectual abilities almost always in
clude verbal comprehension and quantitative
reasoning. Item response theory advanced meas
urement of abilities by providing a model for
linking item responses and latent traits, as well
as providing efficient computerized adaptive
test procedures. In addition to the cognitive

domain, other abilities underlying task perform
ance appear in the O'NET taxonomy of occupa
tional information (US Department of Labor,
2001).

See also aptitude; self efficacy; skill
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absenteeism

Gary Johns

Absenteeism is the failure to report for sched
uled work. It can be distinguished from lateness,
which indicates a failure to show up for work on
time, and from turnover, which indicates a per
manent break in the employment relationship.
Traditionally, managers have been interested in
absenteeism because of its cost to organizations,
while academics have been interested in absen
teeism on the assumption that it indicates some
thing about employees’ social or psychological
attachment to the organization.

THE MEASUREMENT OF ABSENTEEISM

Organizations often codify absence instances
with attributions as to cause, which are of suspect
accuracy. Consequently, researchers most often
simply divide absenteeism into time lost, the
number of days missed over some period, and



2 absenteeism

frequency, the number of inceptions of absence
over some period irrespective of the duration of
each incident. To permit comparisons of em
ployees with a different number of scheduled
days or to characterize absenteeism at the group
level, these figures can also be expressed as rates.
Since absence is missing scheduled work, jury
duty, vacation time, and maternity leave are not
generally counted as absence.

Absence is a low base rate behavior, in that
most employees exhibit relatively low absence
levels while a few exhibit higher levels. Thus, a
frequency distribution for absenteeism is trun
cated on the low end and positively skewed.
Because it is a low base rate behavior, absence
measures for individuals must be aggregated
over a reasonably long period (3—12 months) to
achieve adequate reliability of measurement.
Even then, the reliability of absence measures
(indexed by inter period stability or internal
consistency) is variable. Some validity evidence
suggests that frequency of absence is more likely
than time lost to reflect a voluntary component
(Chadwick Jones, Nicholson, and Brown, 1982;
Hackett and Guion, 1985). Because of its
non normal distribution, managers should be
aware that a few extreme absentees can have a
disproportionate effect on means calculated
from absence distributions.

CORRELATES AND CAUSES OF ABSENTEEISM

A longstanding tradition concerns the correl
ation between demographic variables and
absenteeism. This research reveals reliable asso
ciations between age and absence among men
(younger workers exhibit more absence), and
gender and absence (women are absent more
than men). However, little theory has emerged
to explain these associations.

There is no dominant theory of absenteeism.
Johns (1997) presents several “models” of ab
senteeism reflecting the fact that absence is the
product of diverse causes and has been studied
with a diversity of methodologies uncommon in
the organizational sciences (Johns, 2003). Con
cerning the medical model, health related behav
iors such as smoking and problem drinking are
associated with absence, as are migraine pain,
back pain, and depression. Self reported health
status is correlated with absence, and people
attribute the majority of their own absence to

minor medical problems. The ultimate accuracy
of such attributions is questionable, since ““‘sick
ness” has motivational correlates, medical diag
noses often reflect prevailing community
standards, and people sometimes adopt sick
roles that manifest themselves in absence.

The withdrawal model suggests that absentee
ism is an attempt to remove oneself temporarily
from aversive working conditions. The literature
on the relationship between job satisfaction and
absenteeism reveals a modest association, with
dissatisfaction with the work itself being the
facet most associated with absenteeism (Hackett
and Guion, 1985). Feelings of inequity and weak
organizational support are especially likely to
prompt absence. The progression of with
drawal hypothesis, for which there is fairly con
vincing evidence, posits a movement from
lateness to absence to turnover.

The deviance model derives from the negative
consequences of absence for organizations. In
one form, it suggests that absentees harbor nega
tive dispositional traits that render them unreli
able. People tend to make negative attributions
about the causes of others’ absenteeism, and
absenteeism is a frequent cause of employee—
management CONFLICT. People also have a
tendency to underreport their own absenteeism
and to see their own behavior as exemplary com
pared to that of their co workers and occupa
tional peers. Evidence for a likely connection
between negative traits and absenteeism includes
the temporal and cross situational stability of
absence, its negative association with conscien
tiousness and PERSONALITY based measures
of integrity, and its positive correlation with
other negative work behaviors such as poor per
formance (Bycio, 1992).

The economic model of absence suggests that
attendance behavior is influenced by economic
and quasi economic constraints and opportun
ities. Those who value highly their non work
time are more likely to be absent, and looser
contractual provisions regarding attendance
result in more absence. Absenteeism is nega
tively associated with wages and the unemploy
ment rate and positively associated with
unionized status. Some industrial relations
scholars have argued that absence is a form of
unorganized conflict that substitutes for some of
the functions of collective action.



The cultural model of absence begins with the
observation that there is often more variance
between aggregates of individuals (such as work
groups, departments, organizations, occupa
tions, industries, and nations) than within these
aggregates. Mechanisms of social influence
and control subsumed under the label absence
culture have been advanced to account for
these differences between groups (Chadwick
Jones, Nicholson, and Brown, 1982; Johns and
Nicholson, 1982; Nicholson and Johns, 1985)
(see ORGANIZATIONAL CLIMATE). Work unit
absence has been shown to account for individ
ual absence over and above individual level pre
dictors, and some rich case studies of absence
cultures exist. The content of such cultures im
plicates absence norms, cohesiveness, manage
ment expectations, and shared views about the
consequences of the behavior.

MANAGING ABSENTEEISM

The deviance model has dominated management
approaches to absence. As a result, PUNISH
MENT and discipline systems are the most
common methods of controlling absence. Used
alone, they are not especially effective because of
negative side effects and because few employees
are actually punished. More effective are mixed
consequence systems that punish extreme of
fenders but reward good attenders with money
or time off (Rhodes and Steers, 1990). joB
ENRICHMENT and flextime have both been asso
ciated with reduced absence, as have self manage
ment programs that teach employees to regulate
their own attendance behavior. Badly needed are
theories that translate the likely causes of absen
teeism into credible interventions and organiza
tions with the foresight to experiment with these
interventions. Obsession with extreme offenders
has distracted managers from giving attention to
the attendance behavior of all employees.

See also hardiness; job satisfaction; motivation;
performance appraisal/ performance management;
stress
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accountability
Philip Tetlock and Erika Henik

Accountability refers to the implicit or explicit
expectation that one may be called on to justify
one’s beliefs, feelings, or actions to others (Scott
and Lyman, 1968; Tetlock, 1985, 1992). Ac
countability links individuals to institutions by
reminding them of the need to: (a) act in accord
ance with prevailing norms; and (b) advance
compelling justifications or excuses for conduct
that deviates from those norms (Edgerton,
1985). Thus defined, it plays a key role in every
day DECISION MAKING.

Accountability represents a nexus of micro
and macro organizational processes. Psycholo
gists and micro organizational behaviorists who
study judgment and choice have focused on the
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cognitive and emotional strategies that decision
makers deploy to cope with constituencies’ or
audiences’ specific requests for justification.
AGENCY THEORISTS have focused on the per
verse organizational and societal consequences
that ensue when principals inadvertently give
agents incentives to act in ways contrary to the
principals’ interests. Sociologists and cultural
theorists have focused on accountability rela
tionships as manifestations of broader organiza
tion norms, values, and operating routines.

Tetlock’s (1992) social contingency model
highlights individuals’ relationships to social
structures in decision making contexts. This
“meso” approach identifies the strategies people
use to cope with accountability demands from
external constituencies, as well as the personality
and situational moderators of these coping strat
egies. The model expands the explanatory power
of the micro and macro accounts of decision
making by adding considerations of the social
and political contexts in which decisions are
made and more psychologically nuanced options
than strict norm adherence (homo sociologicus)
and amoral rationality (komo economicus).

IDENTITY-DEFINING CHOICES AND COPING
STRATEGIES

Accountability demands can represent chal
lenges to one’s social IDENTITY, according to
self presentation theorists. The ways in which
people set priorities among potentially clashing
social identity goals and the strategies they use
to achieve them are therefore key research foci.
Recent studies have identified five identity de
fining choices that arise in accountability pre
dicaments and the antecedents likely to activate
particular coping strategies.

(1) Attitude shifting versus authenticity — Attitude

shifting is likely when the audience is powerful,
firmly committed to its position and intolerant of
others, and when the decision maker lacks firm
convictions and is socially insecure. However, it
is feasible only when the decision maker knows
the views of the anticipated audience. Attitude

shifting becomes psychologically costly when it
requires compromises of basic private beliefs
(triggering cognitive dissonance) and socially
costly when it requires backtracking on past
commitments (making one look duplicitous).

But when these preconditions have been satis
fied, attitude shifting represents a cognitively
efficient and politically expedient strategy that
undermines neither one’s self concept as a
principled being nor one’s social reputation for
integrity.

(2) Preemptive self criticism versus defensive bolster
ing  One canrespond to accountability pressures
by trying to anticipate critics’ reasonable objec
tions and factoring them into one’s own position
(Tetlock, 1992) or by directing mental effort
toward generating plausible reasons that bolster
one’s position (Staw, 1980). Accountability mo
tivates thought in each case, but the thoughts take
dialectically complex forms in the former coping
strategy and evaluatively simpler forms in the
latter.

Preemptive self criticism is more likely when
decision makers are accountable to an audience
with unknown views or to audiences with con
flicting views that recognize the legitimacy of the
other point of view, when decision makers per
ceive the audience or audiences to be powerful or
cognitively sophisticated (and equally so), and
when decision makers are not constrained by
strong private views or past public commit
ments.

Defensive bolstering is most likely to be acti
vated when decision makers are accountable to
powerful audiences that are not believed to be
that knowledgeable about a topic, are account
able for past statements or acts that cast doubt on
their competence or morality and that cannot be
retracted or reversed, and recognize that it is
impossible to deny responsibility for the conduct
in question.

(3) Ducking, mediating, or plunging into contro
versy  Accountability theory posits that people
will cope with contradictory constituency
demands in one of three ways. First, they may
engage in decision avoidance by buck passing,
procrastinating, or obfuscating, especially when
they are accountable to conflicting constituen
cies that are powerful and equally so, when the
constituencies deny the legitimacy of the other
point of view, when there are no institutional
precedents for evading taking a stand, and
when decision makers’ own views are relatively
weak. Second, aligning with one of the constitu
encies becomes tempting when the conflicting



entities deny each other’s legitimacy, there are
no institutional precedents for decision avoid
ance, one audience is more powerful than the
other and favors a position similar to one’s own
preference, and the decision makers hold strong
views to which they are publicly committed.
Third, trying to mediate the CONFLICT is likely
when the clashing audiences are both powerful
and equally so, when the audiences acknowledge
the legitimacy of the other point of view, and
when there are no precedents for decision
evasion.

(4) Implementing versus resisting the collective mission
This choice arises when people feel accountable
for performance, rather than opinions or prefer
ences. Thus, it pits good ORGANIZATIONAL
CITIZENSHIP against resisting performance
standards. The following preconditions have
been found to promote the internalization of
new performance standards: the perception
that the standards are reasonable, were set
through fair procedures, and are necessary
for the survival of the organization, that burdens
are shared fairly, and that strong cultural com
mitments to good citizenship exist within the
organization, especially at the top. Research
also sheds light on the forms resistance is likely
to take when these conditions are systematically
violated. Drawing on the work of Hirschman
(1970) and Tyler (1990), accountability theory
predicts that people will take advantage of op
portunities to exercise the voice option, such as
protesting burdensome standards, offering ac
counts for performance shortfalls, and appealing
to higher authorities.

(5) Concentrating versus diffusing sacrifice Sacri

fices (e.g., budget cuts) can be spread across
many constituencies, avoiding severe impact on
any one group, or targeted at subsets of constitu

encies based on efficiency or political grounds.
Tetlock (1999) has argued that decision makers
who have internalized egalitarian values should
be likely to spread a sacrifice widely when it is
relatively small, when it is difficult to identify
distinct pockets of inefficiency, and when the
groups that have been singled out for deep cuts
have demonstrated the ability to mobilize protest
in the past. Decision makers who have internal

ized the neoclassical economic value of efficiency
should concentrate cuts on specific constituen
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cies when they confront large budget cuts, can
easily distinguish more from less efficient work
units, and know that the groups singled out for
deep cuts have little capacity to resist.

A BRIDGE BETWEEN COGNITIVISTS AND
INSTITUTIONALISTS

Although cognitive social psychologists, sociolo
gists, and economists all have explored account
ability (see Lerner and Tetlock, 1999, for a
review), not much cross fertilization has oc
curred between the micro and macro camps,
leaving many opportunities for future research.

For cognitivists, accountability theory clari
fies empirical boundary conditions and suggests
normative boundary conditions on the cogni
tive miser portrait of human nature. It does so
by explaining how people think, not just what
they think. The theory specifies when people
can be motivated to be thoughtful and resistant
to various cognitive biases. For example, pre
exposure accountability (informing people that
they will be held accountable for their judgments
before they are exposed to the evidence on which
they will base these judgments) is substantially
more potent than post exposure accountability
in mitigating overattribution, primacy effects,
and overconfidence, partly because it motivates
effort demanding self critical thought.

The theory also suggests that response ten
dencies labeled errors or biases may in fact be
appropriate or rational given particular account
ability considerations. Escalating commitment
to projects with large sunk costs (Staw, 1980)
may be a rational course of action if one is judged
on decisiveness or accountable to constituencies
who benefit from continuing such projects (see
COMMITMENT, ESCALATING). Sutton (1995)
observes that unchecked public scrutiny can lead
to perseverance at ongoing activities. Thus, the
theory identifies combinations of micro pro
cesses and accountability structures that can
undermine macro organizational goals like eco
nomic efficiency.

For institutionalists, accountability theory ac
counts for how individuals cope with cross pres
sures and predicts which competing influence is
likely to prevail, under what conditions, and for
which subgroups of individuals. The theory pre
dicts that most people will approximate /komo
sociologicus, responding to routine problems on
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normative autopilot, as long as they believe their
social contract with the organization is being
honored, but that they will shift into cognitive
high gear when this bond is challenged.

Cognitive vigilance induced by cross
pressures need not lead to counter normative
conduct, though deviance may emerge when
people assess that they have been treated con
temptuously. Thus, accountability theory may
be of use in generating hypotheses about the
circumstances under which whistleblowing will
occur to internal or external authorities (if at all)
in the face of conflicting constituencies, per
formance standards that are perceived as legit
imate or illegitimate, and the presence or
absence of sanctioned channels for exercising
voice. The theory has also implications for cor
porate governance because it predicts the effects
that concentrated (e.g., boards) or diffuse (e.g.,
shareholders) constituencies may have on
accountability structures, principal-agent dy
namics, and opportunities for cooptation
(see TOP MANAGEMENT TEAMS).

CONCLUSION

Early experimental work on accountability de
rived from the error and bias tradition of
cognitive social psychology and focused on a
narrow range of easily manipulated independent
variables. Future research programs would do
well to incorporate a broader array of reporting
structures, organizational cultures, and coping
strategies more reflective of real world choice
points and both institutional and individual
constraints.

See also bureaucracy; institutional theory
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achievement, need for
Nigel Nicholson

Need theory flourished as a school of MOTIV

ATION theory from the 1930s to the 1970s, espe

cially through the work of scholars such as
Murray, Maslow, and Herzberg. These theories
have mostly not survived critical review and em

pirical test, though arguably an exception to this
is the work of David McClelland, who focused
specifically on three sets of needs: achievement,
affiliation, and power. It is the first of these needs
(nAch) that has continued to remain central
within the discourse of managerial psychology.
McClelland used a clinical technique, the The

matic Apperception Test (TAT), to assess these
needs. In this projective test, subjects supply a
narrative to explain a series of line drawing de

pictions of individuals and groups in ambigu

ously interpretable situations. Although the
technique is no longer in use within OB, mainly
due to problems of RELIABILITY, the concept of
achievement motivation remains popular. This is
due to the programmatic work by followers of the
theory (Heckhausen, 1977) and the evident ap

plicability of its propositions to a range of issues
and areas. These include the important idea that
people with high nAch are the most likely to set



themselves stretching, rather than easy or diffi

cult goals (see GOAL SETTING), to seek situ

ations where they can control outcomes, and to
be motivated by intrinsic rather than extrinsic
rewards such as money, status or praise. High
achievement motivated individuals are portrayed
as seeking and welcoming FEEDBACK, especially
if it is concrete and task focused. They are de

scribed as constantly contemplating goals and
challenges, and seeking out situations where
they have opportunities to find new problems to
solve and areas in which they can implement
improvements. McClelland maintained that
nAch was formed through childhood socializa

tion, especially by parents, but could be elevated
by cognitive behavioral training. Achievement
motivation and power motivation have been
used to distinguish CAREER orientations; for
example, nAch is associated with sales orienta

tion and performance, and nPow is linked with
interest in line management positions. Research

ers have decomposed achievement motivation
into components, capable of discriminating be

tween small business and economics students
(Sagie and Elizur, 1999). Need for achievement
has often been associated with ENTREPRE

NEURSHIP, and a recent meta analysis has con

firmed its predictive relevance to entrepreneurial
orientation and behavior (Collins, Hanges, and
Locke, 2004).

See also affiliation; leadership; need for; power;

self efficacy;
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action research
David Fryer

Action research is “‘scientific social research
which is participatory and practice oriented,
which aims to find solutions to social problems
and to emancipate individuals and groups con

fronted with such problems” (Boog, Keune, and
Tromp, 2003: 419). However, as Boog, Keune,
and Tromp point out, there is disagreement
among action researchers as to the degree of
participation, emancipation, wider relevance,
and practical impact required for something to
count as ‘‘true’ action research.

The theoretical origins of action research can
be traced to Aristotle, Dewy, and Mead, but
Kurt Lewin is generally thought to be the first
to use the term “action research.” Lewin cer
tainly brought together all the key elements: the
facilitation of change, the researcher as active
participant, open systems assumptions, and it
erative cycles of inquiry, action, and evaluation
(Boog, 2003: 429). As early as 1946, Lewin
wrote: ‘“The research needed for social practice
can best be characterized as research for social
management or social engineering. It is a type of
action research, a comparative research on the
conditions and effects of various forms of social
action, and research leading to social action.
Research that produces nothing but books will
not suffice” (Lewin, 1946).

However, Marie Jahoda’s classic action re
search in an unemployed Austrian community
occurred 13 years earlier. In Marienthal: The
Sociography of an Unemployed Community, first
published in German in 1933, Jahoda describes
how, among many other interventions, her inter
disciplinary team distributed shoes and clothing,
ran courses, provided free medical consultations
and medication, and facilitated political party
activity, to build close and insight yielding re
search—community member relationships and in
return for access to information. It was “a con
sistent point of policy that [none]| of our re
searchers should be...a mere reporter or
outside observer. Everyone was to fit naturally
into the communal life by participating in some
activity generally useful to the community”
(Jahoda, Lazarsfeld, and Zeisel, 1972: 5).
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Sociotechnical systems theorists (STSTs)
used an action research base to redesign the
work of coalminers and weavers in the 1950s
and more recent organizational psychology job
redesign studies have followed the tradition in
also including action research components (e.g.,
Kemp et al., 1983). Participatory action research
is also frequently favored by liberation psych
ology, critical psychology, and community
psychology (e.g., Fryer and Fagan, 2003). See
CRITICAL THEORY.

Pragmatically, when the action involved is
meaningful to the potential participants, action
research is a good way to investigate issues that
are exceedingly complex or sensitive, or when
working with people who would otherwise be
unlikely to become constructively involved in
research because of alienation, suspicion, “re
search fatigue,” or disillusionment with ‘“‘normal
science” researchers. Because action researchers
generally use a variety of methods in triangula
tion, because their field engagement is pro
tracted over time, and because participants
tend to cooperate enthusiastically, action re
search is also often methodologically sophisti
cated. The main attraction of action research is,
however, that it facilitates the development of
ethically and ideologically more progressive
ways to engage simultaneously in collaborative,
problem driven, change oriented inquiry and
intervention.

See also research design, research methods
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affiliation, need for
Nigel Nicholson

This is one of a trio of needs, along with power
and achievement, extensively studied by David
McClelland and followers. People identified as
high nAff have been found to be motivated to
seek colleagues for qualities of friendship before
skill, to avoid CONFLICT, to seek approval, and
to demonstrate high levels of CONFORMITY if’it
is instrumental to their social goals. McClelland
also claimed it to be a component of a STRESS
immunity syndrome.

See also achievement, need for; hardiness; power,
need for
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age
Amanda Griffiths

Probabilistic forecasting methods suggest that by
the end of the twenty first century, the world’s
population will have stopped growing. This trend



is already evident in many industrialized nations,
with declining birth rates and increasing depend
ency ratios (an increasing number of pensioners
per 100 working people). A stabilized or declining
population is an aging population. This presents
major economic and social challenges, not least
for the world of work. Encouraging people to
work for longer than has been traditional has
been proposed as a solution to these challenges
and as a result statutory retirement ages are
rising. Thus, strategies need to be developed for
enabling older people to stay on at work without
risk to JOB SATISFACTION, performance, or
health (Griffiths, 1997).

Research suggests that the widely held view
that older employees perform less well may be
inaccurate. Most of the relevant research has
focused on age related changes in cognitive and
physical abilities (Warr, 2003). There are age
related declines in skeletal, neuro muscular,
and energy delivery systems, information pro
cessing speed, and certain aspects of memory.
However, research has suggested that in many
jobs, older workers compensate for these de
clines by means of experience, verbal and social
skills, domain specific knowledge and wisdom,
such that overall performance does not decrease
(Salthouse and Maurer, 1996).

Much so called “age related” deterioration
can be countered once employers cease to regard
chronological age as a predictor itself. Managers
and supervisors play a key role in perpetuating
myths about age related decline in competence;
stereotypical ATTITUDES and discriminatory
actions are not uncommon (Redman and Snape,
2002). These can affect selection, learning and
development activities, CAREER DEVELOP
MENT and promotion, as well as redundancy.
However, longitudinal studies have shown that
where supervisors are knowledgeable and have a
positive attitude towards aging and where jobs are
carefully designed, often involving team work,
older employees (usually defined in research
studies as 45+-) continue to work successfully.

An extensive examination of this psychosocial
work environment (employees’ perceptions of
the way their work is organized and managed)
with regard to aging has not been conducted.
Crucial questions that require answers include:
(1) How do people’s needs and behavior at work
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change as they age? (2) Do management practices
and JOB DESIGN fairly reflect such changes? The
fact that many countries are implementing anti
age DISCRIMINATION legislation suggests that
the answer to these questions is “‘no.”

Research also suggests that older workers,
who traditionally receive little training, under
achieve rapidly in changing jobs. They may re
quire different training methodologies, and are
more anxious about and less confident in their
ability to learn (Maurer, 2001); these are all
matters that can be resolved by non discrimin
atory practices.

Contributions by older employees are influ
enced by organizational policies, age awareness
programs, training, carefully designed work
equipment and physical work environments,
health promotion policies (particularly the pro
motion of physical exercise), flexible and part
time working options, horizontal job mobility,
and gradual retirement. Many organizations,
perhaps reflecting Western culture, have not
yet evolved to the point where the potential
contribution of older people is recognized and
allowed to flourish. Once the current barriers are
removed, and existing and developing know
ledge is implemented, an optimistic picture for
older workers may emerge.

See also individual differences; job characteristics
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agency theory
Edward Zajac

This theory examines the problems — and partial
contractual solutions (see CONTRACTS) — that
exist when a principal delegates DECISION
MAKING responsibility to an agent who is paid
a fee, but whose own objectives may conflict
with those of the principal. This economics
based theoretical perspective, like TRANSAC
TION COST ECONOMICS, has grown enor
mously in scope and influence (and with some
controversy) since the 1970s, and has been used
in analyses of executive compensation contracts
and other corporate GOVERNANCE issues.
In applying or adapting agency theory to these
organizational issues, it is useful, however, to
distinguish between what Jensen (1983: 334-5)
refers to as two ‘‘almost entirely separate”
agency literatures: a normative principal-agent
literature emphasizing the design of compensa
tion contracts with optimal risk sharing proper
ties (Levinthal, 1988), and a positive, empirically
based agency literature focusing primarily on
questions relating to the separation of corporate
ownership and control, and the role of boards
of directors (Jensen and Murphy, 1990). This
distinction still holds true today (cf. Bolton and
Scharfstein, 1998; Gibbons, 1998).
Organizational research (as well as most of
the research in financial economics) using agency
theory has tended to draw from the positive,
rather than the normative agency literature. For
example, while the positive agency literature
highlights the value of placing greater amounts
of managerial compensation and managerial
wealth at risk by tying it closer to firm perform
ance, the normative agency literature stresses
the need to consider the potential disadvantages
of forcing managers to bear “‘excessive’”’compen
sation risk (Beatty and Zajac, 1994) (see RISK
TAKING). Organizational research has generally
placed greater emphasis on the importance —from
an incentive and control standpoint — of imposing
strong pay for performance linkages, rather than
the possible disadvantages of imposing risk bear
ing on managers through their compensation
contracts (se¢ INCENTIVES ). However, organiza
tional researchers have recently begun to examine
such questions more closely (Bloom and Milko
vich, 1998; Miller, Wiseman, and Gomez Mejia,

2002), studied through the familiar contingency
lens in the organizational literature on compen
sation, which holds that different forms of com
pensation, such as pay for performance, vary in
their attractiveness to individuals, and therefore,
vary in their appropriateness as incentive—motiv
ational tools .

Agency problems typically emerge because of
two fundamental conditions that underlie prin
cipal-agent relationships: goal incongruence and
information asymmetry (Zajac, 1990). Goal
incongruence is an assumed condition, without
which an agency problem reduces to a more
easily solvable contracting problem. The second
dimension, information asymmetry, is a critical
variable in the principal-agent relationship, and
has generated a substantial body of research
within the information economics literature. In
formation asymmetry refers to the fact that in
the typical principal-agent relationship, the
principal has less information than the agent
about (1) the characteristics of the agent and (2)
the decisions made and the actions taken by the
agent. These two aspects of information asym
metry have been labeled formally in the infor
mation economics literature as adverse selection
and moral hazard, respectively.

The moral hazard problem is typically dis
cussed in the positive agency literature that
examines problems between owners and top
managers (Fama and Jensen, 1983) or between
boards and CEOs (Westphal and Zajac, 1994,
2001). For that literature, the issue is whether
owners are able to adequately monitor and con
trol the actions and decisions of self interested
CEOs. Most organizational research has tended
to focus on the effectiveness (or ineffectiveness)
of boards of directors as monitors of top manage
ment, without considering explicitly the possible
cost benefit trade offs between the relative use
of incentives versus monitoring as alternative
sources of controlling managerial behavior
(Zajac and Westphal, 1994). The search for a
simple and direct relationship between indicators
of board monitoring and firm performance has
been elusive. One explanation is that three fun
damental elements underlie agency relationships
in organizations (incentives, monitoring, and risk
bearing), and that all three should be included in
theoretical and empirical analyses of contractual
relations (Beatty and Zajac, 1994). Future re



search that considers these three elements
jointly, and explicitly considers the conflicts,
trade offs, and substitution possibilities among
them (as well as possible complementarities),
may have the greatest potential to further ad
vance our understanding of top executive com
pensation, ownership, and corporate governance.

See also accountability; organizational effective
ness
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altruism
Nigel Nicholson

Altruistic acts are any behaviors enacted by an
agent with the intention of conferring a benefit
on another individual or group, that impose a
cost on the actor without the expectation of any
commensurate return or gain. It is truly unself
ish behavior, and as such its existence has been
challenged philosophically and empirically. The
altruism motive — the assertion that human
beings sometimes care about the welfare of
others as an end in itself — is contrasted with
the idea that self interest is a human universal
(see THEORY X AND Y). Contemporary EVO
LUTIONARY PSYCHOLOGY claims to reconcile
these two positions theoretically and empirically,
along the lines that altruistic dispositions are
motivated by a hardwired instinct to support
the interest of those to whom we presume our
selves to be genetically related (“kin selection™)
and through the indirect reputational benefits
that flow from costly signals about one’s trust
worthiness. In business, altruism is seen as an
AGENCY hazard by economists, for whom it
undermines rational DECISION MAKING and
the economic interests of the firm. It is seen as
especially problematic in FAMILY FIRMS,
though there is a contrary view that it is associ
ated with advantageous aspects of organizational
culture. Studies frequently identify “irrational”
altruism as a commonly occurring phenomenon
in bargaining and DECISION MAKING, where
sometimes it is associated with unexpected re
ciprocal gains.

See also organizational citizenship behavior;
reciprocal altruism, trust
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ambiguity

s¢¢ ROLE AMBIGUITY

anticipatory socialization

se¢e CAREER DEVELOPMENT

anxiety

see STRESS

appraisal

se¢. PERFORMANCE APPRAISAL/PERFORM
ANCE MANAGEMENT

aptitude
Foyce Hogan

Aptitude is the capacity to acquire SKILL —
potential for talent. Traditionally, aptitudes re

flect the cumulative experience of daily living
under unknown conditions (Anastasi, 1988).
Rooted in Thurstone’s early interpretations of
factor analytic findings on mental ability tests,
aptitudes are the group factors or primary abil

ities that refer to relatively homogeneous and
narrowly defined segments of ABILITY. Widely
administered ability measures have incorporated
this term; for example, the General Aptitude
Test Battery (GATB) and the Armed Services
Vocational Aptitude Battery (ASVAB), with
factor analyses supporting a hierarchical solution
with general mental ability underlying specific
aptitudes (Carroll, 1993). Interest in measuring
aptitude comes from the need to make special

ized distinctions from the more general
intelligence test. Aptitudes predict subsequent
performance and can be used to forecast achieve
ment in a new situation. From this practical need
plus the availability of factor analysis and high
speed computing, distinctive aptitude measures
were developed for educational advising,
CAREER counseling, and occupational classifica
tion. Current multiple aptitude test batteries
include assessments of mechanical reasoning,
clerical speed and accuracy, spelling, language
use, manual dexterity, and CREATIVITY; these
are used widely by the armed services and civil
ian agencies for vocational counseling. It should
be noted that tests of ability, aptitude, and
achievement — where achievement is defined as
learning information under controlled condi
tions — correlate very highly, making statistical
distinctions between these test types difficult.

See also individual differences; motivation
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attitude theory
Ricky W. Griffin

This connotes the body of extant knowledge
concerned with the structure of attitudes
and the determination and consequences of
attitudes. Attitude theory has generally tended
to focus on the components of attitudes,
the formation of attitudes, and the formation
of quasi consistent construct systems comprised
of different attitudes, values, and beliefs.
Central to this body of knowledge is work
concerned with attitudes that manifest them
selves in and/or that are relevant to the work
place. An attitude is a relatively enduring
feeling, belief, and behavioral tendency directed
toward specific individuals, groups of individ
uals, ideas, philosophies, issues, or objects
(Ajzen and Fishbein, 1980). Thus, in an organ



ization, a person may (and likely will) have atti

tudes about various co workers and colleagues,
supervisors, subordinates, various organizational
policies and practices, physical working condi

tions, rewards and other compensation, oppor

tunities for advancement, the organization’s
culture and climate, and a wide variety of other
organizational characteristics (se¢ ORGANIZA

TIONAL CULTURE).

The dominant approach to characterizing
the structure of an attitude is in terms of
three components. The affective component of
an attitude is the emotion, feeling, or sentiment
the person has toward something. For example,
the statement “I do not like that particular work
group”’ reflects affect. The second component of
an attitude, the cognitive component, is the actual
belief or knowledge the individual presumes to
have about something. The statement “The
people in that work group are lazy and are too
political” represents cognition (note that cogni
tions may or may not be accurate, or true, but are
only believed to be by the individual). Third, the
behavioral intention component of an attitude re
flects how the individual intends to behave
toward something. For example, the statement
“I would resist a transfer to that work group”
reflects a behavioral intention. These compon
ents are not discrete phenomena that are formed
sequentially, but instead interact among them
selves and are manifested in a variety of forms
and mechanisms.

An alternative view of attitudes that has re
ceived moderate attention is the so called situ
ational model of attitudes (Salancik and Pfeffer,
1977). This approach suggests that attitudes
represent socially constructed realities based on
social information available in the workplace.
Any given person’s attitudes are seen as being a
function of social cues about the object of the
attitude that are provided by ‘significant
others” in the workplace.

Attitudes are of interest in part because of their
presumed connection with workplace behavior.
Common sense suggests that attitudes will affect
behaviors. In reality, this relationship is not
straightforward. Only specific attitudes actually
predict specific behaviors. For example, a strong
attitude about one’s pay being too low may cause
that person to resign for a position with higher
pay. General attitudes such as overall JOB SAT
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ISFACTION are not precise predictors of specific
job behaviors. Likewise, specific attitudes such as
satisfaction with one’s vacation schedule are not
precise predictors of overall job performance.
While people develop a wide array of attitudes
in the workplace, much organizational research
on attitudes has tended to focus on the key atti
tude of job satisfaction (Fisher, 1980).

See also cognitive dissonance; individual differences
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attribution
Mark J. Martinko

An attribution is a causal explanation. Fritz Hei
der (1958) is credited as the founder of attribu
tion theory. His basic thesis was that people are
“naive psychologists” who attempt to attain
mastery of their environments by their abilities
to explain and understand cause and effect
relationships.

Although there are many variations of attri
bution theory (Martinko, 1995), research on
attributions has focused on two primary areas:
(1) the achievement motivation model, which
emphasizes the intrapersonal process by which
individuals explain their own successes and
failures (see the work of Weiner (1986) and his
colleagues) and (2) the social attribution process
by which observers explain the behavior and
outcomes of others (see Kelley, 1967; Green
and Mitchell, 1979; Martinko, 2002a, b). Attri
bution theories have been applied to a wide range
of organizational phenomena, including stereo
typing, LEADERSHIP, performance appraisal
processes, interpersonal conflict and aggression,
IMPRESSION MANAGEMENT, and perceptions
of justice and organizational responsibility.
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Regardless of the model used, the basic prem
ise of attribution theory is that people’s beliefs
about the causation affect their expectancies,
emotions, and behaviors. More specifically, a
causal explanation is the reason a person uses to
explain success or failure. Effort, ABILITY, the
difficulty of a task, and luck/chance are typical
explanations. These explanations (i.e., attribu
tions) can be classified according to a variety of
underlying cognitive dimensions. The internal—
external dimension affects emotion and is con
cerned with whether the cause of success or
failure is inside the person or in the environ
ment. Thus, when people attribute failure to
their own internal inadequacies they tend
to experience negative affect and helplessness.
The stability dimension is concerned with
whether the cause remains constant or changes
over time and affects expectancies. Stable out
comes result in expectations of the same
outcomes, whereas unstable outcomes allow for
changes in expectations. Other dimensions such
as intentionality, controllability, and globality
have also been proposed and have had varying
levels of empirical support.

Attribution theory has been found to be par
ticularly efficacious in explaining dysfunctional
behavior in organizations, including self de
structive behaviors such as learned helplessness,
stress, and burnout, and other directed retali
atory behaviors, including violence, aggression,
gossip, stealing, and sabotage (Martinko, Gun
dlach, and Douglas, 2002). This body of re
search essentially supports the hypothesis that
inner directed self destructive behaviors are as
sociated with stable and internal attributions
such as a lack of ability. On the other hand,
outward directed retaliatory behaviors are asso
ciated with external and stable attributions such
as the belief that management is abusive and
inflexible.

Another promising area of research is con
cerned with attribution styles and their relation
ships to both traits and behaviors. Attribution
style is the tendency of individuals to be biased
toward particular types of attributions regardless
of situations. People with optimistic styles tend
to explain success in terms of internal and stable
attributions such as ability and explain failure
with external and unstable attributions such as

luck. On the other hand, pessimistic individuals
tend to make external and unstable attributions
for success and internal and stable attribut

ions for failure. A variety of scales have been
developed to measure attribution style and are
reviewed by Kent and Martinko (1995). Re

search in this area has generally confirmed that
attribution styles are related to the dysfunctional
behaviors described above. In addition, there
is both empirical and conceptual support for
the notion that attributions and attribution
styles are related to a variety of INDIVIDUAL
DIFFERENCES such as SELF ESTEEM, SELF

EFFICACY, GENDER, cultural background, and
perceptions of organizational JusTICE (Mar

tinko, Gundlach, and Douglas, 2002). Thus,
for example, females tend to make more external
attributions than males for success and high self
efficacy is usually associated with internal and
stable attributions for success. Finally, the posi

tive psychology movement, which is now
gaining attention within organizational behavior,
asserts that moderate optimistic biases are
associated with TRANSFORMATIONAL LEAD

ERSHIP and healthy productive behavior by in

dividuals.

Another major focus of attribution theory in
the organizational sciences is social attributions,
which are concerned with how individuals, and
leaders in particular, make attributions for the
behavior of others. These models generally use
Kelley’s Cube to explain the leader attribution
process (Green and Mitchell, 1979), which
posits that observers evaluate behavior along
the dimensions of (1) the distinctiveness of the
response — performance on this versus other
tasks; (2) consistency — over time and occasions;
and (3) consensus — comparison to others. The
final assignment of responsibility is made
according to the principle of covariation, which
attempts to determine whether or not changes in
causes are related to different outcomes. As
Kelley (1967) indicated: “The effect is attrib
uted to that condition which is present when the
effect is present and which is absent when
the effect is absent.” In general, the research
has documented that information regarding the
dimensions described by Kelley’s Cube is related
to the nature and severity of leaders’ reactions to
poor subordinate performance.



Up to this point, researchers have most
often used Kelley’s model to explain social
attributions and Weiner’s model to explain
intrapersonal achievement related attributions.
Recently, Martinko and Thompson (1998) syn
thesized the Kelley and Weiner models, demon
strating that the same fundamental processes
and dimensions of attributions apply to both
intrapersonal and social attribution processes.
This synthesis facilitates comparing the attribu
tions of actors and observers and is particularly
useful in explaining leader-member conflicts
(Martinko, 2002a, b) and the process of interper
sonal conflict and negotiations.

Promising areas for future research include
more exploration of the effects of attribution
styles on organizational behaviors and their rela
tions to individual differences, exploration of the
interactions of leader and members’ attributions
and their effects, the role of attributions in inter
personal conflicts and negotiations, the role
of attributions in impression management,
the contribution of attributional processes to the
positive psychology movement, and the relation
ships between attribution styles and culture.

See also attitude theory

Bibliography

Green, S. and Mitchell, T. (1979). Attributional pro-
cesses of leaders in leader member interactions. Organ
izational Behavior and Human Performance, 23,429 58.

Heider, F. (1958). The Psychology of Interpersonal Rela
tions. New York: Wiley.

Kelley, H. H. (1967). Attribution theory in social psych-
ology. In D. Levine (ed.), Nebraska Symposium on
Motivation, 1967. Lincoln: University of Nebraska
Press.

Kent, R. and Martinko, M. J. (1995). The measurement
of attributions in organizational research. In
M. J. Martinko (ed.), Attribution Theory: An Organiza
tional Perspective. Delray Beach, FL: St. Lucie Press,
17 34.

Martinko, M. ]J. (ed.) (1995). Attribution Theory:
An Organizational Perspective. Delray Beach, FL: St.
Lucie Press.

Martinko, M. J. (ed.) (2002a). Advances in Attribution
Theory. Greenwich, CT: Information Age Publishing.

Martinko, M. J. (2002b). Thinking Like a Winner: A Guide
to High Performance Leadership. Tallahassee, FL.: Gulf
Coast Publishing.

authoritarian personality 15

Martinko, M. J., Gundlach, M., and Douglas, S. C.
(2002). An attributional explication of counterproduc-
tive behavior. International Journal of Selection and
Analysis, 10 (1/2), 36 50.

Martinko, M. J. and Thompson, N. (1998). A synthesis of
the Weiner and Kelley attribution models. Fournal of
Basic and Applied Psychology, 20 (4), 271 84.

Weiner, B. (1986). An Attribution Theory of Motivation
and Emotion. New York: Springer-Verlag.

authoritarian personality
Nigel Nicholson

This personality syndrome was identified in the
1940s by émigré psychologist refugees from
Nazism, in response to a felt need to understand
the dynamics of anti Semitism. Indeed, the
F scale measure of authoritarianism that was
developed was a reworking of an earlier Fascism
scale. The elements of the syndrome are exces
sive conformity, submissiveness to authority,
intolerance, insecurity, superstition, and rigid
stereotyped thought patterns. Although the
measure has fallen into disuse the concept
remains firmly in the lexicon. It has much over
lap with dogmatism, which is associated with
people who are intolerant of ambiguity and un
certainty, prone to absolutist ideologies, conser
vative values, and resistant to change. The
originators of the syndrome saw it as the product
of parenting styles and upbringing, though
research also indicates it probably also has a
significant degree of heritability (Olson et al.,
2001). In OB there has been no notable recent
applications of these ideas, though their key
features would seem to be subsumed under Big
Five characterizations of PERSONALITY (see
FIVE FACTOR MODEL OF PERSONALITY).

See also prejudice
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authority
David L. Deephouse

This concept denotes the legitimate POWER ina
social system associated with a particular person
or position. Legitimate power is consented to or
accepted by members of the social system. The
power exercised by an authority includes not
only the expectation of compliance or obedience
with orders but also the ability to reward or
punish (se¢ PUNISHMENT).

Weber outlined four types of authority. Katz
and Kahn (1978) condensed two of them into the
rational-legal type; ideally, it is rule bound,
formal, and based on positions, not personalities.
Prevalent in modern organizations, rational—
legal authority is manifested by hierarchy
or BUREAUCRACY. Charismatic authority,
Weber’s second type, also is prevalent in organ
izations and is derived from the visionary
characteristics of a particular leader (see LEAD
ERSHIP, CHARISMATIC); this authority is per
sonal and not characterized by rules. Weber’s

third form of authority is traditional, based on
the sanctity of customs, VALUES, and experi
ence; interest in traditional authority in organ
izations is evidenced by organizational culture.

See also accountability; management, classical
theory; organizational status
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automation

se¢ TECHNOLOGY

autonomous work groups
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bargaining

$¢¢ NEGOTIATION

bases of power

se¢e POLITICS; POWER

batch production
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behavior modification

se¢e BEHAVIORISM

behavioral decision research
Max H. Bazerman

The rational model of DECISION MAKING is
based on a set of assumptions prescribing how
a decision should be made rather than describing
how a decision is made. In contrast, behavioral
decision research focuses on the systematic in
consistencies in the decision making process
which prevent humans from making fully
rational decisions.

The field of behavior decision research has its
roots in the Nobel Prize winning work of Her
bert Simon (1957; March and Simon, 1958).
Simon suggested that decision making is
bounded in its rationality and that we can better
understand  decision making by explaining
actual, rather than normative (‘“what should be

done”), decision processes. The model of
bounded rationality sees individuals as at

tempting to make rational decisions, but
acknowledges that decision makers often lack
important information to be fully rational.
Time and cost constraints limit the quantity
and quality of available information. Finally,
limitations on intelligence and perceptions con

strain the ability of decision makers to accur

ately “‘calculate” the optimal choice from the
information that is available. Together, these
limitations prevent decision makers from
making the optimal decisions assumed by the
rational model.

Kahneman and Tversky (1979; Tversky and
Kahneman, 1974), also in Nobel Prize winning
work, have provided critical information about
specific systematic biases that influence judg
ment. Their work, and work by subsequent
researchers, has elucidated our modern under
standing of judgment. People rely on a number
of simplifying strategies, or rules of thumb, in
making decisions. These simplifying strategies
are called heuristics. Heuristics provide people
with a simple way of dealing with a complex
world, producing correct or partially correct
judgments more often than not. In addition, it
may be inevitable that humans will adopt some
way of simplifying decisions. The only drawback
of these heuristics is that individuals frequently
are unaware that they rely on them. Unfortu
nately, the misapplication of heuristics to in
appropriate situations leads people astray.
When managers become aware of the potential
adverse impact of using heuristics, they will be
able to decide when and where to use them and,
if it is to their advantage, eliminate certain heur
istics from their cognitive repertoire.

People use a variety of types of heuristics. The
poker player follows the heuristic “‘never play for
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an inside straight.” The mortgage banker
follows the heuristic “only spend 35 percent of
your income on housing.” Although an under
standing of these specific heuristics is important
to the poker player and mortgage banker, behav
ioral decision research is with more general cog
nitive heuristics that affect virtually all
individuals. Thus, the heuristics explored in
behavioral decision research are not specific to
particular individuals; rather, research has
shown that they can be applied across the popu
lation. The three general heuristics that have
received the most attention are (1) the availabil
ity heuristic, (2) the representativeness heuristic,
and (3) anchoring and adjustment.

The availability heuristic suggests that
people assess the frequency, probability, or
likely causes of an event by the degree to which
instances or occurrences of that event are readily
“available” in memory (Tversky and Kahne
man, 1973). The representativeness heuristic
argues that when making a judgment about an
individual (or object or event), people tend to
look for traits an individual may have that
correspond with previously formed stereotypes.
Finally, anchoring and adjustment argues that
people make assessments by starting from an
initial value and adjusting to yield a final
decision.

Unfortunately, these heuristics lead to a
number of biases. A number of the predominant
biases described in this literature are reviewed
below (this summary is based on Bazerman, 2001):

Ease of recall. Individuals judge events which are
more easily recalled from memory, based
upon vividness or recency, to be more numer
ous than events of equal frequency whose
instances are less easily recalled.

Retrievability. Individuals are biased in their as
sessments of the frequency of events based
upon how their memory structures affect the
search process.

Presumed associations. Individuals tend to over
estimate the probability of two events co
occurring based upon the number of similar
associations which are easily recalled, whether
from experience or social INFLUENCE.

Insensitivity to base rates. Individuals tend to
ignore base rates in assessing the likelihood
of events when any other descriptive infor

mation is provided — even if the information is
irrelevant.

Insensitivity to sample size. Individuals frequently
fail to appreciate the role of sample size in
assessing the RELIABILITY of sample infor
mation.

Misconceptions of chance. Individuals expect a
sequence of data generated by a random pro
cess to look “random,” even when the se
quence is too short for those expectations to
be statistically valid.

Regression to the mean. Individuals often ignore
the fact that extreme events tend to regress to
the mean on subsequent trials.

The conjunction fallacy. Individuals falsely judge
that conjunctions (i.e., twoeventsco occurring)
are more probable than a more global set of
occurrences of which the conjunction is a
subset.

Anchoring. Individuals make estimates for values
based upon an initial value (derived from past
events, random assignment, or whatever in
formation is available) and typically make in
sufficient adjustments from that anchor when
establishing a final value.

Conjunctive and disjunctive events bias. Individ
uals exhibit a bias toward overestimating
the probability of conjunctive events and
underestimating the probability of disjunctive
events.

Overconfidence. Individuals tend to be overconfi
dent in the infallibility of their judgments
when answering moderately to extremely dif
ficult questions.

The confirmation trap. Individuals tend to seek
confirmatory information for what they think
is true and neglect the search for disconfirma
tory evidence.

Hindsight. After finding out whether or not an
event occurred, individuals tend to overesti
mate the degree to which they would have
predicted the correct outcome.

Framing. Individuals are influenced by irrelevant
information concerning how questions are
framed.

Thaler (2000) argues that there are three cat
egories of ways in which humans deviate from
pure rationality. One category is Simon’s con
cept of bounded rationality. Second, we have
bounded willpower: we tend to give greater



weight to present concerns than to future con
cerns, leading to a variety of ways in which our
temporary motivations are inconsistent with
long term interests (e.g., undersaving for retire
ment). Third, our self interest is bounded:
unlike the stereotypic economic actor, we care
about the outcomes of others.

During the past twenty five years, these
biases have had a profound influence on the
field of organizational behavior. Decision
making and a decision perspective to NEGOTI
ATION have emerged as central themes in
OB research and the development of new OB
courses. Negotiation research has been domin
ated by a behavioral decision research perspec
tive. This work helps negotiators avoid errors in
their own decision making, and to anticipate
errors in the decisions of others. Behavioral de
cision research has also been adopted in medical
and legal education and research, and has been
the foundation of contemporary consumer re
search and work on behavioral finance and
economics. Our knowledge of biases has also
been used to help organizational members better
understand their limitations, and has been
extended to the organizational level of analysis
to help account for the systematic ERRORS of
organizations.

Only recently, researchers have made pro
gress on what professionals can do based on an
understanding of this literature. It is clear that
many of us are doing fine in making decisions
that are good enough to get us by in everyday
life. However, we all have plenty of room to
improve our judgment. Behavioral decision
researchers argue not that humans are “bad”
decision makers, but that they fall short of
objectively rational behavior, and we do so in
specific and systematic ways. What we can do
to correct these deficiencies? Decision research
ers have responded to this question with a var
iety of prescriptive advice that builds on their
descriptive work. Research shows that simple
experience is not sufficient to create lasting im
provement — most biases continue despite mas
sive experience (Bazerman, 2001). But some
debiasing efforts are possible. For example,
Thompson, Loewenstein, and Gentner (2000)
show success in debiasing by having people
draw analogies between related tasks where the
same cognitive errors are made. Kahneman and
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Lovallo (1993) show that people are far less
biased when they step out of the emotion of the
decision, and take an outsider’s view. However,
perhaps the most important role of behavioral
decision research is in getting people to identify
situations where they should not trust their in
tuition and to use systematic decision aids, inde
pendent judgment, and a host of tools made
available by prescriptive decision researchers
(Bazerman, 2001).

See also attribution, bounded rationality; commit
ment, escalating; negotiation; prospect theory
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behaviorism

Fred Luthans, Carolyn Youssef, and Brett Luthans

WHAT 1S BEHAVIORISM?

Behaviorism is a theoretical foundation in psych
ology that emphasizes observable, measurable
behavior as the primary unit of analysis and sci
entifically investigates the relationships between
behavior and its environmental contingencies.
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Unlike cognitive psychology theories, behavior
ism is not concerned with internal mental pro
cesses, indirect measures of attitudes and
feelings, and attempts to understand and explain
the complex causes of human behavior. Instead,
behaviorism focuses on the prediction and con
trol/management of behavior and thus
is especially relevant to organizational behavior.
The primary historical building blocks of
behaviorism as we know it today are Pavlov’s
(1849-1936) classical conditioning, Thorndike’s
(1874-1949) law of effect, Watson’s (1878—1958)
experiments with human conditioning, and
Skinner’s  (1904-90) operant conditioning.
The mainstream application of behaviorism to
the field of organizational behavior is usually
considered to be Luthans and Kreitner’s (1975)
book Organizational Behavior Modification.

WHAT Do WE KNow ABOUT BEHAVIORISM?

Have you ever wondered how children, adults,
and even animals learn? Early in the twentieth
century, working mainly with cats in a puzzle
box, Thorndike’s studies resulted in the famous
law of effect that states behaviors followed by
positive consequences tend to be strengthened
and increase in subsequent frequency, while
those followed by negative consequences tend
to weaken and decrease in frequency. Pavlov
was able to condition dogs to salivate to the
sounding of a bell associated with the presenta
tion of food (stimulus—response). Watson a little
later conditioned “little Albert” to fear white
rats by associating them with a loud noise.
Most significantly for modern behaviorism, in
the 1930s Skinner, mostly using rats and pigeons
in his studies, found that the consequences
and not the antecedent stimuli were the key
to understanding and predicting behavior.
He made the important distinction between
respondent conditioning (Pavlovian S R con
nection) and operant conditioning (the organism
operated on the environment to obtain the
desired consequence, or the R S connection).
This work of Skinner led to the core basis of
modern behaviorism: behavior is a function of
its contingent consequences. Based on this
premise, behaviorism suggests that we can
shape and change people’s behavior by managing
the consequences associated with that behavior,

which has become known as “behavior modifi
cation.”

Applying behaviorism and behavior modifica
tion to workplace applications has been termed
by Luthans and Kreitner (1975) as “organiza
tional behavior modification,” or simply OB
Mod. The OB Mod. approach involves five
steps: (1) identify critical performance related
behaviors; (2) measure the frequency; (3) analyze
the existing antecedents and consequences;
(4) intervene with positive reinforcers; and
(5) evaluate the results. Throughout three
decades of extensive research studies, Luthans
and colleagues (Stajkovic and Luthans, 1997,
2003), as well as many other behavioral manage
ment researchers, have been able to reach con
sistent, conclusive findings. First, three types of
reinforcers result in significant improvements in
workplace performance, if administered contin
gently. These are: money, performance FEED
BACK, and social recognition (Luthans and
Stajkovic, 1999). Surprisingly, in many cases
feedback and/or recognition, which usually in
volve no direct cost, can result in similar (and
sometimes higher) performance outcomes than
monetary reinforcers. However, for perform
ance feedback to be effective, it should be posi
tive, immediate, graphic, and specific. For social
recognition to be effective, it should constitute
personal one on one attention and appreciation,
informing the employee that his or her behavior
has been noticed and admired by management,
rather than just a regular program of randomly
selecting candidates for public spotlights (which
is what many of the formal recognition programs
become over time).

Second, positive reinforcement is substan
tially more effective than punishment in improv
ing performance in the long run. Although
PUNISHMENT may be effective when immedi
ate ceasing of potentially destructive behavior
is necessary (e.g., in cases of workplace safety
violations), the potential long term harm of
punishment may be more than its potential
benefits (e.g., stress, burnout, revenge, turnover,
decrease in commitment). Third, behavioral
management works across various organizational
types and across cultures (Luthans and
Stajkovic, 1999; Welsh, Luthans, and Sommer,
1993).



THE SIGNIFICANCE, STRENGTHS,
AND LIMITATIONS OF BEHAVIORISM IN
THE WORKPLACE

The contributions of behaviorism in general, as
well as behavioral management in particular, are
enormous. The major leaps that behaviorism
caused in our understanding of learning in edu
cation, child and adolescent development, clin
ical applications, performance management, and
many other related areas of study cannot be
denied. In the organizational behavior context,
to take behavior out of organizational behavior is
analogous to taking life out of an organism. Most
organizations achieve their missions, visions,
goals and objectives through the performance
of people. Meta analytical research findings
show that the application of the OB Mod.
model in the workplace increases performance
on average 17 percent (Stajkovic and Luthans,
1997), and that behavioral management in
organizational settings in general results in a 16
percent average increase in performance, with a
63 percent probability of success (Stajkovic and
Luthans, 2003).

However, there are several limitations that
should be noted. First, people are unique and
so are the reinforcers they desire. Although not
as big a problem in the workplace because of the
generalizability of money, feedback, and recog
nition, people still vary in the weights they
assign to these rewards. Behaviorism helps us
predict, modify, and change behavior, but not
to understand how or why it works, because it
does not recognize the uniqueness of individual
cognition. Second, in most cases, multiple con
tingencies are at play in the context within which
behavioral management attempts take place,
resulting in complex interactions. Behaviorism
does not give direct attention to the social con
text within which contingent reinforcement
(or punishment) takes place. In fact, modern
behaviorism reduces the role of antecedent
factors to only cues for the desired behavior.
Third, in behaviorism, if the contingent re
inforcement ceases to exist, the reinforced be
havior is likely to decrease in frequency, and
eventually fade away, which is referred to as
“extinction.” This implies that managers who
would like to adopt a behaviorist approach to
motivation need to at least maintain an intermit
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tent reinforcement schedule, in order to avoid
this “back to normal” limitation.

RECENT DEVELOPMENTS AND FUTURE
TRENDS

In an attempt to combine the best of both worlds,
and to present a more comprehensive and realistic
view of human behavior in organizations, many
previously radical behaviorists have “mellowed
out” (Kreitner and Luthans, 1984; Luthans and
Kreitner, 1985) to adopt a social cognitive ap
proach to understanding behavior (Bandura,
1986). This approach asserts that behavior is the
result of a continuous reciprocal interaction be
tween the person (cognition), the environment
(physical context, including organizational struc
ture and design), social context (i.e., other
people), and past behavior. Behavior is not only
a function of its contingent consequences as
under behaviorism, but is also influenced by the
processes of symbolizing, forethought, observa
tion, SELF REGULATION, and self reflection
(Bandura, 1986, Stajkovic and Luthans, 1998).
From a social cognitive perspective, the role of
contingent reinforcement in enhancing per
formance can be understood in terms of
outcome utility, informative content, and regula
tory mechanisms (Stajkovic and Luthans, 2001).

The future of behaviorism is likely to continue
along the lines of social cognition. Management
practitioners and scholars now generally
realize that we cannot afford to ignore the ob
jectivity and predictive, performance impact of
measurable, observable behavior as offered by
behaviorism. However, in today’s complex,
ever changing work environment, radical behav
iorism cannot stand alone. With the increasing
emphasis on human resources as the primary
source of long term competitive advantage, the
confluence of behaviorism theory and cognitive
theory through social cognitive theory may best
accomplish the goals of understanding, predic
tion, and performance management.

See also performance appraisal/performance man
agement
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bias
Kenneth W. Koput

Any systematic deviation of an estimate given by
a statistical method from the true value the esti
mate is meant to represent is called bias (Oakes,
1986). As such, bias is a property of a procedure
for estimating a value, rather than of any par
ticular value of an estimate obtained from such a
procedure. Bias can take many forms. The most
common in organizational research are sample
selection, aggregation, model selection, and
omitted variable biases.

Sample selection bias occurs when an investi
gator selects a sample for observation without
proper randomization. Examples of non random
selection abound, as when individual units are
included in the sample because they are success
ful on the outcome variable of interest, because
they are convenient, or because they are willing.

Researchers using the case method need to guard
against bias in the process of selecting evidence.
Studies done viasURVEYS, on the other hand, are
especially prone to concerns about a particular
sample selection problem known as response bias.

Aggregation biases can occur when observa
tions on individual units or variables are com
bined. These biases are closely tied to questions
concerning the choice among LEVELS OF AN
ALYSIS. Time aggregation bias is a particular
form that arises in population ecology or similar
work where continuous durations are rounded,
either solely up or down, to discrete intervals.

Model selection bias occurs when an investi
gator presumes the relationship between the
predictor and outcome variables follows a certain
form without verifying that form for a particular
set of data. Often, a convention emerges to use a
particular model for reasons of expediency, and
it becomes taken for granted. Omitted variable
biases are extremely difficult to eliminate. These
occur when an important predictor variable is
unobserved, but at least partially correlated with
other variables in a model.

COMPUTER SIMULATION is often used to
demonstrate the bias of a statistical procedure
or to explore ways of reducing biases in statistical
methods. Other biases are of a non statistical
nature. Foremost among these are personal
biases. Personal biases can only be mitigated
through careful scrutiny of an investigator’s
entire methodology.

See also error; errors; reliability; research design;
research methods; statistical methods; validity
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boundary spanning
W. Warner Burke

To define this term we must first understand the
idea of boundary. Boundary implies limit or
separateness; a boundary therefore limits or es
tablishes something to be separate from some
thing else. This something can be physical (e.g.,
a wall), psychological or sociological (e.g., one’s
role, title, or ethnic identity), or even imaginary
(e.g., “People who work in that part of the or
ganization should be avoided”). Boundary span
ning then becomes any process or activity that
bridges, links, or perhaps even blurs the separ
ateness of two or more boundaries.

Organizationally, boundaries exist interper
sonally between and among individuals, particu
larly in the form of roles (se¢ ROLE). Job
descriptions also establish boundaries. Regard
less of how desirable it might be to link if not
blur roles, spanning a role can create stress and
conflict. Kahn et al. (1964) defined a boundary
role person as one located in two or more groups
within the organization or within more than a
single organization. Such a person can experi
ence conflicting demands (se¢e ROLE CON
FLICT).

Organizational subsystems (sec¢e ORGANIZA
TIONAL DESIGN) establish boundaries within
the organization. Marketing is one subsystem,
finance another, etc. The classic organizational
studies of Burns and Stalker (1961) and
Lawrence and Lorsch (1964) distinguished be
tween dividing labor (differentiation) and coord
inating work (integration) (se¢e MECHANISTIC/
ORGANIC). In one organization that Lawrence
and Lorsch (1964) studied, product INNOV
ATION was desperately needed, requiring strong
interdependence between research and sales
groups and between research and production
groups. They pointed out that management
hierarchy alone could not bridge the gap across
such wide differences. Consequently, Lawrence
and Lorsch advocated the development of inte
grating roles and cross functional teams, recom

boundary spanning 23

mendations for spanning boundaries within the
organization.

More recently, scholars of executive leader
ship have addressed the role of the CEO and
fellow top executives as one of boundary span
ning (e.g., Zaccaro and Klimoski, 2001). It is
contended that organizational executives have
two primary responsibilities: (1) boundary span
ning, that is, linking the organization with its
external environment, especially the organiza
tion’s major constituents such as customers,
professional and trade associations, capital
market groups, vendors, etc., and (2) internal
coordination (i.e., leading and managing within
the organization). Top executives, then, spend
considerable time and energy in boundary span
ning activities, particularly (a) analyzing the ex
ternal environment for needed actions regarding
positioning their organizations more effectively
to deal with forces impinging on them (e.g.,
changing governmental regulations, new tech
nology, new products/services from competi
tors, etc.), and (b) relating with individuals and
groups within the organization who are not part
of the executive group, such as members of the
board of directors, middle management, and
members of the sales force, to name only a few.

Regarding boundary spanning across organ
izations, Kanter (1989) has identified at least
three examples:

1 Service alliances, where a group of organiza
tions bands together to create a new organ
ization to serve some need for all of them
(e.g., an industry research consortium).

2 Opportunistic alliances, where usually two
organizations seize an opportunity to gain a
competitive advantage by joining forces,
typically referred to as a joint business
venture.

3 STAKEHOLDER alliances, where preexisting
interdependencies are strengthened, such
as with suppliers, customers, and employees
(i.e., between labor organizations and
management).

Finally, since large organizations by their very
nature are often overly hierarchical, protective of
domains, and unnecessarily competitive and
conflictual, spanning processes (e.g., cross func

tional teams) are needed to alleviate the negative
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consequences noted above of boundaries not
being sufficiently permeable for optimal organ
izational effectiveness.

See also management, classical theory; managerial
roles
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bounded rationality
Susan Miller

Classical economic theories assume that deci
sion makers make choices in completely rational
ways, selecting the best alternative to achieve
optimal outcomes. They assume a complete set
of alternative solutions is readily available to the
decision maker, who has full knowledge of
the consequences of each. The choice is arrived
at after a thorough evaluation of each alternative
against explicit criteria.

These assumptions are unrealistic in many
cases and, although individuals are ‘““intendedly”
rational, their RATIONALITY is bounded — con
strained by the environment in which they oper
ate and by their own human limitations.

The complexity of the environment means
that decision makers have to simplify to make
sense of it. It also means they are faced with
uncertainty. Individuals cannot absorb all the
information needed to formulate a complete set
of alternatives from which to choose. Informa
tion may not be available and evaluation may be
subject to personal biases.

A boundedly rational process involves
limiting information to what can be easily man

aged. Alternative solutions are evaluated se
quentially, not all together; if the first is
acceptable, further search ceases. Decisions are
made using “rules of thumb,” heuristics, and,
where possible, tried and tested routines for
problem solving. A sub optimal, or SATISFI
CING, decision is the result.

See also behavioral decision research, perception;
self regulation
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brainstorming
Randall S. Schuler

The brainstorming technique is an informal
technique or tool for GROUP DECISION

MAKING. Group participants informally gener

ate as many ideas, regardless of their apparent
practicality or even relevance, as possible,
without evaluation by others. In this way, brain

storming generates a large number of alterna

tives to issues, problems, and concerns. Using
the same format, the brainstorming group is
then used to generate creative solutions based
upon those alternatives. Again, during the pro

cess of solutions generation (either face to face
or electronically), evaluation is suspended until
everyone has had the opportunity to contribute.
By these means brainstorming generates, at rela

tively low cost and in an informal atmosphere,
many potentially creative and useful alternatives
and solutions (Paulus and Yang, 2000).

The method is used to help groups overcome
barriers to DECISION MAKING, such as hier
archy, which tends to suppress the contributions
from lower status members. By generating con
tributions from all group members, the method
creates member understanding, ownership of
alternatives and solutions, and less resistance to
solutions that require change (Delbecq, Van de
Ven, and Gustafson, 1977) (se¢e RESISTANCE TO
CHANGE).

Used in conjunction with more formal and
more structured techniques of group decision
making, brainstorming offers organizations an



effective means to foster and facilitate CRE
ATIVITY in organizational and group decision
making.

See also creativity; Delphi; innovation, nominal
group technique
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bureaucracy
Marshall W. Meyer

This widely used concept has a variety of mean
ings, some positive, some less so. The sociologist
Max Weber (1946) thought bureaucracy was
synonymous with rational organization (see
RATIONALITY): bureaucracies embodied the
ideals of rational-legal authority such that all
but policy decisions are based on rules, which
themselves are internally consistent and stable
over time (see DECISION MAKING). Political
scientists tend to think of bureaucracy as
governance by bureaus having the following
characteristics: they are large, they are staffed
by full time employees who have careers
within the organization, and they rely on
budget allocations rather than revenues from
sales, since their outputs cannot be priced in
voluntary guid pro quo transactions in the market
(Downs, 1967; Wilson, 1989). There is a third
definition of bureaucracy, which is far less flat
tering: bureaucracy is inefficient organization, is
inherently anti democratic, cannot adapt to
change, and, worse, exacerbates its own errors
(Crozier, 1964). Discussion of bureaucracy tends
to be ideologically tinged (see IDEOLOGY). The
political left emphasizes the rationality and neu
trality of government while downplaying the
power of bureaucracy itself, while the right
uses bureaucracy as an epithet or shibboleth
and focuses on bureaucracy’s anti democratic
tendencies and inefficiencies.
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PROPERTIES OF BUREAUCRACY

The properties of bureaucracy are best under
stood in comparison with other forms of organ
ization. Weber, for example, focuses on
comparisons between bureaucracy and trad
itional forms of administration. Compared to
traditional organizations, the structure of bur
eaucracy exhibits much greater differentiation
and integration. With respect to differentiation,
there is intensive division of labor, a hierarchy of
authority, and, perhaps most importantly, a clear
separation of official duties from personal inter
ests and obligations — what Weber calls separ
ation of home from office. With respect to
integration, bureaucracies have written rules
and regulations, codified procedures for selec
tion and advancement of officials, and a special
ized administrative staff charged with
maintaining these rules and procedures. And
compared to traditional organizations, bureau
cracies constrain the conduct of officials while
offering powerful incentives for compliance.
The constraints lie in strict super and subordin
ation requiring all actions to be justified in terms
of the larger purposes of the organization, the
norm of impersonality that requires detachment
and objectivity, and advancement contingent on
both seniority and performance. The incentives
consist of the prospect of a lifetime career, salar
ies paid in cash rather than in kind, and (in
Europe if not the United States) a modicum of
social esteem attached to the status of official or
Jfonctionnaire. The elements of differentiation,
integration, constraints, and INCENTIVES
render bureaucratic organizations both more
powerful and more responsive to central author
ity than traditional administration. The power of
bureaucracies results from their capacity for co
ordinated action. Their responsiveness to cen
tralized authority arises from the dependence of
individual bureaucrats on their salaries and other
emoluments of office. These four elements,
according to Weber, also render bureaucracy
more efficient than traditional forms of organiza
tion. ‘“Precision, speed, unambiguity, know
ledge of the files, continuity, discretion, unity,
strict subordination, reduction of friction and of
material and personal costs — these are raised to
the optimum point in the strictly bureaucratic
administration” (Weber, 1946: 214).
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Compared to modern business organizations,
bureaucracies have somewhat different and in
some respects less attractive properties. One
must ask, to begin, whether comparison of busi
ness and bureaucracy is warranted given
Weber’s insistence that the bureaucratic model
describes both private and public administra
tion. Public and private administration were re
markably similar at the time Weber was writing.
Indeed, much of the United States’ public sector
was modeled explicitly after the private sector at
the beginning of the twentieth century. It is not
accidental that the reform movement in the
United States, which called for administration
devoid of politics, coincided with the emergence
of scientific management, which called for active
management of firms. Nor is it accidental that in
the 1940s the same theory of organization was
believed to apply to public and private sector
enterprises. Public and private organizations
have diverged in the last fifty years, however.
Divergences have occurred in several domains,
most notably ORGANIZATIONAL DESIGN, ac
counting practices, and performance measure
ment. With respect to organizational design,
virtually all large firms have moved from func
tional to divisionalized organizational structures;
that is, from designs in which the principal units
are responsible for different activities (such as
purchasing, manufacturing, and sales) to designs
in which the principal units are self contained
businesses responsible for profit as well as for
other objectives. To be certain, patterns of div
isionalization have changed over time — firms
typically have fewer and somewhat larger busi
ness units as a result of several waves of DOWN
SIZING — but until very recent times there have
been no comparable innovations in the public
sector. For the most part, public agencies have
retained the same organizing principles — organ
ization by function — they used ninety years ago.
With respect to accounting, public sector agen
cies have departed substantially from private
sector practices. At the beginning of this cen
tury, public entities issues consolidated financial
reports and maintained capital accounts just like
private businesses. Consolidated accounting
gave way to much more complicated fund ac
counting during the 1920s, when it was believed
necessary to segregate revenues and expend

itures intended for different purposes into sep

arate funds. Capital accounting has all but
disappeared from the public sector, though ac

counting for long term indebtedness remains
out of necessity. With respect to performance
measurement, the public sector lags substan

tially behind private businesses (se¢e ORGANIZA

TIONAL EFFECTIVENESS). In  business
operations, not only is financial analysis neces

sary and universal, but also firms’ internal oper

ations are often typically gauged against industry
benchmarks assembled by consultants and trade
associations. By contrast, very little comparative
performance assessment exists for government.
In the United States, at least, performance com

parisons across governmental units are strongly
resisted. Just as at the beginning of the twentieth
century, some efforts to make government more
businesslike are now underway (se¢e GOVERN

MENT AND BUSINESS). Some services have
been privatized altogether. Others have been
placed in public corporations, which are held
responsible for breaking even, if not making a
profit. And some government agencies
now measure customer satisfaction, just as
businesses do.

LIABILITIES OF BUREAUCRACY

If public sector bureaucracies suffer in compari

son with private sector management, one must
ask whether these liabilities arise from system

atic causes (that is, the structure of bureaucracies
themselves) or from other causes. Both sociolo

gists and economists have argued that at least
some of the liabilities of bureaucracy are system

atic, although for different reasons. Sociologists
have focused on bureaucratic dysfunctions
of various kinds, including displacement of
goals, so called vicious cycles in which different
dysfunctions feed on one another, and spiraling
bureaucratic growth. Economists, by contrast,
have emphasized the efficiency disadvantages
of bureaucracies compared to firms, asking
whether, in general, non market transactions
are inefficient compared to market transactions
and, specifically, the funding of bureaucracies
through budgets rather than market transactions
is conducive to overproduction of bureaucratic
services. These potential liabilities of bureau

cracy should be reviewed seriatim.



Displacement of goals Bureaucracies are known
for rigid adherence to rules and procedures, even
when rules and procedures appear to impede the
objectives of the organization. The notion of goal
displacement provides both a description and an
explanation for this seemingly non rational con
duct. Goal displacement, following Merton
(1958), describes the process whereby means
become ends in themselves, or “an instrumental
value becomes a terminal value.” The displace
ment of goals is especially acute in settings, such
as bureaucracies, where the following conditions
obtain: the technical competence of officials con
sists of knowledge of the rules, advancement is
contingent on adherence to the rules, and peer
pressure reinforces the norm of impersonality,
which requires rules and procedures to be ap
plied with equal force in all cases. What is im
portant is that goal displacement, at least as
originally conceived, argues bureaucracies are
efficient in general — under conditions antici
pated by their rules and procedures — but ineffi
cient in circumstances that cannot be
anticipated. The implications of goal displace
ment for INNOVATION and new product devel
opment have been realized only gradually:
bureaucracy can be antithetical to innovation.

Vicious cycles A more thoroughgoing critique of
bureaucracy argues that dysfunctions are normal
rather than exceptional and, moreover, that dys

functions accumulate over time such that
organizational stasis is the expected outcome.
The elements of the vicious cycle of bureaucratic
dysfunctions are impersonal rules that seek to
limit the discretion of individual workers, cen

tralization of remaining decisions, isolation of
workers from their immediate supervisors as a
consequence of limited decision making author

ity, and the exercise of unofficial power in arenas
where uncertainty remains. Thus, as Crozier
(1964) observes, maintenance people exercise
undue influence in state owned factories be

cause their work is inherently unpredictable
and cannot be governed by rules. The logic of
vicious cycles, it should be pointed out, yields
several consequences. First, new rules will arise
to eliminate whatever islands of POWER remain
in the organization, but these rules will trigger
further centralization, isolation, and power plays
as new sources of uncertainty arise. Second, to
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the extent that the organization is opened to
uncertainties arising externally, line managers
have the opportunity to reassert power that
would otherwise erode through the dynamics of
vicious cycles. External crisis (se¢e CRISES/DIS
ASTERS), in other words, may be an antidote to
bureaucracies’ tendency toward rigidity over
time.

Spiraling growth  Bureaucratic systems also tend
toward growth, other things being equal (Meyer,
1985). Until recently, growth of government and
of administrative staff in private firms was en
demic. The causes of growth lie in several
factors, but chief among them are people’s mo
tives for constructing organizations in the first
place. People construct formal organizations in
order to rationalize or make sense of otherwise
uncertain environments; organizations, in fact,
succeed at making the world more sensible; as a
consequence, there is continuous construction of
bureaucracy and hence bureaucratic growth as
people attempt to perfect their rationalization of
an inherently uncertain world. Two comments
are in order. First, the logic of bureaucratic
growth is built into administrative theory as
developed by Simon (1976) and others (see OR
GANIZATION THEORY). Irreducible uncer
tainty in the environment in conjunction with
the belief that administrative organization can
rationalize uncertainty will result in continuous
growth in administration. Second, the growth
imperative is so strong that deliberate campaigns
to “downsize” or ‘“restructure” organizations
must be launched in order to achieve meaningful
reductions in staff. Downsizing continues to
occur at record rates in US firms, but may have
reached a limit now that modest industrial ex
pansion is underway.

Inefficiency Fconomists have asked persistently
without resolution whether public sector bur
eaucracies are inherently less efficient than pri
vate sector enterprises. Several answers have
been proffered, none fully satisfactory. From
the 1940s to the present time, the Austrian
school of economics, von Mises (1944) and
others, have argued that any departure from
market principles yields both inefficient transac
tions and anti democratic tendencies. This pos
ition has proved difficult to reconcile with
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contemporary transaction cost theories (see
TRANSACTION COST ECONOMICS), which
argue that hierarchies may be more efficient
than markets under some circumstances. In the
1970s the efficiency question was cast somewhat
differently: might bureaus, which depend on
budgets for their sustenance, overproduce com
pared to firms subject to the discipline of the
market (Niskanen, 1971)? Here too the answer
was equivocal, as analysis showed that rent maxi
mizing monopolists would have similar incen
tives to overproduce whether they were located
in public bureaucracies or private firms. Despite
the absence of strong analytic underpinnings for
the belief that bureaucracies are more apt to
harbor inefficiencies than private sector organ
izations, privatization of governmental functions
is occurring rapidly and with positive results in
many countries. It is unclear whether the liabil
ities of public bureaucracies are simply the li
abilities of established organizations that have
been shielded from extinction for too long, or
whether bureaucracies suffer disadvantages in
comparison with private organizations regard
less of their age.

RESEARCH ON BUREAUCRACY

Organizational research and research on bureau
cracy were once synonymous or nearly so, as
the bureaucratic model was believed to be
descriptive of all organizations, for profit and
non profit, and governmental not for profit or
ganizations. Case studies of bureaucracy written
during the 1950s and 1960s encompassed gov
ernment agencies and industrial firms alike, as
evidenced by titles like Gouldner’s (1954) Pat
terns of Industrial Bureaucracy. Early quantitative
research on organizations, such as the work of
the Aston group and the studies emanating from
the Comparative Organization Research Pro
gram in the United States, focused mainly on
relations among elements of organizational
structure (size, hierarchy, administrative ratio,
formalization, centralization, etc.) that flowed
from the bureaucratic model implicitly if not
explicitly (Blau and Schoenherr, 1971). As at
tention shifted to external causes of organiza
tional outcomes, the bureaucratic model lost
some of its relevance to research. Thus, for
example, the key causal variable in RESOURCE
DEPENDENCE models of organizations is con

trol of strategic resources, which is more ger

mane to businesses than to government bureaus.
The key dependent variables in organizational
population ecology are births and deaths of
organizations, which are infrequent in the
public sector. And institutional organizational
theory has very much downplayed Weber’s
notion of bureaucracy as rational administration
and has substituted for it the notion that all
organizations, bureaucratic and non bureau

cratic alike (but especially the former), seek
social approval or legitimation rather than effi

ciency outcomes.

Some research on bureaucracy remains. De
velopment economists continue to study the role
of national bureaucracies in promoting or
retarding economic growth. Others, again
mainly economists, pursue the comparative effi
ciency of private versus public sector service
delivery and possible advantages of creating
competition among public agencies. And the
study of public administration remains a viable
although by no means a growing field. But re
search on bureaucracy is no longer at the core of
organizational theory even though most of the
public sector and much of the administrative
component of the private sector continue to be
organized along bureaucratic lines.

See also open systems
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burnout
Nigel Nicholson

The concept of burnout denotes the negative
psychological and physical consequences of
chronic or prolonged exposure to stressors. It
has wide currency. Occupational literatures
(e.g., for the teaching and nursing professions)
continue to make liberal use of the idea, though
it remains unclear whether burnout can
or should be distinguished from constructs
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such as exhaustion, depression, and negative
affectivity. Operationally, burnout may be
most productively viewed within a “conserva
tion of resources” framework, of which stable
individual differences may be one set of
predictors.

See also emotion in organizations; hardiness;
personality, stress
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career
Nigel Nicholson

The concept of career is central to the field of
organizational behavior and raises a number
of empirical, practical and theoretical challenges.
The etymological root of the concept is that
of a carriageway, and careers can be defined as
pathways through working lives. The import

ance, interest, and complexity of the concept is
that it represents the intersection between social
structure and personal identity. The pathway
is the product of both individuals’ access to
the opportunity structures in a given social
system, and the capabilities, intentions, and
characteristics of individuals. Traditionally, the
main determinants of CAREER DEVELOPMENT
have been external — once a career track is chosen
then it follows a predictable socially constructed
route — such as provided by an occupation
or profession. The last century saw a weakening
of these structures and moves towards what
has been termed boundaryless careers (Arthur
and Rousseau, 1996). In these circumstances,
careers become much more variegated portfolio
constructions, subject to less predictable pat

terning (se¢ CAREER PLATEAU) and more the
outcome of personal ENACTMENT.

However, it can be argued that boundaries
for careers have become more mobile and per
meable rather than removed altogether, and that
traditional careers continue to populate a
large part of the occupational landscape. The
challenge for CAREER THEORY is therefore to
find new ways of capturing the dynamism
of person—environment interaction, explaining
the growing complexity of observed career
patterns, and predicting the outcomes of
career development and change (Nicholson,
2000).

See also career anchor; career theory; identity,
personal; role transitions;
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career anchor
Barbara S. Lawrence

A career anchor is an individual’s occupational
self concept composed of his or her self per
ceived talents and abilities, motives and needs,
and attitudes and VALUES (se¢ MOTIVATION).
Individuals discover their career anchors over
time through personal work experiences in
real life settings.

By definition, there cannot be an anchor until
there has been work experience, even though mo-
tives and values may already be present from
earlier experiences. It is the process of integrating
into the total self-concept what one sees oneself to
be more or less competent at, wanting out of life,
one’s value systems, and the kind of person one is
that begins to determine the major life and occu-
pational choices throughout adulthood. (Schein,
1993: 171)

Once identified, a career anchor provides a
growing source of stability for individuals. Al
though individuals typically hold and explore



many abilities and interests, when presented
with occupational choices, they will make deci
sions congruent with the career anchor.

The career anchor concept emerged from a
longitudinal panel study in 1961 and 1973 by
Edgar H. Schein. Schein identified five career
anchors: technical/functional competence, man
agerial competence, security, creativity, and au
tonomy/independence. Subsequent research in
the 1980s added three career anchors: service or
dedication to a cause, pure challenge, and life
style (Schein, 1996).

See also career; career development; career theory
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career development
Barbara S. Lawrence

Career development is the sequence of changes
that occur throughout an individual’s careers (see
CAREER), usually with reference to either an
individual’s inner psychological evolution or
their status within a social entity (for instance,
functional area, hierarchical level, or degree of
inclusion). Career development represents a
subset of CAREER THEORY that focuses on
individuals. The outcome of interest is the indi

vidual’s career, and the time period involved is
usually the individual’s working life, although
shorter segments are also studied.

The term career development generally as
sumes either an explanatory or prescriptive
meaning. First, the term refers to theories or
research that explain what happens to individ
uals over their careers. Thus, such work might
include studies of career choice, CAREER
STAGES, career typologies, socialization (see SO
CIALIZATION), or MENTORING. Second, the
term refers to programs designed to facilitate
individuals’ career growth. These programs
are usually developed by career development
specialists outside organizations or by human
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resource personnel within organizations. The
emergence of boundaryless careers has refocused
career development (Arthur and Rousseau,
1996). Instead of framing career development
as an individual’s evolution through jobs within
a single occupation, career development now
examines the individual’s evolution through a
portfolio of work activities requiring related
skills, experience, and abilities.

See also person—environment interaction; tourna
ment theory
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career mobility

se¢ CAREER DEVELOPMENT

career plateau
Nigel Nicholson

Plateauing has been defined in various ways:
(1) amount of time spent in current position;
(2) personal beliefs of an individual that they
can expect little or no further hierarchical pro
gression; and (3) the degree to which an individ
ual’s progress is on or off schedule in
advancement relative to a reference group time
table norm. Each of these definitions has advan
tages and disadvantages in terms of objectivity,
scope, and psychological content. Plateauing is
an inevitable consequence of the logic of career
advancement in pyramidal organizational struc
tures, which also implies that it is more associ
ated with traditional than new occupational and
organizational forms (se¢ ORGANIZATIONAL
DESIGN). In traditional structures people who
fall behind age grade norms of advancement are
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the most likely to plateau early. However, pla
teauing is not always associated with negative
psychological and behavioral consequences,
such as reduced MOTIVATION, satisfaction,
and effectiveness (Nicholson, 1993). These are
more likely to arise in response to unchanging
job content than to hierarchical immobility alone
(Allen et al., 1999). Moreover, people’s aspir
ations and interests change over the CAREER
cycle. Early career ambition may decline, ex
pectations realign to the realities of limited hori
zons, and primary goals become centered on
other life spheres. Appropriate human resource
management interventions to maintain the mo
tivation and effectiveness of plateaued employ
ees include MENTORING, project and team
working, and expanded job responsibilities
(Rotondo and Perrewe, 2000).

See also age, career development, job satisfaction
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career stage
Maury Peiperl

The concept of CAREER stage denotes any
period in the sequence of a person’s life course
that can be normatively characterized implicitly
or explicitly along some dimension of contrast
with other periods (e.g., “investing stage” or
“reinvesting stage” for periods of education or
other negative income phases, ‘“exploration
stage” for periods of consideration of various
career options at any time of life). There is no
fixed sequence to career stages, though the term
has been used to describe an individual’s pro
gress along a predetermined set of (usually ver

tical) job steps (e.g., trainee, junior professional,
professional, manager, vice president/partner,
president/chief executive) or life experiences
(youth, young adulthood, parenthood, maturity,
old age, retirement). Career stage is no longer
limited to such linear characterizations.

See also career development, career plateau

Bibliography

Peiperl, M. and Arthur, M. (2000). Topics for conversa-
tion: Career themes old and new. In M. Peiperl,
M. Arthur, R. Goffee, and T. Morris (eds.), Career
Frontiers: New Conceptions of Working Lives. Oxford:
Oxford University Press, 1 19.

career theory
Barbara S. Lawrence

Career theory is a generalizable explanation of a
CAREER or career related phenomenon. The
qualifier “generalizable” is used to distinguish
career theory from situation specific career de
scriptions derived from personal experience or
local practices (Arthur, Hall, and Lawrence,
1989). An ethnographic study of an individual
career may produce thick description that is
critical in generating career theory, but the de
scription itself is not a THEORY.

Career theory examines a fundamental com
ponent of management studies: the relationship
between individuals, their work, and the social
systems within which they work over time.
Careers are a temporal product of what the indi
vidual contributes to the social system and what
the social system returns to the individual (see
PSYCHOLOGICAL CONTRACT). As a result,
career theory involves a multidisciplinary per
spective, which is evident in the many disciplines
that study careers, including, but not limited to,
psychology, sociology, economics, anthropology,
and social psychology. Topics covered by career
theory include phenomena as diverse as self
identity, work role transitions, occupational mo
bility, social networks, human capital, job selec
tion, vacancy chains, labor markets, socialization,
mentoring, and occupational demography.

Career theories are distinguished by six di
mensions: work, time, level of analysis, perspec



tive, social setting, and outcome. Work is any set
of activities directed toward specific goals. Thus,
one could study the work of a dishwasher, an
architect, a volunteer fire fighter, or a delin
quent. Each constitutes a set of activities that is
recognized by the individual, or by others
observing the individual, as connected and pur
poseful. One could also study the morning rou
tine of a paper mill or the interactions on a movie
set, which are not recognizable as occupations,
but are recognizable as work. The goals towards
which work is directed may be defined by indi
viduals, those with whom they work, those for
whom they work, or salient others outside the
work environment.

Time is a measurable period during which
actions, processes, or conditions occur. Time
provides an important dimension for two
reasons. First, time distinguishes careers from
the standard conception of jobs. Careers unfold
and are shaped over time. They involve the long
term consequences of work activities, such as the
acquisition of social capital and learning, and the
meaning of these consequences for the individ
ual (se¢e CAREER ANCHOR).

Second, work represents a process: a sequence
of activities that begins at one time and ends at
another. Work may involve a short time, such as
the work of managing breaks in a blue collar job,
or a long time, such as intergenerational changes
in occupational status. Further, work may be
defined by chronological time, that is, time as
measured by a clock, or sociotemporal time, that
is, time as measured by people’s perceptions
(Ancona et al., 2001). Time also captures work
processes, such as the ENACTMENT, selection,
and retention routines that shape and are shaped
by individual action and interaction (Weick,
1996).

Level of analysis is a unit around which people
have observed behavioral patterns and to which
inferences will be made (Rousseau, 1985) (see
LEVELS OF ANALYSIS). A small unit might be
individuals and a large one might be a society.
For example, careers can be studied at the indi
vidual level by examining individuals’ self con
cepts within work settings, at the organizational
level by examining how vacancy chains influence
mobility, at the social network level by examin
ing how social contacts lead to jobs (see NET
WORKING), or at the societal or national level by
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examining the impact of economic conditions on
labor markets. Careers can also be studied as
processes, such as job sequences, where the
level of analysis is the process rather than the
individual or social setting. Because careers are
embedded within social systems, the study of
careers encourages multi level theory (e.g.,
Lawrence, 1990; Rosenbaum, 1984).

Independent of level of analysis is the perspec
tive from which the career is studied. For
instance, an individual’s career can be viewed
from the individual’s perspective, that is, by
how the individual sees him or herself, from
the organization’s perspective, that is, by how
organizational managers perceive, define, or
evaluate the individual’s career, or from a re
gional perspective, that is, by how the inhabit
ants of a specific geographic area define or
evaluate the individual’s career. Other terms
for distinctions in perspective include internal
vs. external and objective vs. subjective.

A social setting is the context within which
careers occur. Because careers include all points
where the lives of individuals touch the social
order, careers do not exist without social set
tings. Many scholars study career related phe
nomena without concurrent study of the social
setting in which they occur: a typical example is
studying individuals’ promotions and career
success without examining their organization or
occupation. However, research suggests that
social settings, such as occupations, organiza
tions, social identity groups, social networks,
national culture, and work-life arrangements,
play an important role in careers.

A final dimension of career theory is outcome,
the result or consequence of the work that indi
viduals perform. Outcomes are specified either
by the researcher, the individual, salient others,
or social setting. For an individual, the defining
outcome of an organizational career might be
self perceived career success or simply making
a living. For an organization, the defining out
come might be organizational performance. For
a network, the defining outcome might be a
typology of boundaryless careers. For a signifi
cant other, a defining outcome might be work—
family balance (Bailyn, 1993).

The history of career theory begins in psych
ology and sociology. In psychology, career the
ories grew rapidly in the 1940s and 1950s
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through studies of vocational choice (Super,
1963; Osipow, 1983). The aim was to understand
how individual differences and self knowledge
translated into career choices characterized by
job satisfaction and motivation. Two types of
theories emerged: matching theories and process
theories. Matching theories examine vocational
choice as the match between the individual’s
traits and those of people currently in the occu
pation. These theories led to psychological
instruments used for vocational counseling. In
contrast, process theories focus on how people
make vocational choices, examining the
sequence of development and motivations in
volved in the decision process. Both matching
and process theories focused on early adulthood,
making the assumption that people choose
careers and then remain in the same career for
the remainder of their lives (se¢ CAREER DE
VELOPMENT; CAREER STAGE).

Sociologists started with a different notion of
career. In the 1920s and 1930s, sociologists at the
University of Chicago began using life histories
to study the sequence of events underlying vari
ous social problems such as delinquency (Barley,
1989). These unfolding sequences were defined
as “careers,” and subsequent research by Everett
Hughes and his students produced the begin
nings of the sociology of work and occupations.
Their studies included an array of ethnograph
ies, embracing medical careers, funeral direct
ors, marijuana users, and taxi dancers. The focus
was on connecting the individual’s interpret
ation and experience of career with institutional
definitions. Later sociologists moved away from
the breadth of this career vision and began
narrowing their scope, concerned with provid
ing depth about more focused topics, such as
internal labor markets, the role of achieved and
ascribed attributes in career success, and the
function of occupations in distributing social
status within the United States (Blau and
Duncan, 1967).

In the early 1970s a group of management
professors, energized by the connections they
saw between these disciplinary approaches and
armed with a view of careers as a fundamental
component of social systems, began broadening
the theoretical and research agenda once again.
The development of this agenda can be seen in a
series of books about career theory and research

published during the subsequent two decades
(Hall, 2002; Schein, 1978). The topics this
group examined (for instance, career anchors,
scientific and engineering careers, SOCIALIZA
TION, sense making, MENTORING, and career
“styles”) emphasized professional careers within
organizations (e.g., Dalton and Thompson,
1986, Howard and Bray, 1988).

More recently, scholars have turned their at
tention to boundaryless careers (Arthur and
Rousseau, 1996). Reminiscent of Gouldner’s
(1957) cosmopolitan roles, boundaryless careers
separate the individual from organizational con
straints. Here, the social system within which
work is embedded involves networks, economic
systems, and value chains as well as organiza
tions (e.g., Jones, 2001). Careers become se
quences of work experiences whose common
boundaries may involve multiple organizations,
communities, contract work, economic market
ability, and personal or family concerns. The
potential chaos produced by such careers has
refocused attention on the subjective career
and quality of work life. Decisions about dual
career families, expatriate experiences, and
gender, race, and national differences, take on
increasing centrality in career theory when or
ganizations no longer control career mobility and
success.

This much abbreviated history presents a cen
tral dilemma of career theory. The dizzying
breadth of topics and interactions encompassing
career theory make it easy for big picture theor
ies to be “‘a mile wide and an inch deep.” From
one perspective, career theory includes funda
mental human phenomena: the work lives of
individuals, their relationship to social systems,
and the outcomes these relationships contribute
to individuals, organizations, and societies.
From another perspective, career theory is a
specialized topic within management studies,
focusing on individual careers within organiza
tional promotion systems. As a result, interest in
the topic waxes and wanes as scholars search for
middle ground. Interest is highest when the
concept remains broad, but narrowly defined
studies produce more concrete results. How
ever, when studies are narrowly defined,
scholars seem to retreat toward disciplinary
boundaries and the concept seems to lose its
broad, general appeal.



Notwithstanding this dilemma, the import
ance of maintaining a broad definition of career
theory has never been more significant than it is
today. The global economy, corporate downsiz
ing, massive shifts in job types, and techno
logical changes have dramatically changed the
nature of careers. These systemic changes in
the fabric of work challenge all career theories
and provide a potent reminder of the importance
of historical period and cohort effects in theory
and research. Those career theories that are truly
generalizable will hold to the test of such change.
Others may not, becoming more conditional,
middle range theories. Certainly, these striking
changes in modern work life are putting career
theory to the test.

See also career plateau; career stage; men
toring; motivation; non work/work; role transi
tions
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case study research

se¢ RESEARCH METHODS

CEOs
Donald C. Hambrick

The chief executive officer (CEO) is the execu
tive who has overall responsibility for the con
duct and performance of an entire organization,
not just a subunit. The CEO designation has
gained widespread use since about 1970, as a
result of the need to draw distinctions among
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various senior executive positions in today’s
elaborate corporate structures. For example,
sometimes a chief operating officer (COO),
who is responsible for internal operational
affairs, is among the executives who reports to
a CEO; in such a case, the CEO primarily
focuses on integrating internal and external,
longer term issues such as acquisitions, govern
ment relations, and investor relations.

In publicly traded corporations, sometimes
the chairman of the board of directors is also
the CEO, while the president (if such a title
even exists) is the COQ. In other cases (particu
larly European companies), the chairman is not
an executive officer at all, but rather is an exter
nal overseer, while the president is the senior
ranking employed manager or CEO. Other vari
ations exist as well. Further complicating the
scholar’s task of identifying the CEO of a com
pany is that the label may not be explicitly
bestowed on anyone. Still, theorists and other
observers of organizations are drawn to the idea
that some one person has overall responsibility
for the management of an enterprise and that, in
turn, that person’s characteristics and actions are
of consequence to the organization and its stake
holders (Barnard, 1948).

CEO RoLEs

The roles of a CEO are many and varied, in

cluding DECISION MAKING (on major and
sometimes minor issues), monitoring and trans

mitting information (both inside and outside the
company), and interacting with internal and ex

ternal parties (many constituencies believe they
warrant the CEQO’s personal attention) (Min

tzberg, 1973). CEO roles can also be thought of
as spanning from the substantive (tangible
actions) to the symbolic (the intangible, added
meaning that is attached to a senior leader’s
behaviors, by virtue of the position he or she
holds) (Pfeffer, 1981). Far more research has
been done on CEO substantive actions than on
symbolism, but recent theory and investigations
have pointed to the great significance of the
latter.

CEO EFrecTs oN ORGANIZATIONS

Most writings on senior executives, and CEOs in
particular, have focused on the effects these in
dividuals have on the form and fate of their

companies. Some of these works attempt to de
scribe the traits and behaviors of CEOs who have
achieved remarkable successes — often referred
to as the “Great Man” view. These inquiries are
usually qualitative and, while rich in detail, are
difficult to use as a reliable basis for a generaliz
able theory of LEADERSHIP.

Some research has taken a more limited ap
proach, seeking to understand the associations
between specific measurable CEO characteris
tics and actions taken or subsequent organiza
tional profiles. For example, research has
documented the tendencies of new CEOs hired
from outside the company to make major imme
diate strategy and staffing changes; for CEOs
with certain types of personalities to adopt cer
tain structural characteristics for the organiza
tion; and for CEOs who are large shareholders of
the company to take larger strategic risks than
CEOs who are only paid employees. Significant
findings from this stream of research are
mounting (summarized in Finkelstein and Ham
brick, 1996). But as the few illustrations here
suggest, the patterns are diffuse and generally
lacking a coherent theoretical framework — that
is, unless the broadest possible perspective is
taken, in which case it can be said that CEOs
matter.

Actually, the issue of whether (or how much)
CEOs matter to organizational outcomes is of
longstanding debate among scholars. The earli
est perspective, often called the strategic choice
perspective, posits that executives engage in
major adaptive decisions in the face of shifting
environmental requirements and internal re
sources. Namely, CEOs make big choices and
those choices matter. A contrary perspective,
which gained currency in the 1970s and early
1980s, is that organizations are so confined by
external constraints, institutional pressures, and
internal inertia, that CEOs are not allowed (or
choose not to undertake) many major strategic
actions — that managers do not matter much.

A recent theoretical bridge between these two
polar perspectives is the concept of “executive
discretion,” defined as latitude of action (Ham
brick and Finkelstein, 1987). Executive discre
tion emanates from factors in the environment,
in the organization, and within the executive;
thus, sometimes CEOs have considerable discre
tion, sometimes none at all, and usually some



where in between. This concept of executive
discretion is proving very important for untan
gling the debate about whether CEOs matter and
is further shedding light on other phenomena
such as executive pay, executive TURNOVER,
and executive demographic and personality
characteristics.

CEO SELECTION AND SUCCESSION

The prevailing literature on CEOs has focused
on the effects they have on their organizations,
but a secondary and still notable stream has
focused on the opposite causal direction, or the
factors that affect CEO characteristics. Namely,
why do certain people get appointed to CEO
positions (Vancil, 1987)? When and why do
they get dismissed? Theoretical perspectives
for addressing these questions range widely. At
the broadest level is the theory of social elites,
arguing that individuals of the highest socioeco
nomic and educational backgrounds, as well as
those who have the strongest connections with
other elites, are chosen for CEO positions and
are only reluctantly dismissed. A related theory,
but narrower in its level of analysis, argues that
successive CEOs are clones of each other — that
there is a strong institutional tendency toward
continuity of leadership profiles; moreover,
CEOs who depart on good terms are allowed to
influence, if not completely control, the selection
of their replacements, who often strikingly re
semble them. Finally, resource dependence
theory argues that specific identifiable pressures
from outside or from within the organization
give rise to the appointment of CEOs who have
characteristics that will lead them to deal suc
cessfully with these pressures. For example,
trends in an industry may favor a certain type
of perspective among top executives; strategic
plans for a company may necessitate a certain
CEO profile; and so on. Unfortunately, the
actual processes of CEO selection, which are
understandably very sensitive phenomena,
are not well documented or understood.

See also managerial roles; top management teams
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change agents

se¢ CHANGE, METHODS; CONSULTANCY;,
ORGANIZATION DEVELOPMENT

change, evaluation
Richard W. Woodman

To evaluate ORGANIZATIONAL CHANGE es
sentially refers to developing a systematic
method of collecting information that will allow
an assessment of the outcomes of an organiza
tional change program. The field of organiza
tional behavior needs effective methods for
assessing organizational change for both prac
tical and theory development reasons. From
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the perspective of change management, there is
the obvious need to have a valid assessment of the
effectiveness of organizational change programs:
what changes are effective and under what con
ditions are they effective? At the same time,
understanding change phenomena and processes
in complex human systems can contribute to
theory development in the organizational sci
ences (Woodman, 1989). In OB, we continue to
draw heavily from the field of evaluation research
for the design and execution of evaluation efforts
(e.g., Lipsey and Cordray, 2000).

Evaluation of organizational change is likely to
be most useful, for both practice and THEORY,
when the following criteria are met.

1 The evaluation is planned in advance rather
than being an ad hoc effort designed after the
change intervention has occurred.

2 The evaluation is based upon theory.

3 The information is collected using measures
with sound properties of RELIABILITY and
VALIDITY.

4 TheRESEARCH DESIGN utilized controls as
much extraneous variation as possible, thus
eliminating alternative explanations for the
results.

See also action research; change methods; innov
ation, organization development
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change, methods
Richard W. Woodman

Specific methods used to change organizations
are often referred to as interventions — the

planned change activities designed to increase
an organization’s effectiveness (Cummings and
Worley, 2001). In the ORGANIZATION DEVEL
OPMENT paradigm, effectiveness includes both
organizational performance and quality of work
life.

Focus oF CHANGE EFFORTS

Effective change depends in large measure on a
valid diagnosis of organizational functioning and
problems. Valid identification of what the organ

ization does well, less well, and poorly is a logical
precursor for change. However, managers and
change agents necessarily must have some means
to link the findings from the diagnosis with
effective action. Attempts to understand or iden

tify such linkages have often taken the form of a
model or typology that would categorize inter

ventions by their focus or change targets. The
seminal forerunner of many categorization
schemes is the dichotomy of human processual
and technostructural interventions developed
by Friedlander and Brown (1974). Human
processual interventions focus on processes
through which individuals and groups accom

plish the organization’s work, such as DECI

SION MAKING processes, COMMUNICATION
processes, and so on. Technostructural interven

tions target task methods, TECHNOLOGY, and
group and organizational structure. An elabor

ated example of such a categorization scheme
was used by McMahan and Woodman (1992)
in a survey of Fortune 500 industrial firms.
They were able to identify the change methods
used by these large organizations as fitting into
one of the following four categories:

Human processual. Emphasis on human relation
ships, TEAM BUILDING, work team inter
action (se¢. WORK GROUPS/TEAMS),
PROCESS CONSULTATION, or conflict reso
lution (se¢ CONFLICT AND CONFLICT
MANAGEMENT).

Technostructural. Emphasis on sociotechnical
systems, task and technology work designs,
or organization and group structure (see
SOCIOTECHNICAL THEORY, JOB DESIGN,
ORGANIZATIONAL DESIGN).

Strategic planning. Fmphasis on strategic busi
ness planning processes, strategic change or



visioning; primarily top management involve
ment (se¢ TOP MANAGEMENT TEAMS).

Systemmwide. Emphasis on organization wide
improvement activities; LEADERSHIP, cul
ture, quality improvement, and organizational
transformation.

CoNDITIONS FOR EFFECTIVE CHANGE

Regardless of the specific focus of the interven
tion activities, effective change methods seem to
be characterized by certain conditions. In the
“classic” statement of this observation, Argyris
(1970) argued that effective ORGANIZATIONAL
CHANGE depends upon three factors:

1 Valid and useful information about the or
ganization and its problems.

2 Free and informed choice on the part of
organizational members with regard to
courses of action that they might take.

3 Internal commitment by participants in the
change effort to the actions being pursued.

Absent these antecedents, effective change is
seen as quite problematic.

Similarly, Porras and Robertson (1992) have
reviewed the literature dealing with change
methodology in order to identify conditions re
lated to effective interventions. In brief, these
conditions include:

1 The organization’s members must be the key
source of energy for the change, not some
external consultant or change agent.

2 Key members of the organization must rec
ognize the need for change and be attracted
by the potential positive outcomes from the
change program.

3 A willingness to change norms and proced
ures, in order to become more effective,
must exist. Key members of the organization
must exhibit both attitudes and behaviors
that support new norms and procedures (see
GROUP NORMS).

In addition to the above conditions, there is
the notion that effective change needs to be
system wide (Woodman and Dewett, in press),
a notion that is so widely accepted as to become
almost reified. It is important to note, however,
that careful systematic empirical work has sup
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ported its VALIDITY. For example, the Innova

tive Forms of Organizing (INNFORM) research
program conducted in several countries
concluded that there was a strong association
between whole system change and firm perform

ance (Pettigrew and Fenton, 2000). (Whole
system change was defined as changing struc

tures, work processes, and boundaries among
units of the organization.) Firms that made par

tial changes (for example, changing structure,
but not processes or boundaries) showed a
negative association between change efforts and
performance. This finding is bolstered by meta

analytic work in North America that found
significant improvement from change programs
required congruent changes in a wide array of
organizational variables (Robertson, Roberts,
and Porras, 1993) and utilized multiple change
levers (Macy and Izumi, 1993). There are two
related implications from these research studies:
(1) effective organizational change requires the
use of system wide change methods, not piece

meal approaches, and (2) changes in various
aspects or subsystems of the organization must
be congruent (Woodman and Dewett, in press).

IMPLEMENTATION THEORY

The applied theories that can serve to guide
change methods are called implementation the
ories (Porras and Robertson, 1992). Implemen
tation theories can be further broken down into
three categories, each corresponding to a differ
ent level of specificity in terms of prescribing
change actions. At the most general level are
strategy theories, which describe broad strategies
that can be used to change complex human
systems. Procedure theories, at a greater level of
specificity, include descriptions of major steps
taken in order to complete a change process. The
most specific category of implementation theor
ies, technique theories, focuses tightly on a single
“step” or type of activity identified in a proced
ure theory.

Woodman (in press) has suggested that
change methodology might be further enhanced
if the field developed a more sophisticated typ
ology concerning the types of changes needed.
Woodman argued that the general capacity of
the organization to change, the capacity to
change in specific ways, the general capacity
to innovate and create, and the capacity to create
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in specific ways exist, to a certain extent, in
different “domains.” While these domains are
clearly related, nevertheless, change methods
that are effective for improving the general cap

acity to change might be quite different, in im

portant ways, from approaches to be used when
change is more tightly focused on specific ob

jectives. When does planned change need to
focus on true creativity or innovation in addition
to addressing change in general? Might there be
crucial differences in intervention strategies, ef

fective change methods, ways to evaluate the
outcomes, and so on across these domains?
Such a perspective suggests some additional re

finements to implementation theories that could
prove useful.

Many years ago, Kurt Lewin stated there was
nothing as practical as a good THEORY. Imple
mentation theories provide the field with a
means for identifying the conditions and actions
necessary for effective change. Further, imple
mentation theories provide guidance for effect
ive change management — linking organizational
diagnosis with organizational actions needed for
improved performance. In sum, implementation
theory summarizes what the field knows about
change methods, why they work, and how they
might be successfully used.
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charismatic leadership

FJay Conger

To understand the qualities that shape percep
tions of charisma in a leader, it is most appropri
ate to start with the early twentieth century
theories of German sociologist Max Weber,
who first applied the term ‘“charismatic” to
leaders. His typology of three forms of
AUTHORITY in society (the traditional, the ra
tional-legal, and the charismatic) established
charismatic LEADERSHIP as an important term
to describe forms of authority based on percep
tions of an extraordinary individual. In contrast
to authority where traditions or rules or elections
conferred legitimacy on individuals, the holder
of charisma is “‘set apart from ordinary men and
is treated as endowed with...exceptional
powers and qualities . .. [which] are not access
ible to the ordinary person but are regarded as of
divine origin or as exemplary, and on the basis of
them the individual concerned is treated as a
leader” (Weber, 1947: 358-9).

Charismatic leadership is an ATTRIBUTION
made by followers. The leadership ROLE behav
iors displayed by a person make that individual
(in the eyes of followers) not only a task leader or
a social leader and a participative or directive
leader but also a charismatic or non charismatic
leader. The leader’s observed behavior can be



interpreted by his or her own followers as
expressions of charismatic qualities.

The behavioral components that lead to the
attribution of charismatic leadership are inter
related, and the presence and intensity of these
characteristics are expressed in varying degrees
among different charismatic leaders. These
components are associated with three stages of
leadership. The first stage concerns the leader’s
sensitivity to the environment. Charismatic
leaders can be distinguished from non charis
matic leaders in this stage by their heightened
sensitivity to deficiencies and poorly exploited
opportunities in the status quo. For this reason,
we find that a number of reformers and entre
preneurs are charismatic leaders (se¢ ENTRE
PRENEURSHIP). Charismatic leaders also tend
to be highly sensitive to both the abilities and the
emotional needs of followers — the most import
ant resources for attaining organizational goals.
This is especially true of social movement
leaders like Gandhi, Martin Luther King, or
Caesar Chavez. In addition, internal organiza
tional deficiencies may be perceived by the
charismatic leader as platforms for advocating
radical change. Thus any context that triggers a
need for a major change and/or presents unex
ploited market opportunities is relevant for the
emergence of a charismatic leader.

Stage two of the leadership process concerns
the act of formulating future goals or directions.
Charismatic leaders are distinguished by a sense
of strategic vision versus rational or purely tac
tical goals. Here the word vision refers to an
idealized, highly aspirational goal that the leader
wants the organization to achieve in the future. In
articulating the vision, the charismatic leader’s
verbal messages construct reality such that only
the positive features of the future vision and the
negative features of the status quo are empha
sized. The status quo is usually presented as
intolerable, and the vision is presented in clear
specific terms as the most attractive and attain
able alternative. Charismatic leaders’ use of rhet
oric, high energy, persistence, unconventional
and risky behavior, heroic deeds, and personal
sacrifices all serve to articulate their own high
motivation and enthusiasm, which then become
contagious among their followers.

In the third and final stage of the leadership
process — aligning followers’ actions to realize
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goals — leaders in general build in followers a
sense of trust in their abilities and clearly dem
onstrate the tactics and behaviors required to
achieve the organization’s goals. Charismatic
leaders accomplish this by building TRUST
through personal example and RISK TAKING
and through unconventional expertise. They
also engage in exemplary acts that are perceived
by followers as involving great personal risk,
cost, and energy.

See also bureaucracy; CEOs, influence, leadership
contingencies

Bibliography

Bass, B. M. (1990). Bass & Stogdill’s Handbook of Leader
ship, 3rd edn. New York: Free Press.

Conger, J. A. and Kanungo, R. N. (1987). Toward a
behavioral theory of charismatic leadership in organiza-
tional settings. Academy of Management Review, 12,
637 47.

Conger, J. A. and Kanungo, R. N. (1998). Charismatic
Leadership in Organizations. Thousand Oaks, CA:
Sage.

Shamir, B., House, R., and Arthur, M. B. (1993).
The motivational effects of charismatic leadership:
A self-concept based theory. Organization Science,
4(4), 577 94.

Weber, M. (1947). The Theory of Social and Economic
Organizations, trans. A. M. Henderson and T'. Parsons.

New York: Free Press.

citizenship

see ORGANIZATIONAL CITIZENSHIP BEHAV
10R (OCB)

classical design theory

se¢ MANAGEMENT, CLASSICAL THEORY

coalition formation
J. Keith Murnighan

Coalition formation is typically a political act in
which some but not all members of a group
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organize themselves to take a united position on
an issue that affects the entire group (se¢ GROUP
DYNAMICS; POLITICS). Coalition formation is
usually driven by the need to exert POWER in
collective interactions.

In his classic book Organizations in Action,
Thompson (1967: 126) wrote: ““Coalition behav
ior is undoubtedly of major importance to our
understanding of complex organizations.” Al
though organizational theorists appropriately
consider POWER as an essential force in organ
izational interactions and have often described
organizations and organizational action as coali
tional, organizational behavior has not incorpor
ated the literature on coalitions in social
psychology, GAME THEORY, or political science
(Murnighan, 1978, 1994) into its normal dis
course.

Early investigations of coalition formation
suggested that the least endowed tended to
coalesce and exclude the most endowed. These
“strength is weakness” findings, which sug
gested the supremacy of the underdog, were
eventually debunked. Instead, research showed
that when power bases vary, strength is weak
ness only when parties with different resources
are effectively interchangeable. Thus, parties
whose resource bases are just sufficient
become optimal coalition partners: fewer re
sources typically lead to smaller outcome
demands, increasing a party’s attractiveness as
a coalition partner. When parties are not inter
changeable, however, strength is extremely
valuable.

Coalition founders tend to have a broad net
work of weak ties, rather than a few strong
connections (se¢e NETWORKING). Thus, a coali
tion’s strength may rest on infrequent, non
repetitive interactions with many others rather
than on frequent interactions with a few close
contacts. Political models suggest that coalitions
form incrementally, via interconnected sets of
interacting dyads. Put simply, coalitions form
one person at a time (Murnighan and Brass,
1991). After achieving a critical mass, continued
growth becomes much easier.

Surreptitious action may be critical to the
success of organizational coalitions because
silent action delays the formation of organized

opposition. Von Neumann and Morgenstern’s
(1974) classic, original model of game theory
assumed that such counter coalitions would be
a natural reaction to a coalition forming. Suc
cessful coalitions, then, may need to both form
and disappear quickly (Murnighan and Brass,
1991).

Political models suggest that founders add
similar members to protect their centrality in
the final coalition. New parties are chosen to
balance IDEOLOGY on either side of the found
er’s position. Coalitions grow to be just large
enough, with narrow ideological ranges that in
crease the chances that the coalition’s final pos
ition will closely reflect the founder’s own
preferences. This political strategy, which may
be well understood by astute organizational tacti
cians, has not been documented in the research
literature.

Within an organization, executives who are
involved in many organizational coalitions
are viewed as politically powerful (see POWER).
Individuals who participate in several strong,
organizationally dominant coalitions represent
Thompson’s (1967) concept of the inner circle, a
select few whose interconnectedness gives them
considerable influence (see INFLUENCE; LEAD
ERSHIP).

See also collaboration, intergroup relations, inter
organizational relations
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cognition

se¢ MANAGERIAL AND ORGANIZATIONAL
COGNITION

cognitive dissonance
Ricky W. Griffin

This is an element of ATTITUDE THEORY,
which arises when there is an inconsistency
among an individual’s attitudes, behaviors,
and/or VALUES (Festinger, 1957). For example,
an individual who strongly dislikes his or her job
(i.e., who has a negative attitude toward his or
her job) but who must work long hours in order
to perform that job (i.e., a job related behavior)
will likely experience dissonance between
intended behavior (as predicted by the negative
attitude) and actual behavior (working long
hours).

A person who experiences cognitive disson
ance will be motivated to resolve it in some
fashion. For example, the worker noted above
may alter her or his attitude by focusing more
on positive aspects of the work. Alternatively,
the worker may alter her or his behavior by
working fewer hours. Prolonged periods of dis
sonance tend to have dysfunctional conse
quences for the individual. For example, the
worker is likely to experience higher levels of
STRESS, frustration, and anxiety. Job perform
ance may suffer. Extreme dissonance may also
cause the individual to withdraw from the situ
ation by being absent more frequently or
resigning altogether.

See also absenteeism; job satisfaction; self
regulation; turnover
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se¢ PERSONALITY
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cohesiveness

se¢e GROUP COHESIVENESS

collaboration
Peter Ring

The richness and variety of collaborations be
tween and among economic actors continue to
grow. That growth is accompanied by intense
interest among scholars with respect to the
antecedents of their emergence, the dynamics
and processes associated with their evolution,
the structures of their governance, the implica
tions of their performance, and causes of, and
approaches to, their termination. The research
into these diverse aspects of collaboration is
grounded in a number of disciplines and a
variety of theoretical frameworks within them.
The overall academic literature on collaboration
(or so called strategic alliances) is extensive
(well in excess of 2,000 articles since 1995 in
peer reviewed journals) and it is grounded in
rich and increasingly multi disciplinary re
search streams: transaction cost theory, agglom
eration economics, agency theory, game theory,
real options theory, the resource based view of
the firm, the roles of trust, reliance on psycho
logical contracts, negotiation techniques, rela
tional contracting theory and neoclassical
contract law, resource dependence theory,
learning theory, justice theory, a number of
process approaches and a wide variety of ap
proaches based in social ecology, population
ecology, sociology or on network techniques
(for instance, relational and structural embedd
edness perspectives, the role of social capital,
the ability to bridge structural holes, etc.)
(Arifio et al., 2001; Blaum, 2001; Das and
Bing Sheng, 2002).

Not surprisingly, it is still not possible to offer
a single, widely accepted definition of a coopera
tive inter organizational collaboration. In fact,
given the increasing number of project based
collaborations (e.g., film production, IPOs,
basic RandD, class action lawsuits) involving
individual economic actors, exploring collabor
ation from an inter organizational basis is some
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what limiting. This is particularly so in light of
the ability to explore the roles of interpersonal
networks via network techniques as a way of
shedding light on issues related to the emergence
and evolution of collaborative efforts (see NET
WORKING).

Nonetheless it is possible to identify a number
of recurring circumstances in which collabor
ation is likely to be found. One cause of
collaboration is government action requiring it
(as in cross border joint ventures). Another is
the need to access scarce or rare tangible
resources (which also may be controlled by gov
ernments). Increasingly, however, collaboration
is motivated by a need to gain access to know
how and other forms of tacit or knowledge based
resources. The disintegration of firms leading to
increasing specialization is another motivation
producing increased reliance on collaboration.
This phenomenon is not limited to firms,
as the fragmentation of states, the increase in
non profits intended to support single issue
“causes” (e.g., specific types of cancer), the
need to tackle “public interest” issues on a global
basis (e.g., pollution issues, HIV/AIDs, water
scarcity), and the rise in influence of supra
national agencies (WTO, UN, OEDC, IMF,
World Bank) has led to increased reliance
on collaboration among and between these
kinds of organizations. In some circumstances,
large scale, multi sectoral collaborations
have given birth to entirely new “industries”
(Murtha, Lenway, and Hart, 2001) or to new
approaches to organizing knowledge based eco
nomic activities (Doz, Santos, and Williamson,
2001). These approaches to collaboration,
which are slightly outside the mainstream of
management research, are likely to provide
the more interesting new insights into the
dynamics of collaboration in the foreseeable
future.

See also governance; inter organizational relation
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commitment
David Guest

Commitment is concerned with the level of
identification with, and attachment and loyalty
to, an organization, an occupation, or some other
feature of work. Organizations increasingly need
to motivate and retain talented staff, and those
committed to the organization might be
expected to work harder and have longer tenure.
Indeed, Walton (1985) has contrasted a trad
itional employer—employee relationship based
on control with one based on commitment, ar
guing that all organizations need to pursue a high
commitment approach to survive. This has been
a factor behind advocacy of human resource
management.

Despite its intuitive appeal, commitment is a
complex phenomenon. Interest has focused on
four main issues: (1) the focus or target of com
mitment; (2) the definition and measurement of
commitment; (3) the causes of variations in levels
of commitment; (4) the consequences of commit
ment. The picture is made more complex by a
distinction sometimes made between commit
ment as an attitude and commitment as behavior.
However, Meyer and Herscovitch (2001) have
argued these can be integrated into a general
model of commitment in the workplace.

THE Focus oF COMMITMENT

Commitment may develop to a range of targets,
including an organization, occupation, work
team, or one’s family. Indeed, the possibility of



multiple and potentially competing commit
ments has led to a strand of research on dual
commitment; and the interest in work—life con
flict highlights the problem when a range of foci
are present. However, most research has been
directed to commitment to an organization.

The definition and measurement of commitment
Mowday, Porter, and Steers (1982) define or
ganizational commitment as ‘the relative
strength of an individual’s identification with
and involvement in an organization.” They elab
orate this to incorporate belief in the values and
goals of the organization, willingness to exert
effort on behalf of the organization, and desire
to be a member of the organization. They de
veloped the widely used Organizational Com
mitment Questionnaire (OCQ) to measure
these elements. Both the definition and the
measure have been criticized for conflating com
mitment with outcomes such as effort and pro
pensity to stay.

Meyer and Allen (1997) proposed alternative
definitions and measures, distinguishing affect
ive, continuance, and normative commitment.
Affective commitment emphasizes identification
with the organization and is predicted to impact
in particular on job performance. Continuance
commitment focuses on the costs and benefits of
staying with the organization and is expected to
predict tenure. There appear to be two aspects of
continuance commitment. First, it is suggested
that individuals will stay with an organization as
long as they gain a positive exchange. This ex
change may be financial, but over time “side
bets” such as pensions, CAREER prospects, and
friendship develop. For both financial and non
financial reasons, staff cannot then “afford” to
leave. The second aspect concerns the nature of
the alternatives and it is anticipated that workers
will be more likely to stay with an organization
when they perceive a lack of attractive or feasible
alternative jobs. The third dimension, normative
commitment, is concerned with a sense of obli
gation to an organization, based perhaps on
moral VALUES. The relationship between nor
mative commitment and outcomes is less easy
to predict. Meyer and Allen have developed
and over time adapted measures of these dimen
sions of commitment. Despite a strong inter
correlation between affective and normative
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commitment, Meyer argues that they are con
ceptually and empirically distinct (Meyer et al.
2001).

The strand of research concerned with behav
ioral commitment explores the process whereby
individuals become bound or committed to their
actions. Drawing on COGNITIVE DISSONANCE
theory, Salancik (1977) proposed that the pro
pensity to act will be greater when an individual
volunteers to act, when the action to be taken is
explicit, when other people are present, and
when the decision is hard to revoke. This ap
proach underpins organizations such as Weight
watchers and Alcoholics Anonymous but can
equally well be applied to decisions to join an
organization or to decisions taken in work groups
(see WORK GROUPS/TEAMS) and committees. A
commitment to act is expected to increase the
probability of subsequent action and of attitudes
moving in line with behavior. This approach has
successfully predicted tenure, based on analysis
of the circumstances surrounding the process of
career choice (Kline and Peters, 1991). Behav
ioral commitment, rather like goal setting, and in
contrast to attitudinal commitment, is specific
with respect to the conditions that must be met
for behavior to ensue.

The antecedents of commitment

Research exploring the antecedents of organiza
tional commitment indicates that individual
variables such as age, gender, tenure, and educa
tion have only a modest influence on commit
ment. In contrast, work experiences, including
organizational support, justice/fairness of
treatment, TRANSFORMATIONAL LEADER
sHIP, and role autonomy and clarity, are con
sistently strongly associated with affective
commitment.

The consequences of commitment

Small but statistically significant associations are
often reported between affective commitment
and higher performance, greater organizational
citizenship behavior, lower absence (particularly
voluntary absence), and lower labor turnover.
Contrary to the predictions of Meyer and Allen’s
three dimensional model, affective commitment
is consistently more strongly associated with all
types of outcome than either continuance or
normative commitment. A more limited amount
of research indicates that affective commitment
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is associated with lower STRESS and less work—
non work conflict, while the opposite is the case
with respect to continuance commitment.
Affective commitment to the organization is in

variably highly correlated with occupational
commitment, job satisfaction, and work involve

ment (Meyer et al., 2001). This suggests that
high affective commitment to the organization
may bring benefits for both the organization and
individual workers.

After two decades of research on organiza
tional commitment, there is a solid body of
evidence indicating a significant, positive, but
usually small association between organizational
commitment and a range of outcomes. Further
more, since commitment is largely influenced
by organizational experiences that lie within
the control of management, it can be ‘“man
aged.” Despite the efforts of Meyer and col
leagues to justify several dimensions of
commitment, attitudinal or affective commit
ment is consistently more strongly associated
with outcomes than the other dimensions. One
reason for the initial interest of some researchers
was disillusion at the failure of job satisfaction to
predict behavior. Yet in many studies where the
two have been compared, commitment has fared
no better than job satisfaction as a predictor of
performance and tenure. More attention needs
to be paid to the conditions under which organ
izational commitment and indeed commitment
to other foci might be expected to affect behavior
and in particular to change behavior. Finally,
current trends in employment, including the
decline in job security and continuing restruc
turing of organizations, challenge the viability of
organizational commitment, increasing the pos
sibility of a shift in the focus of individual com
mitment to profession, work group, or life
outside work.

See also motivation,; non work/mwork
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commitment, escalating
Max H. Bazerman

Escalation is the degree to which an individual
commits to a previously selected course of action
beyond a level that a rational model of DECI
SION MAKING would prescribe. We often face
decisions of continuation. Should we add
more resources into our old car? How long
should we stay on hold waiting for someone to
answer the phone? When an investment starts to
fail, should we stick with it? Research suggests
that decision makers committed to a particular
course of action have a tendency to make subse
quent decisions which continue that coMMIT
MENT beyond the level that RATIONALITY
would suggest is reasonable (Staw, 1976).

There are multiple reasons why escalation
occurs (Bazerman, 2001). First, an individual’s
PERCEPTION may be biased by their previous
decision (see B1AS). That is, the decision maker
may notice information that supports the deci
sion, while ignoring information that contradicts
the initial decision. Second, the decision
maker’s biased judgments may cause them to
perceive information in a way that justifies the
existing position. Third, negotiators often make
subsequent decisions which justify earlier deci
sions to themselves and others. Fourth, competi
tiveness adds to the likelihood of escalation;
unilaterally giving up or even reducing demands
may be viewed as a defeat, while escalating com
mitment leaves the future uncertain.



See also behavioral decision research; game theory;
negotiation; risk taking
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communication
Marshall Scott Poole

Through communication organizations and
their members exchange information, form
understandings, coordinate activities, exercise
influence, socialize, and generate and maintain
systems of beliefs, symbols, and values. Commu
nication has been called the “nervous system of
any organized group” and the ‘“‘glue” which
holds organizations together.

Claude Shannon’s classic mathematical
theory of communication defined seven basic
elements of communication (Ritchie, 1991).
Communication involves a source which encodes
a message and transmits it through some channel
to a receiver, which decodes the message and may
give the sender some FEEDBACK. The sender
and receiver may be individuals, machines, or
collectives such as organizations or teams. The
channel is subject to a degree of noise which may
interfere with or distort the transmission of the
message. Other distortions may come during
encoding or decoding, if errors are introduced
or if the source and receiver have different codes.
The process of communication occurs through a
series of transmissions among parties, so Shan
non’s single message is only the basic building
block of larger interchanges among a system of
two to N entities. This system may be repre
sented as a communication network in which com
municators are nodes and the various types of
communication relationships are links (see NET
WORK THEORY AND ANALYSIS). Message
distortion may also be introduced as the message
passes through multiple links, with small
changes at each node. Communication is de
pendent on its context; many scholars argue

communication 47

that the interpretation of messages is only pos
sible because the receiver has contextual cues to
supplement message cues.

Due to the complexity of the organizational
communication process and the many levels at
which communication occurs, there is no gener
ally agreed on theory of organizational commu
nication. Different positions have been advanced
on several issues.

A major controversy concerns what is com
municated (i.e., the substance of communica
tion). One position assumes that messages
transmit information, defined as anything
which reduces the receiver’s uncertainty
(Ritchie, 1991). This stance, first advanced in
Shannon’s theory, portrays communication as
something amenable to precise analysis. The
amount of information in a given message can,
in theory, be measured, and messages can be
compared on metrics of uncertainty reduction.
This view has been adopted metaphorically by a
wide range of analysts who view organizations
as information processing systems or focus on
uncertainty reduction. The information per
spective has been criticized for reducing ideas,
feelings, and symbols to a set of discrete bits
pumped through a conduit from sender to re
ceiver (Axley, 1984). An alternative position is
that the essence of communication is meaning,
encompassing ideas, emotions, values, and skills
which are conveyed via symbolization and dem
onstration. Meaning cannot be reduced to infor
mation, because it depends on associations
among symbols grounded in the surrounding
culture and the communicators’ experience.
The meaning of a message or interaction is
grasped through a process of interpretation
which requires communicators to read individ
ual signs in light of the whole message and its
context, but simultaneously understand the
whole by what its constituent signs signify.
This hermeneutic circle implies that meaning
can never be established finally or unequivo
cally. Interpretation is a continuing process,
always subject to revision or qualification. The
information centered and meaning centered
conceptions of communication represent two
quite different approaches, the former being
favored by empirical social scientists and the
latter by organizational culture and critical re
searchers.
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There are also at least two positions on the role
of communication in organizations. One regards
communication as a subprocess which plays an
important role in other organizational processes.
For example, communication serves as a channel
for the exercise of leadership or for the mainten
ance of inter organizational linkages. The other
position argues that communication is the pro
cess which constitutes the organization and its
activities. Rather than being subsidiary to key
phenomena such as LEADERSHIP, communica
tion is regarded as the medium through which
these phenomena and, more generally, organiza
tions are created and maintained. This viewpoint
in reflected in a wide range of organizational
research, including Herbert Simon’s Administra
tive Behavior, analyses of leadership as a language
game, and most studies of organizational culture.
The two positions have quite different implica
tions for practice. For example, in the case of
leadership communication the subprocess view
implies that a leader should make sure that lead
ership functions are conveyed effectively, while
the constitutive view implies that the leader
should try to use communication to create and
maintain leader—follower relationships and to
generate a shared vision.

Another way of describing the role of commu
nication is to delineate the functions it performs
for organizations and their members. While the
list is potentially endless, at least seven critical
functions can be distinguished. Communication
serves a command and control function in that it is
the medium by which directives are given, prob
lems identified, MOTIVATION encouraged, and
performance monitored. The Weberian BUR
EAUCRACY emphasizes this function of com
munication, and the first wave of formal
information systems for accounting attempted
to automate it, with mixed results. The /inking
function of communication promotes a flow of
information between different parts of the or
ganization, enabling the organization to achieve a
degree of coherency among disparate units and
personnel. The linking function plays a key role
In INNOVATION and in the diffusion of innov
ations within organizations. Important to linking
are upward and lateral communication flows.
A third function of communication is encultura
tion, which refers to the creation and mainten
ance of organizational cultures and to the

assimilation of members into the organization.
RITUALS, myths, METAPHORS, mission state
ments, and other symbolic genres contribute to
this function.

In addition to the three intra organizational
functions, communication also serves two add
itional inter organizational functions. The
fourth function is inter organizational linking,
which serves to create and maintain inter organ
izational fields. This linking function is accom
plished via BOUNDARY SPANNING personnel
and units and through shared information
systems used to monitor inter organizational
ventures. The fifth is organizational presentation,
which defines the organization to key audiences,
such as potential customers, other organizations,
the state, and the public at large. This function
contributes to the maintenance of an organiza
tion’s institutional legitimacy. It is carried out
through such diverse activities as public infor
mation campaigns, corporate advocacy adver
tisement, and maintenance of proper records
and certifications.

Two functions of communication apply to
both intra and inter organizational situations.
The ideational function of communication
refers to its role in the generation and use of
ideas and knowledge in the organization.
Simon’s description of decision premises and
their circulation through the organization is
one example of the ideational function. This
function is critical to the processes of social
reasoning and organizational learning which
contribute to organizational effectiveness.
There is also an ideological function of communi
cation: it is the vehicle for the development and
promulgation of ideologies — systems of thought
which normalize and justify relations of POWER
and control. Postmodern analysis of organiza
tions asserts that the reigning discourse in or
ganizations defines what is correct and incorrect
and who is able to decide matters of truth and
falsehood. This arbitrary allocation of power
leaves some groups with unquestioned control
and omits others from consideration. Such pro
cesses are hard to uncover and change, because
they occur in the course of normal, everyday
communication and thus seem natural and non
problematic.

Organizations have two distinct communica
tion systems: formal and informal. The formal



communication system is a part of the organiza

tional structure and includes supervisory rela

tionships, WORK GROUPS/TEAMS, permanent
and ad hoc committees, and management infor

mation systems. In traditional organizations the
major design concern was vertical communica

tion, focusing on command and control; more
contemporary forms such as matrix or net

worked organizations also focus on formal lateral
communication. Formal channels, especially
vertical ones, are subject to a number of commu

nication problems. These include unintentional
distortion and omission of information as it is
passed up the hierarchy, delays in message
routing, and intentional distortions by subordin

ates attempting to manipulate superiors or pro

tect themselves.

The informal communication system emerges
from day to day interaction among organiza
tional members. Ties in the informal network
are based on proximity, friendship, common
interests, and political benefits more than on
formal job duties. The informal system includes
the “grapevine” and the “rumor mill.” The
informal communication network is usually
more complex and less organized than the
formal network. Messages pass through the
informal network more rapidly, and members
often regard them as more accurate and trust
worthy than those from the formal system. An
organization’s informal communication system
is important for several reasons. First, it often
compensates for problems in formal communi
cation. Members can use informal channels to
respond to crises and exceptional cases rapidly.
They can use informal contacts to make sense of
uncertain, ambiguous, or threatening situations.
Second, use of informal networks may improve
organizational ~decision making, because it
allows members to talk ‘“off the record” and
“think aloud,” hence avoiding the negative con
sequences of taking a public position. This
is especially valuable when problems are ill
defined or solutions unclear. Third, informal
networks foster innovation, because they are
more open and rapid, and because they often
connect people from different departments or
professions.

The nature of communication channels exerts
an important influence on its functions and
effectiveness. The archetypal communication
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situations occur in face to face interactions or
in public speeches to large audiences. However,
communication occurs through many other
media, including written formats, telephone,
fax, electronic mail, teleconferencing, computer
conferencing, and broadcast technologies. Infor
mation technologies such as electronic mail and
computer networks vastly increase the connec
tions among members and may stimulate a
greater flow of ideas and innovations and change
POWER relations. Studies have shown that the
nature of the medium used affects the communi
cation process; for example, NEGOTIATION
generally is more effective through face to face
and (to a lesser extent) audio media than through
video or written media. In order to guide com
municators’ media choices, researchers have at
tempted to rank order these media in terms of
their social presence, the degree to which they
convey a sense of direct personal contact with
another, and in terms of media richness, the
degree to which a medium allows immediate
feedback, multiple channels, variety of language,
and personal cues (Sitkin, Sutcliffe, and Barrios
Chopin, 1992). Generally, face to face commu
nication is classified as the richest and highest
social presence medium, followed by meetings,
video conferencing, telephone and teleconferen
cing, email, written memos, and, finally, numer
ical information. Achieving the correct match
between media richness and the communication
situation is an important determinant of effect
iveness. Variables governing media choice in
clude degree of equivocality and uncertainty in
the situation (the more uncertain, the richer
the medium needed), sender and receiver char
acteristics, and organizational norms. Also im
portant in media choice is what the medium
symbolizes; a personal meeting might signal the
importance the convener attaches to an issue,
whereas an electronic mail message might sug
gest the same issue is less critical. While social
presence, richness, and symbolism are important
to consider, studies have shown variations in the
ranking of media on these dimensions; so, media
choice is also dependent on the nature of the
organization.

Numerous prescriptions and recommenda
tions have been offered to improve organizational
communication. Perhaps the most common is
that the organization’s communication system
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should be as open as possible. However, more
communication is not necessarily better commu
nication. At the personal level open communi
cation can be threatening and exhausting to those
who have to deal with difficult issues and per
sonal problems they might otherwise avoid. At
the organizational level open communication can
result in communication overload and CON
FLICT. Another common prescription empha
sizes the importance of clarity and uncertainty
reduction, but this too may be somewhat over
rated. Eisenberg (1984) discusses the value of
purposefully ambiguous communication. Its
uses include the downplaying of differences in
order to build consensus and masking negative
consequences of organizational change in order
to promote acceptance of innovations. A final
common admonition is to promote rational argu
mentation and discussion. While this certainly is
good currency, overemphasis can blind us to the
creative potential of inconsistency and logical
jumps and to the importance of the emotions.
Like many things that seem simple and straight
forward, communication conceals considerable
complexity.

See also communications technology; decision
making; learning organization
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communications technology
Marshall Scott Poole

COMMUNICATION is the glue that binds organ
izations. As a result, there has been great incen
tive to develop and apply technologies that
might enhance and speed communication. Com
munication technology refers to the hardware,
software, organizational structures, and social
procedures by which individuals collect, pro
cess, and exchange information with other indi
viduals.

While it is natural to think of it in terms of
modern electronic communication systems,
communication technology has a long and com
plex history. The oldest communication tech
nology, writing, fostered ancient empires and
commerce. Later, the printing press laid the
groundwork for literacy and education, which
made Weber’s BUREAUCRACY possible. In the
late nineteenth and early twentieth centuries,
techniques for systematic storage and retrieval
of documents, such as vertical filing systems,
greatly enhanced the ability of businesses to
marshal information, while the evolution of
communication genres such as the memo and
the business letter changed the way in which
internal and external communication was
handled.

The first electronic technologies, the tele
graph and the telephone, had profound effects
on organizations, allowing them to spread over
much greater distances and work more rapidly.
Originally intended primarily as a business tool,
the telephone also transformed interpersonal
communication in general, changing both work
and social relationships in organizations. Video
conferencing came next, but it remained largely
unsuccessful until the early 1990s, when the
TECHNOLOGY finally matured. The most
recent wave of communication technologies
involves computer supported communication.
The earliest entries — electronic mail and com
puter conferencing — have already changed the
nature of organizational communication. More
recent developments — work group support,
interpersonal messaging, blogging (internet con
ferencing) — promise even more profound
changes. Communication technologies are be
coming so important to modern organizations
that some theorists have suggested that they are



the limiting factor
DESIGN and growth.

This brief overview hints at the complex
nature of communication technologies. Their
most obvious aspect is the ever expanding
array of hardware. However, reflection indicates
that the hardware operates within a broader con
text of social norms which define adequate com
munication, organizational structures which
influence the application of the hardware and
motivate members to use it, and the larger soci
etal and international systems within which
technologies develop and standards for their
design are set. This context is as essential to
the communication technology as the hardware.

Media choice theories have attempted to
define dimensions that help organizational
members select among the wide variety of com
munication modes available to them. Communi
cation technologies can be characterized in terms
of their social presence, the degree to which they
convey a sense of direct personal contact with
another, and in terms of media richness, the
degree to which a medium allows immediate
FEEDBACK, multiple channels, variety of lan
guage, and personal cues (sec¢ COMMUNICA
TION for a more complete discussion).
A related dimension is interactivity, which de
scribes the degree to which a communication
technology supports active participation in
interchanges and interaction among users.
While communication technologies may seem
to have objective locations on these dimensions
(e.g., video conferencing is classified as richer
than email), users’ social constructions influence
their perceptions of these technologies. For
instance, email may be perceived to allow the
same degree of social presence as a phone call,
depending on how the technology is used in the
organization (Rice and Gattiker, 2000).

The expanding array of new communication
technologies has had major impacts on organiza
tions. These technologies have greatly influ
enced organizational design. The capacity of
electronic mail, teleconferencing, video confer
encing, and fax to enable coordination and col
laboration at a distance permits organizations to
adopt more dispersed forms. For example, Hew
lett Packard product development teams are
often spread around the world at several facilities
and do much of their work via electronic media.

on ORGANIZATIONAL
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Various new organizational forms, such as the
dynamic network and virtual organization, rely
on new communication technologies to hold
them together and to give them the ability to
rapidly restructure. Combined with accounting
and other information technologies, communi
cation technologies greatly enhance the ability to
coordinate and control a wide variety of con
tracting and joint venture relationships among
individual firms. This has promoted the increas
ing use of “modular” organizations composed of
temporary aggregations of firms and contractors
who pursue a limited term project. Communi
cation and information technologies also permit
telecommuting and outsourcing of work to the
home, both of which promise to alter the nature
of work fundamentally.

New communication technologies also affect
organizational behavior. If members are permit
ted to use technologies such as electronic mail
with few restrictions, the result is often an
“opening up” of the organization. Ideas flow
more freely and innovation increases. Boundar
ies between different levels or parts of the organ
ization become more permeable, and lower level
members feel freer to engage in upward commu
nication. The downside of this is that those at the
top of the organization are often overloaded.

Communication technologies such as group
support systems and computer conferencing
alter decision making, meeting, and negotiation
processes. Their effects include (1) the possibil
ity of enhanced member participation in meet
ings; (2) more thorough consideration of
options, alternatives, and ideas; (3) greater sur
facing of differences and conflict; (4) greater
difficulty in achieving consensus if the systems
do not have features which support conflict reso
lution, but greater ability to resolve conflict if the
systems do have conflict management features;
and (5) more organized meetings and negotiation
processes. Accompanying these group level
impacts are several on the individual level.
Intially, users tend to report lower satisfaction
with these technologies than with more trad
itional group methods, though this difference
fades with continued use. Computer mediated
communication technologies also seem to alter
the individual’s attentional focus, centering it
more on the self and less on others. However,
the widely discussed phenomenon of ‘‘flaming” —
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the use of extreme, abusive, and negative lan
guage in computer mediated communication — is
not as widespread as was originally presumed;
generally, organizations and user communities
develop norms that control or prohibit it.

With the exception of the telephone, new
communication technologies are only just being
integrated into society. From the onset, unme
diated, face to face communication has been
taken as the standard that should be emulated
and achieved by communication technologies.
However, as was true for the telephone, over
time new norms develop and the ideal standard
of effective communication changes. Novel com
munication technologies promise to change the
nature of communication and of organizations in
coming years.

See also organizational effectiveness; systems
theory
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community ecology
Fohn Freeman

Community ecology refers to the study of the
ways in which communities of organizations
manage relationships with their resource envir
onments. It constitutes one branch of the human
ecology tree. Another branch is population ecol
ogy of organizations. The two differ most
concretely in unit of analysis.

Population ecologists study organizations by
examining the vital rates of founding and failure

that characterize the populations manifesting
one or more organizational forms. The unit of
analysis is the organizational population. Com
munity ecology focuses on the interactions of
organizational populations in distinct localized
communities. Discussing how bio ecologists use
the term ‘“‘community,” Ricklefs (1973: 590)
writes: “‘the community is spatially defined and
is all inclusive within its boundaries.” For
human ecologists, the pattern of competition
and mutual support exhibited by these various
organizational populations both enables and
constrains the people who live in those commu
nities. This is because organizations are the pri
mary means by which sustenance is brought into
the community. So to understand why a town or
city works the way it does, one needs to under
stand the interplay of the various kinds of organ
izations that operate there. Further, to
understand the operation of individual organiza
tions one needs to consider the patterned
scarcity or abundance of resources that come
bundled in macro structures. Strategic prob
lems faced by managers, policy issues analyzed
by government officials, and personal career or
lifestyle decisions of individuals are all driven in
part by community structure, and the ways
in which resources flow into that community.

COMMUNITIES AND ORGANIZATIONS

Community ecology is by far the older branch of
human ecology. It dates from the early 1920s,
when sociologists such as Burgess (1925),
McKenzie (1924), and Park (1925) began to
study the structure of cities and towns. They
wanted to know why such communities had
neighborhoods characterized by clearly distinct
patterns of economic and social life. They
wanted to know why such communities were
located where they were and especially how dis

tance affected interaction. This line of research
reached its zenith with the publication of Amos
Hawley’s Human Ecology: A Theory of Social
Structure (1950). These early community ecolo

gists were aware that organizations were import

ant and readily labeled neighborhoods and
regions by their dominant economic functions,
referring to them as “retail centers” or “manu

facturing areas.” Their organizational focus was
on competition for resources, especially for
space.



However, community ecology was really
about how human populations are concentrated
in communities, and how those people go about
their daily lives. So the connection of commu
nity ecology to the field of demography has
always been strong. Organizations figure into
the story mainly as mechanisms for attracting
resources and for distributing them through
the community.

Organizations were treated as more funda
mental parts of the community’s social organiza
tion by Hawley, who placed greater emphasis on
the role of interdependencies in the generation
of community organization than had his prede
cessors. So while people and organizations com
pete, they also depend on each other. They
combine (organize) to increase their power of
action. So people form organizations, and organ
izations build alliances and other BOUNDARY
SPANNING structures to manage interdepend
encies. They do so on the basis of “complemen
tary differences” (symbiosis), in which case the
division of labor requires cooperation. Or they
combine on the basis of “supplementary similar
ities” (commensalism) — what they have in
common (Hawley, 1986).

Organizations are arrayed along a food chain
in which those standing early in the flow of
transactions create conditions under which
succeeding organizations must operate. So
power and “dominance” are enjoyed by those
organizations that most directly mediate with the
community’s environment.

THE IMPORTANCE OF LLOCATION AND SPACE

For all community ecologists, geography and
distance are the crucial underlying organizing
issues. Given some means of transport, distance
can be understood as time, and time defines
limitations on access. So a population ecologist
might view the decision to start a particular kind
of organization as primordial in the sense that
many other decisions are implicit once organiza
tional form is chosen; the community ecologist
would view the location as a primordial decision.

For biological ecologists, “habitat” is the geo
graphical unit of greatest relevance. It is as
sumed that creatures of all kinds live in a
localized environment, in which resource
scarcity or abundance is packaged. Organiza
tions researchers are less likely to make such
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assumptions. In fact, population ecologists
often treat geographical boundaries in a cavalier
fashion, taking them for granted as their data
points come to them. While biologists derive
much theoretical value from models of popula
tion density, these models are usually based on
some fixed geographical referent. When geo
graphical space is less clear, they often refer to
“abundance” rather than density.

Organizations scholars who borrow concepts
from community ecology without considering
the spatial boundaries of ecological systems
miss the point (Astley and Fombrun, 1983). In
this sense, research on strategic groups (Carroll
and Swaminathan, 1992) is closer to the popula
tion ecology tradition than it is to community
ecology.

Fundamentally, the issue is the degree to
which one believes that the resources, whose
scarcity limits organizational populations, are
localized, and whether the social support
networks through which cooperation is effected
are most intense at close quarters. This is
no small matter, as increasingly efficient trans
portation and communications technologies
bring remotely located organizations into
contact.

SOCIAL SUPPORT

Population ecologists have spent considerable
effort showing that patterns of density depend
ent selection conform to a simple model in which
legitimation is juxtaposed with competition for
resources. Social support in this treatment is
legitimation in the phenomenological sense of
social acceptance. More recently, this point of
view has been generalized to focus on the cre
ation of social identities for organizational forms
(Ruef, 2000). People and other organizations use
these identities to inform decisions about
whether to cooperate with an organization or to
withhold cooperation. Given that building and
maintaining social ties takes time and effort, and
involves investing the other with one’s own
reputational credit, this is a complex and risky
decision.

The community level of analysis sheds light
on the study of organizations to the degree that
social contact, relationships, and material re
sources flow in ways that provide advantages to
propinquity. At the same time, propinquity gen
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erates challenges as competition for resources
may concentrate in space as well.

See also evolutionary perspectives; organizational
ecology
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competency
Richard E. Boyatzis

A competency is an underlying characteristic of
a person that leads to or causes effective or
outstanding performance. In the last thirty
years the study of competencies has moved
from psychological research into a quest for a
common basis for human resource management
in most organizations to identify talent early. In
some cultures these characteristics are also called
abilities or capabilities. Each competency is a
constellation of functionally related actions,
linked by common, often unconscious, intent.
For example, the competency called empathy
can be observed by watching someone listen to
others or asking questions about their feelings
and thoughts. If demonstrating empathy, the

person would be undertaking these acts with
the intent of trying to understand another
person. On the other hand, someone could
show these acts while cross examining a witness
in a criminal trial where the intent is to catch
them in a lie — which is likely also to be the
demonstration of another competency, INFLU
ENCE.

Competencies are more complex than skills
and share many features with personality traits
or abilities. Within a comprehensive PERSON
ALITY theory, competencies can be said to em
anate from physiological dispositions and
processes (e.g., neural circuitry and hormones),
unconscious motives and traits, and VALUES
and philosophy (Boyatzis, Goleman, and Rhee,
2000). Clusters of competencies appear to hold
more promise in understanding and predicting
performance  than single competencies.
Most competencies are functionally related to
other competencies. As a result, the distinctions
among them are often more conceptual than
empirical. When separate competencies can be
identified, it appears that using one or two com
petencies from each of the clusters is far more
effective than using all of the competencies in
one or two clusters (McClelland, 1998).

When hundreds of such performance valid
ation studies are collected and integrated,
whether empirically, or conceptually as in Spen
cer and Spencer (1993), about five clusters of
competencies appear as consistently predictive
of effective performance in management, LEAD
ERSHIP, and professional ROLES. They are
(1) the Self Awareness cluster with competen
cies such as emotional self awareness and self
confidence; (2) the Self Management cluster
with competencies such as achievement orienta
tion, emotional self control, and adaptability;
(3) the Social Awareness cluster with competen
cies such as empathy and cultural awareness;
(4) the Relationship Management cluster with
competencies such as influence, teamwork, and
developing others; and (5) the Cognitive cluster
with competencies such as systems thinking and
pattern recognition. The first four clusters have
been collectively called Emotional Intelligence
(Goleman, Boyatzis, and McKee, 2002).

The specific competencies that are empiric
ally validated as distinguishing outstanding per
formance in an organization will be context



sensitive. That is, the particular organizational
culture, industry, structure, and larger culture
surrounding it will affect which of these abilities
are important. The job or role will also affect
which competencies are relevant and which are
critical to performance.

First the military, and then executives in in
dustry, government, and the not for profit
sector, wanted to know how to identify people
early to give them special development or oppor
tunities. David McClelland attached the compe
tency label to this emerging area of study and
created an intellectual focus with his key article
in 1973 called “Testing for competence rather
than intelligence.”

Competency based human resource practices
have gone from new techniques to common
practice over the past twenty five years. Major
consulting companies have become worldwide
practitioners in competency assessment and de
velopment, and conducted major international
conferences, with competency validation studies
conducted in over 160 countries. This work has
focused on all types of occupations. Since most
of this research is done by psychologists based in
consulting companies, most of the studies
remain unpublished, giving rise to an exagger
ated perception in academic circles that there is a
lack of empirical evidence on the topic.

Some competencies are growing in their im
portance, while others may be waning. Compe
tency studies in the last ten years reveal a
growing importance of empathy, cultural aware
ness, teamwork, and adaptability. The diversity
of the workforce has increased dramatically over
the last twenty years. With globalization, the
diversity of customers and vendors has in
creased. To work with heterogeneous people,
we need an ability to be sensitive to others
(e.g., empathy and cultural awareness).

A major advance in understanding the effect
of competencies on performance came from ca
tastrophe theory, which is now considered a
subset of complexity theory. Instead of asking
the typical question, “Which competencies are
needed or necessary for outstanding perform
ance?” David McClelland, in a paper published
posthumously in 1998, posed the question,
“How often do you need to show a competency
to ‘tip’ you into outstanding performance?”
In other words, how frequently should a compe
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tency be demonstrated to be sufficient for
maximum performance? He reported that presi
dents of divisions of a large food company
enacting competencies above certain thresholds
received significantly higher bonuses, which
were proportional to the profitability of their
divisions, as compared to their less profitable
peers (McClelland, 1998). Other studies are
emerging that are replicating these findings, po
tentially giving guidance to managers, leaders,
and professionals about which competencies to
coach in order to add value to performance. The
thresholds or ““tipping points” for each compe
tency would be a function of the organization
environment.

Studies in industry, government, and higher
education have shown that competencies can be
developed (Boyatzis, Cowen, and Kolb, 1995;
Cherniss and Adler, 2000). These longitudinal
studies are showing that the belief that many of
these characteristics cannot be developed (i.e.,
they are innate) is founded on the results of
inappropriate  or ineffective development
methods, and that the development of these
competencies has been sustained over seven
years (Goleman, Boyatzis, and McKee, 2002).

See also emotional intelligence; impression man
agement; interpersonal skills
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complexity theory
Olav Sorenson

Complexity theory refers to a loosely linked
body of research examining the importance of
interactions — in other words, interdependence
among the elements — in dynamic systems,
whether those systems represent small groups,
organizations, industries, or entire economies. In
the physical and biological sciences, where the
term and most of the methods originated,
the Santa Fe Institute has played a crucial role
in promoting the perspective and in linking dis

parate groups of researchers working on funda

mentally similar (from a mathematical point of
view) problems; its working paper series (avail

able at www.santafe.edu) provides an excellent
resource for those interested in the technical
details.

Though in many respects the subject matter
and assumptions of this line of research harken
back to earlier work (e.g., Simon, 1962, or gen
eral systems theory), the advent of cheap com
puting power has transformed the enterprise.
Researchers working in the domain of complex
ity theory typically build an explicit formal
model (i.e., equations specifying rules of action).
Since the interactions in these models make
them too difficult to solve analytically, research
ers rely on simulations to understand the behav
ior of their models (an approach often referred to
as computational modeling).

Though a wide variety of models exists (see
Lomi and Larsen, 2001, for several applications
to the social sciences), two models account for
most of the research applicable to the field of
organizations: the NK model and cellular au
tomata.

The NK model, originally developed by
physicists to analyze the properties of spin

glasses, uses only two parameters to describe
systems: N, the number of elements in the
system, and K, the average degree of interaction
between these elements (for a thorough descrip
tion, see Kauffman, 1993). Heuristically, we can
think of these parameters as generating a “‘fitness
landscape” on which actors search for the best
positions. In systems with a low degree of inter
dependence, these landscapes look like a multi
dimensional hill, gradually ascending to a single
peak. As the degree of interdependence rises,
however, the number of hills and their steepness
rises, making it increasingly difficult for actors
(firms) to find the optima.

Although early work relied on relatively
straightforward translation of the model to or
ganizational issues — for example, Rivkin (2000)
used it to demonstrate that complex strategies
should be more difficult for rivals to imitate —
more recent research has been focused on modi
fying the search algorithms or the pattern of
interactions so that the model assumptions fit
better with what we know about organizations.
For example, Gavetti and Levinthal (2000)
examine a case in which managers use frame
works (rather than a precise understanding of
every organizational routine) to guide them.
Interestingly, they find that these frameworks
can improve firm performance. The intuition
behind this result resides in the fact that these
frameworks prevent managers from becoming
trapped in sticking points (i.e., local optima; for
a complete discussion see Rivkin and Siggelkow,
2002). In fact, much of the recent research could
be characterized as identifying factors that allow
organizations to escape these sticking points; for
example, organizational restructuring, parallel
experimentation, and the division of decision
making across members of the organization have
all been shown to allow firms to find superior
end states. Though as yet unverified, this work
offers new ideas on how and why ORGANIZA
TIONAL DESIGN might influence firm per
formance.

The other main approach involves the use of
cellular automata. Cellular automata generate
more highly structured worlds — interacting
only in local neighborhoods usually with a fixed
degree of interdependence. To understand the
dynamics of cellular automata, imagine a chess
board. In these models, the behavior of one



position (square) would only depend on the eight
adjacent squares (or maybe just the four squares
sharing borders). This differs from the NK
models in three respects: (1) researchers rarely
vary the neighborhood size, hence the level of K
remains fixed across their simulations; (2) the
interactions only occur locally, so one can mean
ingfully represent them in a low dimensional
space (the chessboard has two dimensions; by
comparison, representing an NK model with
the same level of interdependence would require
a 7 dimensional space); and (3) researchers spe
cify the functional form of the interactions in
cellular automata, while interactions have
random effects in the NK model.

The primary application of cellular automata
has thus been to situations in which researchers
want to investigate the nature of the interactions
themselves (rather than the search algorithms of
firms facing uncertain interdependencies). Lomi
and Larsen (1996), for example, have used cellu
lar automata to add a spatial dimension to the
models studied by organizational ecologists.
One of the more interesting findings to date is
that age dependence might be an ecological phe
nomenon; in other words, rising (or falling) mor
tality rates as a function of age might result from
local interactions among firms rather than from
any change in internal organizational processes
(Lomi and Larsen, 2001: ch. 9).

Though theory has been developing at a rapid
pace, relatively little work has been done in
trying to corroborate these ideas empirically.
One can, however, find a couple of notable ex
ceptions in the technology management litera
ture. For example, Fleming and Sorenson (2001)
demonstrate through the analysis of patent data
that the process of invention appears to fit well
the predictions of the NK model, though subse
quent research reveals that the model fails
in situations in which the actors likely have a
theory about the nature of the interactions be
tween components (Fleming and Sorenson,
2004). Similarly, Frenken (2001), analyzing the
usage of physical components in aircraft prod
uct, also finds support for the applicability of the
NK model in the evolution of technology.

Though these results support some of the
basic findings, the future development of this
field depends crucially on empirical work cor
roborating theoretical findings and identifying
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conditions under which these models fail to ex
plain the world. Researchers interested in this
domain, however, should consider it an exciting
opportunity for future research.

See also computer simulation; organization theory;
organizational ecology
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computer simulation
Alessandro Lomi

Computer simulation is a distinctive approach to
the representation of organizational theories.
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Early theories of organizations were expressed in
natural language. Examples of such verbal the
ories are still dominant in contemporary organ
ization studies. The adoption of explicit
algebraic representations has proceeded almost
in parallel with the development of verbal theor
ies. Somewhat more recently, mathematical
formalization has become popular among econo
mists interested in a broad range of organiza
tional issues.

As a consequence of developments in the field
of artificial intelligence, the last decade has wit
nessed the introduction of formal logic in an
attempt to translate theoretical statements ex
pressed in natural language into symbolic
systems that can then be interpreted and ma
nipulated through automatic theorem provers.
While not widely adopted, this particular style
of symbolic representation is gaining legitimacy
within organization studies.

In the context of this general discussion on
theory and knowledge representation, computer
simulation can be viewed as an approach to
THEORY building and testing based on a sym
bolic representation expressible in executable
computer code. As Michael Masuch wrote in
the first edition of this volume (1995: 92): “As
an approach to theory building computer simu
lation and the computer code that embodies the
model differ from other representations only in
the choice of formal constraints on the descrip
tion language.”

Computer simulation has played a central role
in the intellectual development of the field of
organization theory and behavior. Between the
1960s and early 1970s, some of the most influen
tial and imaginative theoretical statements have
been based on computer simulation. As a conse
quence, the intellectual legacies of works such as
Industrial Dynamics (Forrester, 1961), Behav
ioral Theory of the Firm, and the “garbage can”
model of organizational choice (se¢ GARBAGE
CAN MODEL) continue to shape the contempor
ary debate.

Simulation modeling was not much influ
enced by — and did not significantly influence —
the developments of organizational theories
during the 1970s and the 1980s. More recently,
however, progress in computer technology and
the emergence of a new generation of simulation
models called agent based models are beginning

to bridge the gap between theoretical problems
and methodological possibilities (Bonabeau,
2002). The work of Epstein and Axtell (1996),
the new computational and mathematical organ
ization theory (CMOT) movement (Carley and
Gasser, 1999), and the chapters collected in the
volumes edited by Carley and colleagues collect
ively demonstrate the resurgence of interest in
computer simulation across the social and organ
izational sciences.

As Herbert Simon (1969) recognized more
than thirty years ago, the central question
about computer simulation still remains: Can a
computer model tell us anything that we do not
already know? Recent advances in the related
fields of pattern discovery, evolutionary compu
tation, computational mechanics, and artificial
life provide good reason for a cautious, but
optimistic, positive answer to this fundamental
question.

See also decision making; organization theory, re
search methods; technology
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se¢ BEHAVIORISM

conflict and conflict management
Carsten K. W. De Dreu

The current view of conflict is that it is a process
that begins when Party (e.g., an individual, or
group) feels Other did or will do something that
negatively affects Party’s interests, opinions, and
beliefs, or norms and values. This conflict pro

cess entails conflict issues, conflict experiences,
conflict management, and conflict outcomes
(Thomas, 1992). Conflict issues refer to the con

tent of the conflict: Is it about resources (power,
money, time) or information (ideas, opinions,
values), or according to another taxonomy,
about task content, task process, or relationships
(De Dreu, Harinck, and Van Vianen, 1999; Jehn
and Mannix, 2001)? Conflict experiences involve
the emotions and feelings, the motivational
goals, and the cognitive structures that are
elicited by and associated with the conflict
issues, the context within which the conflict
takes place, and the other party. Conflict man

agement refers to the way parties manage their
conflict experiences, and is usually aimed at
mitigating or fueling the conflict. Conflict out

comes involve both performance related vari

ables such as learning and innovation,
individual or team effectiveness, and return on
investment and market share, as well as health
related variables such as psychosomatic com

plaints and BURNOUT (see STRESS).

Conflict in organizations occurs at four levels
of analysis. Conflict is intrapersonal when an
individual or group faces role conflict or ambi
guity, or when choices between two negatives or
two positives have to be made. In addition to
these decisional conflicts, there is group conflict
between individuals within a work unit or team,
intergroup conflict between groups within the
same organization (e.g., between departments,
or between unionized workers and manage
ment), and inter organizational conflict between
different organizations.

Although conflict is inherent to organizations,
it is embedded in some organizations more than
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in others, and may take different forms
depending on organizational structure (Jaffee,
2000). For instance, matrix organizations have
decisional conflict explicitly built in, and inter
personal conflict over the distribution and allo
cation of resources is repeatedly observed.
Traditional bureaucracies face political, inter
group conflict between high and low power
members. Team based organizations face
group conflict about task content, task process,
and relationships.

CoONFLICT AND OUTCOMES

Conflict is often associated with negative out
comes only, but a more balanced view has
emerged in the past two decades. Two models
of conflict and performance have been proposed.
The inverted U shape model assumes that ex
tremely low and extremely high levels of conflict
are bad for performance and health, whereas
moderate levels of conflict stimulate individual
and group performance (Walton, 1969). The
idea is that at low levels individuals are not
stimulated to process information, whereas at
high levels there is too much arousal and cogni
tive load to accurately and creatively process
information. As a result, at moderate levels of
conflict individuals and groups are most creative
and innovative, and perform most effectively.
Empirical support is mostly indirect and cir
cumstantial.

The task relationship conflict model pro
posed by Jehn (e.g., Jehn and Mannix, 2001)
considers team level processes. It assumes that
whereas relationship conflict is bad for perform
ance, task conflict is beneficial especially in
non routine, complex tasks (se¢e GROUP
DYNAMICS). The idea is that when performing
complex and non routine tasks, conflict related
to task content and process stimulates team
members to reconsider their assumptions, their
routines, and their solutions, and this leads them
to develop more innovative and better work pro
cesses. Relationship conflict may derive from
dissimilarity among team members in terms of
demographic differences (e.g., age, gender, cul
tural background), whereas task conflict may
derive from diversity in terms of insights, edu
cational background, and expertise. Although
intriguing and stimulating, a meta analysis of
the research base to date uncovered no support
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for the model — both task and relationship con
flict were negatively associated with team effect
iveness (De Dreu and Weingart, 2003).

CONFLICT MANAGEMENT

Although it is obvious that conflict at work
affects individual and group performance, and
individual well being, it also has become clear
that these effects cannot be simply understood in
terms of conflict intensity, or the task or rela
tionship focus of the conflict. Instead, one needs
to incorporate the way conflict is managed
(Lovelace, Shapiro, and Weingart, 2001; Tjos
vold, 1998). Conflict management is what people
in conflict intend to do as well as what they
actually do. Whereas an infinite number of con
flict management strategies may be conceived of,
conflict research and theory tend to converge on
the idea that individuals in conflict can (1) ask
for third party intervention (asking a judge, an
arbitrator, their manager, or fate to make a deci
sion), (2) engage in unilateral decision making
by trying to impose one’s will on the other side
(forcing), by accepting and incorporating other’s
will (yielding), or by remaining inactive, or
(3) engage in joint decision making (seeking a
compromise, problem solving, negotiation,
asking a mediator for help). Sometimes, differ
ent conflict management strategies are used se
quentially (e.g., when mediation is followed by
arbitration, or in a good cop/bad cop strategy),
or simultaneously when forcing on one item is
combined with yielding on another (‘“‘logroll
ing”: see Pruitt and Rubin, 1986).

Realizing the importance of conflict manage
ment, many large companies have adopted Al
ternative Dispute Resolution to control and
reduce the cost and resentment associated with
prolonged conflict and associated lawsuits.
These programs basically seek to stimulate em
ployees and managers to handle their conflicts
through joint decision making, rather than
through litigation and arbitration (Ury, Brett,
and Goldberg, 1993). Obviously, to make these
programs work employees and their managers
should have strong conflict management compe
tencies, and acquiring this requires investment
by employees and their organization.

Two theories explicitly deal with the ways
conflict management relates to individual and

group performance. The theory of cooperation
and competition (Deutsch, 1973; Tjosvold,
1998) assumes that individuals view their goals
to be positively linked to those of others (co

operative interdependence: both sink or swim
together), to be negatively linked to those of
others (competitive interdependence: when one
swims, the other sinks), or to be independent.
Under cooperative goal interdependence, parties
engage in ‘“‘constructive controversy” and re

spect others’ views and attitudes, approach the
issues open mindedly and try to work together
to learn from the conflict. Under competitive
goal interdependence, or when goals are inde

pendent, parties develop negative, hostile atti

tudes, they engage in lying and deception, and
competitive exchanges characterize interaction.
In general, constructive controversy is believed
to be beneficial to individual participants and
their teams: it fosters innovation, effectiveness,
and interpersonal relations. The theory has re

ceived good support from both experimental and
field research (Tjosvold, 1998).

Dual concern theory (Pruitt and Rubin,
1986), and the related conflict management
grid (Blake and Mouton, 1964) predict when
and why individuals engage in unilateral deci
sion making (forcing, yielding, inaction) or joint
decision making (problem solving, negotiation).
The basic idea is that parties have a high or low
concern for their own interests and, independ
ently, a high or low concern for their counter
part’s interests. Concern for self is high when
realizing own interests is positively valued, in
strumental, and feasible. Thus, while most indi
viduals positively value their own interests, they
can be judged more or less instrumental, and
more or less feasible in a particular situation.
This explains why concern for self can vary
between high and low. Concern for other is
high when realizing other’s interests is positively
valued (e.g., one likes the other), instrumental
(e.g., one needs the opponent in future inter
action), and feasible. Thus, concern for other
may be rooted in genuinely pro social motives,
or in enlightened self interest (i.e., by helping
the other one serves one’s own interests best).

When concern for self is high and the concern
for other is low, parties engage in forcing, and
they try to impose their goals upon the other
party. Forcing can be rights based when parties



refer to standards, norms, and basic principles,
or power based when parties use their threat
capacity to get their way (Ury, Brett, and Gold
berg, 1993). When concern for self is low and
concern for other is high, parties engage in
yielding and give in to their opponent’s demands
and desires. When both concern for self and
concern for other is low, parties engage in in
action and are predicted to remain passive. When
both concern for self and concern for other is
high, parties collaborate and engage in problem
solving.

A meta analysis of research on NEGOTI
ATION has provided strong support for Dual
Concern Theory, and also revealed its predictive
value to be superior to the Theory of Cooper
ation and Competition (De Dreu, Weingart, and
Kwon, 2000). This and other work has also
revealed that problem solving is associated with
more integrative agreements, reduced probabil
ity of future conflict, greater SELF EFFICACY,
and enhanced interpersonal liking (e.g., Love
lace, Shapiro, and Weingart, 2001; for reviews,
see Pruitt and Rubin, 1986; Thomas, 1992).

FUTURE RESEARCH

Although including conflict management into
the equation leads to a much more powerful
prediction of the relationship between conflict
and performance, four issues require attention in
future research. First, most of this work seems to
rest on the implicit assumption that there exists a
“one best way” to manage conflict. Although
constructive controversy and problem solving
are probably the most suited strategies in many
cases, some conflicts require inaction, and others
require forcing to insure high levels of perform
ance. Work is needed to develop more sophisti
cated models of the interplay between types of
conflict at work, conflict management strategies,
and conflict outcomes in terms of performance.
In addition, most work on conflict has a rather
short term focus, and more research is needed to
understand the long term effects of conflict on
team performance, employee turnover, and in
dividual health and well being.

Second, cumulating research reveals that in
dividuals from individualistic countries (e.g.,
Western Europe, US) are more confrontational
and assertive in managing conflict, whereas in
dividuals from collectivist culture (e.g., South
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east Asia, Africa) tend to value harmony and
fairness (e.g., Gelfand and Realo, 1999). This
work will gain applied value for multinational
companies when it moves into the study of cross
cultural encounters — when individuals from
different cultures have to manage conflict be
tween them.

Third, research is needed also to better
understand the possible negative effects of con
flict on employee well being. Although initial
research suggests relatively weak effects only,
individual differences and organizational char
acteristics may turn out to be important moder
ators. For example, prolonged, systematic
bullying at work may lead victims to develop
irreversible psychosomatic complaints prohibit
ing them from participating in the labor market,
and conflict between manager and subordinate
may have much stronger influence on the sub
ordinate’s health than conflict between two sub
ordinates.

Fourth, and finally, we need to integrate re
search on conflict with two obviously related but
currently dispersed literatures. Conflict research
and theory can and should be integrated with
research on leadership, power, and influence.
Related to this is that conflict theory needs to
be integrated with research on organizational
change, resistance to change, and innovation.
With regard to change, it is interesting and im
portant to note that conflict theory implicitly
assumes that both parties want change. Most
organizational change programs involve some
parties desiring change and some parties desiring
to maintain the status quo. We have limited
understanding of how these asymmetrical con
flicts (Pruitt and Rubin, 1986) can and should be
managed, and how ways of managing resistance
to change affect future performance of individ
uals, groups, and entire organizations.

Taken together, we have a fairly solid idea
about how conflicts are and should be managed,
and when and why conflict hurts or stimulates
performance. Most conflicts are detrimental
to performance and health. Those concerned
with task content can be productive, provided
they are managed collaboratively and construct
ively. Cross cultural comparisons, an enhanced
focus on the psychosocial aspects of organiza
tional life, and greater effort to understand
asymmetrical conflicts will produce a more bal
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anced and sophisticated conflict theory with
strong implications for individual health, group
performance, and organizational design.

See also collaboration; exchange relations; group
decision making, politics; power
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conformity
Daniel C. Feldman

This is the shift of an individual’s behaviors and
attitudes toward the perceived standards of the
group as a result of group pressure (Kelman,
1961; Asch, 1951; Sherif, 1936).

Substantial work has been conducted on dis
tinguishing conformity from other responses to
group pressure and social INFLUENCE (see
IDENTIFICATION). For conformity to exist,
the following conditions should be present:

1 The individual has a crystallized attitude or a
regular behavior pattern before exposure to
group influence.

2 The individual’s attitude or behavior
changes as a result of group influence.

3 The individual’s attitude or behavior
changes in the perceived desired direction
of the group.

4 Theindividual’s attitude or behavior changes
soon after exposure to group pressure.

5 Theindividual’s private beliefs change as well
as his or her publicly stated attitudes and
publicly observable behaviors (Nail, 1986)
(Se¢e MINORITY GROUP INFLUENCE).

There has been considerable research on the
factors which predispose individuals to conform
to group pressure. The classic Yale Obedience
Study (Milgram, 1974) and Stanford Prison
Study (Haney and Zimbardo, 1973) suggest
that individuals are more likely to conform
when the work environment is uncertain and



individuals need the group for information,
when individuals have low self esteem and
need the group for affirmation, when the group
is prestigious and individuals value group mem
bership highly, when individuals have made a
public COMMITMENT to the group, when indi
viduals are new in the group or at lower levels of
the organization, and when individuals are alone
in their opposition to the group’s position
(Kiesler and Kiesler, 1969).

In general, the research suggests that situ
ational factors have a greater impact on an indi
vidual’s willingness to conform than individual
PERSONALITY traits. For example, the Stan
ford Prison Study suggests that an individual’s
role demands can completely overwhelm other
aspects of his or her self identity under extreme
social pressure (Haney and Zimbardo, 1973) (see
ROLE TAKING). Indeed, in studies of the con
formity of individuals to immoral or unethical
demands, it has been found that conformers are
“ordinary people” who follow orders out of a
sense of obligation to their leaders and not from
any peculiarly aggressive tendencies (Milgram,
1974).

While individuals’ conformity to group ex
pectations may make daily functioning of the
group more predictable and routine, there is sub
stantial evidence that too much conformity can be
detrimental to the quality of GROUP DECISION
MAKING (Janis, 1972) (se¢e GROUPTHINK). In
organizational settings, too much conformity can
result in the group’s inattention to flaws in its
planning and DECISION MAKING activities as
well as intolerance of, and lack of acceptance of,
fresh perspectives of new group members (Feld
man, 1984; Dentler and Erikson, 1959). For this
reason, researchers and practitioners have
been investigating group process interventions
(se¢ ORGANIZATIONAL DEVELOPMENT) and
group decision making heuristics to help groups
build in safeguards against overconformity.

See also affiliation, need for; group dynamics
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congruence
Kim Cameron

This term refers to a condition where two elem

ents match, fit with, or are in harmony with one
another. In organizational behavior, congruence
has been applied to at least two different phe

nomena: interpersonal COMMUNICATION
and ORGANIZATIONAL DESIGN. Congruence
in interpersonal communication means that a
person’s message (i.e., the words spoken)
matches exactly the person’s thoughts and feel

ings. Rogers (1961) claimed that the “fundamen

tal law of interpersonal relationships” is centered
on congruence: the more congruence in an inter

personal relationship, the stronger and more
satisfying it is.

Congruence in organization design refers to
consistency among various elements in an organ
ization. Authors have focused on different
organizational attributes, but the basic assump
tion is that when these elements are congruent,
the organization is more effective (see Nadler and
Tushman, 1997). The well known 7-S frame
work, for example, proposes that ORGANIZA
TIONAL EFFECTIVENESS is enhanced when
congruence exists among seven elements: strat
egy, structure, systems, staffing, SKILLS, style,
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and shared vALUES. This means that each elem
ent fits with, reinforces, or is consistent with all
other elements. To attain high performance, or
ganizations and teams must strive to develop
congruence among these various elements.

See also inter organizational relations; organiza
tional design
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consensus
J. Keith Murnighan

Consensus refers to an often used, informal
group decision making process (s¢¢ GROUP DE
CISION MAKING). Ideally, consensus means a
clear, open discussion of many alternatives until
the group chairperson suggests that one alterna
tive is clearly favored. If no group member dis
agrees, this consensually supported alternative is
taken as the group’s decision. Typically, how
ever, the consensus process is informal and un
structured, allowing for many attempts at
INFLUENCE or political action within the
group (se¢e GROUP DYNAMICS; POLITICS).

True consensus can generate commitment to
the decision and strong GROUP COHESIVENESS
(see coMmMITMENT). Unfortunately, the un
structured nature of the process leads to a variety
of problems, including:

1 asmall number of low quality alternatives or
ideas;

2 potentially strong social pressure within the
group, especially when someone with
POWER states a consensus prematurely;

3 low task orientation, when group members
spend more time interacting socially than
attending to their task;

4 a high potential for coNFLICT if people
disagree (Murnighan, 1981).

Nevertheless, consensus has such positive con
notations, implying agreement, democracy, and

informal unanimity, that many organizational
groups, even very large groups, use it for many
if not all of their decisions.

See also decision making, group norms; groupthink
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consultancy
Ginka Toegel

Management consulting can be defined as the
provision of independent advice and help about
the process of management to clients with man
agement responsibilities (ICMCI, 2004). Con
sultants are not supposed to run organizations
or to make decisions on behalf of their execu
tives. The deeper connotation of the concept
“consultation” is “helping” (Schein, 1999).
While managers (principals) have direct power
and responsibility over the action, consultants
(agents) try to get things done by providing
advisory service and assistance, without taking
charge.

THE CONSULTING PROCESS

There are five generic purposes for using consult
ants: achieving organizational objectives (e.g.,
competitive advantage, growth, etc.), solving
management and business problems (e.g., loss
of important markets, high labor turnover, etc.),
identifying and utilizing new opportunities (e.g.,
improving quality), enhancing learning, and im
plementing change.

The consulting process can be conceived as
going through five phases. First is entry. This
includes the first contact with the client, discus
sions on what the purpose of the assignment
should be, clarification of the roles of both
parties, preliminary problem diagnosis and ne
gotiation of the consulting contract. In the
second phase, diagnosis, the problem is studied
in depth. This means that data are collected,
analyzed, and fed back to the client. The third
phase, action planning, focuses on the finding of a
solution to the problem. It encompasses devel



opment and evaluation of alternatives, elabor
ation of strategies and tactics for implementing
changes, and discussion of the proposals with the
client. The fourth phase is implementation. When
change starts happening, consultants may adjust
the proposal, train staff, and assist management
in the process of delivering change. The fifth
and final phase is termination. Now performance
has to be evaluated by both the client and the
consultant, a final report is presented, and pos
sible follow ups are discussed. At the end of this
phase, the consultant withdraws.

A HisToricAL OVERVIEW

The development of consulting reflects the evo
lution of management. Researchers distinguish
three different generations of management con
sultancies (Kipping, 2002). The first wave goes
back to scientific management, when consultants
such as Emerson, Maynard, and Bedaux focused
on improving productivity and efficiency. The
late 1950s was characterized by the dominance of
a new generation of management consultancies
(e.g., Booz Allen, McKinsey, BCG, A. T. Kear
ney) that focused on corporate strategy and or
ganization. In the late 1970s, information
technology opened new opportunities for value
chain management. Accounting and auditing
firms were quick to start implementing large
scale information and coordination systems.
This gave rise to the third generation of network
building consultancies such as the so called “Big
Five” accounting firms, plus EDS, CSC, and
Gemini. Historical review suggests that consult
ancies from one wave have found it difficult to
retain their dominant position in a subsequent
wave and to compete with the newcomers. In the
last decade, for example, second generation con
sulting firms lost substantial market share. One
reason is that reputation and brand equity are
difficult to build or change. While consultants
generally send the right signals to relevant con
stituencies during the expansion phase, they can
be seen as outdated when the new generation of
consultancies emerges. The second reason is the
difficulty in changing the skills of consultants
quickly or to adjust the internal organization of
the consulting firm to fit the requirements of the
new wave.

In recent decades, the consulting sector has
experienced steady growth. Compared with
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1992, the world consulting market in 1999 was
up 260 percent and its total revenue amounted to
$102 billion (Kubr, 2002). It is estimated that
currently about 700,000 management, business,
and IT consultants are operating worldwide.
Nowadays, there are more than 50 large multi
national consulting firms with more than 1,000
staff members. In 2000, twenty of those giants
labeled as “full service consulting firms” pro
viding “total service packages” earned over $1
billion each.

PERSPECTIVES ON MANAGEMENT
CONSULTING

There are two main perspectives on the content
of management consulting practice (Fincham
and Clark, 2002). The first one is the ORGAN
IZATION DEVELOPMENT (OD) approach,
which began in the 1950s and dominated until
the mid 1980s. The second one is the critical
perspective (se¢e CRITICAL THEORY). The
major goal of the OD approach was to increase
an organization’s effectiveness through a
planned and participative intervention process.
While OD focuses on the management consult
ing activity itself, the critical perspective sug
gests that the real problem faced by consultants
is to demonstrate their value to clients in the first
place. It argues that management consulting is
not a profession and that references to effective
ness and success are a form of rhetoric used by
consultants to legitimize their claimed core
product, namely knowledge (see Alvesson,
1993).

Organizational researchers have turned their
attention to the role of consultants as knowledge
brokers, to their expertness, or to their contribu
tion to management fads. An interesting stream
of studies tries to explain why management con
sulting exists and the roles management consult
ants play. With the proliferation of management
consulting, a substantial body of literature con
cerned with the litany of complaints about its
inefficiency has accumulated.

TYPOLOGIES OF MANAGEMENT
CONSULTING INTERVENTIONS

In the last decade, sociologists realized that the
modern profession of consulting has been largely
ignored compared with the traditional ones, like
law and medicine. The short institutional his
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Table 1 Overview of the typologies of management consulting

Typology Authors Description
Dichotomy Greiner and Metzger, 1983  Content vs. process consultants
Kubr, 2002 Resource vs. process roles
Hargadon, 1998 Generalists vs. functionalists
Ganesh, 1978 Human vs. system orientations
Continuum Margulies and Raia, 1972 Task (technical expert) — process (facilitator)
Lippitt and Lippitt, 1978 Directive — non directive approach
Turner, 1982 Hierarchy of 8 task categories, which reflect
consultant’s involvement
Tilles, 1961 3 roles: sellers of services, suppliers of
information, and business doctors
Steele, 1975 9 roles: teacher, student, detective, barbarian,
clock, monitor, talisman, advocate, and ritual
pig
Roles and Nees and Greiner, 1985 5 roles: the mental adventurer, the strategic
metaphors navigator, the management physician, the system

Schein, 1999

architect, and the friendly co pilot
3 models: purchase of information, doctor patient,
and process consultation

tory of this profession is reflected in its poorly
defined boundaries, hence typologies are
necessarily broad. They are of two main types:
dichotomies/continua and metaphors. An over
view of these current typologies (see table 1)
shows that they focus, variously, on the nature
of the consulting problem, on the consulting
process itself, and on the style of consultants.
Not all are conceived as normative or prescrip
tive in intent. The goal of many of them is to
help us apprehend the different inputs, pro
cesses, and outcomes in consulting interven
tions.

FuTture TRENDS

During the last decade, clients have become
more competent in using consulting services.
There is a trend to involve consultants more
actively in the phase of implementation and to
make their remuneration contingent on results.
E consulting and outsourcing have become the
fastest growing areas of service. Current trends
reflect the growing complexity of national and
international business environments and the
rapid advancement of information technologies.
Five main trends can be discerned:

1 Redefinition and restructuring. Services have
become more integrated and multidisciplin

ary. This has triggered a redefinition of man

agement consulting in terms of widening the
service portfolio and establishing working
alliances with other consultants and service
firms. Some consultants even prefer to
define their field as business consulting, con

sulting to whole sectors or stratas of firms.
This has led to increased concentration of
service provision from among the top con

sulting firms, which have grown fastest. One
emerging trend is to couple consulting with
another business such as airline operation,
banking, insurance, or manufacturing. In
2000, for example, IBM employed 50,000
consultants and provided management con

sulting alongside I'T services.

Joint teams of internal and external consultants.
There is a rapid growth of internal consult

ants, mainly in large business operators.
While critics contend that in house consult

ing cannot provide independence, objectiv

ity, and knowledge from other companies in
the industry, supporters point out advan

tages such as intimate knowledge of the com



pany, confidentiality, and substantially lower
costs. In future, we will see more joint teams
of internal and external consultants, because
the arrangement satisfies all parties: it lowers
costs, knowledge gets transferred to internal
consultants, while the external ones diagnose
problems more quickly talking to colleagues
(se¢e KNOWLEDGE MANAGEMENT).

3 Avoiding conflict of interest. Following the fi
nancial scandal of Enron, the analysis of
Anderson’s audit failures revealed conflict of
interest. Since 2001 there is a growing pres
sure from regulatory authorities in different
countries to separate management and other
business services from audit services in order
to guarantee impartiality and objectivity.

4 Commoditization. The essence of consulting
is the creation, transfer, sharing, and appli
cation of management and business know
ledge (Kubr, 2002). Especially in the field of
IT and e business, commoditization of busi
ness knowledge in terms of developing
standard procedures and delivering standard
products has led to spectacular growth. The
use of standard instruments permits the em
ployment of more junior consultants, often
criticized by clients as “the school bus
approach.”

5 Flexible arrangements. Some practices reflect
some new modes of purchasing consulting
services for a longer period of time. A re
tainer contract, for example, implies that
the client purchases a certain amount of con
sultant’s time. It can be used to review peri
odically results and trends of the client’s
business or to provide a constant flow of
information in a certain area. Under these
more flexible arrangements, consultants may
become permanent board members, personal
advisors to top management, and providers
of new ideas.

See also change methods; organizational change;
outsourcing;
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se¢ CONSULTANCY

contingency theory
John Freeman

This denotes a body of literature that seeks to
explain the structure of organizations by analyz
ing their adjustment to external factors, particu
larly changing circumstances that introduce
uncertainty in DECISION MAKING.
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Prior to the development of contingency
theory, organizations were usually understood
as closed systems (se¢ SYSTEMS THEORY),
with ORGANIZATIONAL DESIGN based pri
marily on maxims for organizing that emerged
from literature on public BUREAUCRACY and
military organization. Contingency theory drew
attention to the organization’s environment and
to its TECHNOLOGY, both of which were
understood as outside the organization and as
subjects of independent or exogenous causation;
hence, the term OPEN SYSTEMS. Contingency
theory viewed organizations as reacting to
the environments and technologies around
and within them, rather than to the effects of
organizations on their environments. Conceptu
alization of these sources of contingency tended
to be broad, with frequent reference to “the
environment” without specifying the sources
of such effects. So while open systems perspec
tives continue to figure prominently in organiza
tional research, most succeeding theory has
focused on the reciprocal relationship between
internal organization and its context. In add
ition, contingency theory often viewed organiza
tions in a static way, assuming that adjustment to
contingencies would happen in a straightfor
ward, often rationally designed and managed
way.

The primary argument of contingency theory
is that when activity in the organization is rou
tinized, bureaucratic organization prevails. The
fixed structure of bureaucracy is undermined
when contingencies generate high levels of un
certainty. This happens either when techno
logical factors or the environment are unstable,
producing numerous unanticipated events re
quiring a response, or when the pattern of inputs
to the organization is complex. In either case,
structure becomes more complex with a finer
division of labor, more highly trained and skilled
personnel, fewer written rules, and less direct
vertical supervision. Organizations in unstable
environments, or those using rapidly changing
technologies, display patterns of interdepend
ency that are characterized by large numbers of
non routine problems whose solutions have im
plications for many parts of the organization.
Because the parts affected by each problem
differ, and the problems do not repeat them
selves in precisely the same way, a customized

response is required. This leads to a fluid mode
of organization or an organic system as opposed
to a mechanistic system (Burns and Stalker,
1961) (se¢e MECHANISTIC/ORGANIC).
Contingency theory was undermined when its
empirical base was called into question. Tech
nology loomed less large to subsequent research
ers when it was shown that research designs
mixed partial organizations, such as factories
owned by larger corporations, with free
standing organizations with a full complement
of support functions (e.g., finance, marketing).
Size seemed to matter as much as technology and
many effects that appeared to emanate from the
technology were as much a function of size. In
addition, the reactive nature of contingency
theory drew criticism from those who saw
many issues of technology and environment as
subject to managerial choice. Finally, the rela
tively undifferentiated conceptualization of the
environment drew criticism as subsequent re
searchers focused attention on the flow of re
sources and the tendency for POWER in
organizations to emanate from resource flows.

See also leadership; organizational change; organ
ization theory; resource dependence
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continuous improvement
Gerald E. Ledford, Fr.

The view that organizations should strive cease
lessly to improve is a basic principle of TOTAL
QUALITY MANAGEMENT. Continuous im
provement has long been advocated by the two
leading gurus of the quality movement, J. M.
Juran and the late W. Edwards Deming. One of



Deming’s famous Fourteen Points was “im

prove constantly and forever the system of pro
duction and service.”

Japanese students of Deming and Juran read
ily embraced the concept, translated as kaizen,
decades ago. Continuous improvement today is
fundamental to the Japanese management style.
Continuous improvement ‘‘is a pervasive con
cept linked to all Japanese manufacturing prac
tices” (Young, 1992).

The notion of continuous improvement is not
obvious from the perspective of organization
theory. For example, the concept of continuous
improvement contrasts with the concept of dy
namic homeostasis in open systems theories (see
SYSTEMS THEORY). Open systems theories
treat changes to the system as disruptions or
threats to survival. The system is seen as con
stantly striving to return to an equilibrium state
that preserves its basic character. By contrast,
the idea of continuous improvement suggests
that there may be no state of dynamic equilib
rium. Rather, organizational members con
sciously choose to keep the organization in a
chronically unfrozen state.

A number of texts provide specific tools and
techniques for the practice of continuous im
provement (e.g., Imai, 1987; Robson, 1991,
Schonberger, 1982). These tend to emphasize
work analysis, production techniques, and
group problem solving techniques.

Employees do not always embrace the concept
of continuous improvement. Some in the labor
movement characterize it as part of a pattern of
“management by stress” (e.g., Parker and
Slaughter, 1988), in which managers cajole em
ployees into surrendering ideas that may elimin
ate their jobs. Without employment guarantees,
the productivity increases that result from con
tinuous improvement may indeed threaten
jobs. Thus, Young (1992) hypothesized that con
tinuous improvement will be adopted faster and
will be more successful where there is a lower
likelihood that workers will be laid off from their
jobs. It is also possible to reward employees dir
ectly for offering suggestions leading to improve
ment. This is a common practice in Japan (Imai,
1987). Young (1992) hypothesized that the avail
ability of monetary and non monetary rewards
would enhance the adoption and effectiveness of
continuous improvement efforts.
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Many theories of organizational change con
trast gradual, incremental, or routine change
with a more dramatic form of change, variously
called strategic, punctuated, discontinuous, or
radical. The experience of continuous improve
ment challenges theories that equate incremental
changes with minor ones. Such perspectives
often underestimate the cumulative power of
incremental changes to transform organizations
and even industries over time. For example,
firms in the automobile industry have been rad
ically transformed over the last 25 years even
though it is difficult to point to radical changes,
such as new technology, that have created this
change. Rather, decades of continuous improve
ment have increased productivity and quality
dramatically and have led to changes in virtually
every aspect of the management of these firms as
companies have responded to and fostered more
continuous improvement.

See also empowerment; innovation; job design;
organizational effectiveness
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contracts
Madan M. Pillutla

Contracts are collections of commitments,
duties, and rights, which establish specific
obligations and entitlements for each party
(Farnsworth, 1980). According to Parks and
Smith (1998), these commitments are created
through one of two contractual mechanisms:



70 contracts

promissory or social contracting. Promissory
contracts refer to the explicit exchange of com
mitments about tangible factors such as future
behaviors, goods, and services, and non tangible
ones such as loyalty and fidelity. Social contracts
refer to the common understanding of the
appropriateness of particular behaviors, and pro
vide the normative background against which
promissory contracts are created, maintained,
and executed.

Within the organizational literature, those
interested in PSYCHOLOGICAL CONTRACTS,
which refer to the reciprocal expectations and
obligations that characterize the relationship
between employees and their organizations,
examine social contracts. Promissory contracts
are central to economic theories of organization
such as AGENCY THEORY and transaction
cost economics (s¢¢ TRANSACTION COST ECO
NoMIcs). The basic assumptions in organiza
tional economics models are that complex
contracts are necessarily incomplete (because of
BOUNDED RATIONALITY) and that individuals
are opportunistic. Thus organizations (or indi
viduals) should design contractual relationships
by taking ex ante safeguards to deter ex post
opportunism. Transaction cost economics pro
poses that organizations choose to locate a trans
action either in a market or within a hierarchy
depending on the relative costs of bureaucratic
inefficiency or of contract remediability in the
market (e.g., through the courts).

Recent research suggests that in addition to
bringing transactions within a hierarchy, organ
izations attempt to resolve the incomplete con
tracts problems with relational contracts
through which the parties reach accommoda
tions when unforeseen or uncontracted events
occur. Relational contracts are common in the
networks of firms in the fashion industry or the
diamond trade, and in strategic alliances, joint
ventures, and business groups. Formal contracts
must be specified ex ante in terms that can be
verified ex post by the third party, whereas a
relational contract can be based on outcomes
that are observed by only the contracting parties
ex post, and also on outcomes that are prohibi
tively costly to specify ex ante (Baker, Gibbons,
and Murphy, 2002).

The economic approach towards contracting
would consider relational contracts to be a prom

issory one, as it emphasizes that these contracts
are worth undertaking only if the value of
the future relationship is sufficiently large that
the parties to the contract do not renege. Rela
tional contracts, within this tradition, are there
fore more a matter of self interested, profit
seeking behavior rather than willful commit
ment or altruistic attachment (Macneil, 1978).
The embeddedness approach (e.g., Uzzi, 1997),
on the other hand, emphasizes the non
calculative, psychological processes, primarily
TRUST, in the maintenance of relational con
tracts (se¢e NETWORK THEORY AND ANALY
s1s). Within this tradition, relational contracts
appear to be social rather than promissory.

Despite these differences, both approaches
agree that relational contracts tend to be parti
cularistic, involve long term investments, and
are mutually understood and enforced. They
are likely to be characterized by a willingness to
honor the spirit of the contract rather than the
letter, and when disputes arise they are expected
to be resolved through internal mechanisms that
are designed to preserve the long term relation
ship rather than the legalistic remedies that char
acterize formal contracts. A relational contract
thus allows the parties to utilize their detailed
knowledge of their specific situation and to adapt
to new information as it becomes available
(Baker, Gibbons, and Murphy, 2002).

See also
relations

bureaucracy;  inter organizational
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corporate boards
William Ocasio

Corporate boards are the top level decision
making bodies in corporate forms of organization.
Typically composed of a chairperson and direct
ors from inside and outside the corporation, as
well as several committees, the study of corporate
boards has been an active area of research in
macro organizational behavior for over 30 years.

Despite their formal authority over corporate
decisions, the role and importance of boards of
directors remains a subject of theoretical and
empirical controversy. Building on Berle and
Mean’s classic study of the separation of owner
ship and control in large US corporations, the
study of corporate boards is closely associated
with research on the relative power and control
of managers, shareholders, and financial capital
ists. With the rise of agency theory perspectives
in macro theory (Walsh and Seward, 1990), re
search on boards has focused on the ability of
boards of directors to monitor and control the
activities of corporate managers.

Early research on boards undertaken from a
resource dependence perspective (Pfeffer and
Salancik, 1978) viewed boards as mechanisms
for mitigating external control of organizations,
allowing for the firm to adapt to its environment.
This view of the board was challenged by power
elite theorists (Useem, 1984; Mizruchi, 1992)
who focused on the role of boards in maintaining
the intercorporate power structure. Useem
viewed board members in large corporations in
Great Britain and the United States as an “inner
circle,” a group of selected business elites who
typically have ties to multiple numbers of big
corporations, who transcend the boundaries of
one particular firm or company, and who act to
make fairly concerted actions to push for the
interests of the big businesses as a whole. They
give coherence and direction to the politics of
business. Useem also notes that their activities
have become particularly influential politically in
the 1970s and 1980s in Great Britain and the
United States. Adopting a structural model of
social action, Mizruchi (1992) examined the
effects of factors such as geographic proximity,
common industry membership, stock owner
ship, interlocking directorates, and interfirm
market relations on the extent to which firms
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behave similarly and found that both organiza
tional and social network factors contribute to
similar behavior among board members.

Network and intercorporate approaches to
boards continue to influence research on boards
and interlocking directorates. The most import
ant finding is that boards serve as a mechanism
of intercorporate diffusion and imitation. How
ever, while some innovations diffuse through the
network of interlocking directors, others do not.
For example, Davis and Greve (1997) find that
while poison pills diffused quickly through
board interlocks, golden parachutes diffused
slowly through mechanisms other than board
membership. Davis and Greve argue that boards
provide a mechanism for cognitive legitimacy at
the intercorporate level, providing evidence that
other board members in similar roles make simi
lar decisions.

Following both agency theory and political
perspectives on board behavior, much research
on boards has focused on the effects of board
structure and composition, particularly the role
of insiders versus outsiders in the board and
CEO chairperson duality. While various meas
ures of board structure, particularly CEO
chairperson duality, affect important board
decisions such as CEO succession (Ocasio,
1994), the impact of insiders versus outsiders or
board independence on board decision making
and board performance seems overstated. Board
independence has been a subject of both public
policy and research concern since at least the late
1970s, but the research fails to support conven
tional views that “independent” boards perform
better, are better aligned with shareholder inter
ests, or are more likely to monitor CEO perform
ance. For example, Ocasio (1994) found that
under conditions of poor economic performance,
CEOs are more likely to be replaced with a greater
number of insiders in the board, the opposite of
what would be expected from views that “inde
pendence” leads to greater monitoring of CEOs.
Other research also questions the importance of
board independence on board performance or
behavior. For example,ameta analysis by Dalton
et al. (1998) found that board independence did
not lead to higher financial performance.

While the importance of board structure and
composition has been increasingly questioned,
recent research has highlighted the importance
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of board processes. For example, Westphal
(1998) examined the use of social influence
processes, including CEO persuasion and in

gratiation, as CEOs adapted to structural meas

ures of board independence. Westphal (1998)
found the effects of board processes to be more
significant than that of board structure, further
suggesting that research and policy concerns
with board structure and composition may be
misplaced. Theoretical perspectives on corpor

ate boards have highlighted the importance
of cognitive processes in board DECISION

MAKING, viewing corporate boards as strategy

making groups (Forbes and Milliken, 1999).

During the last decade, research has also
focused on the institutional and symbolic func
tions of boards of directors. In a series of studies,
Westphal and Zajac looked at the interplay be
tween the substantive and symbolic role of board
decisions, and the decoupling between public
announcements of decisions made by the board
and their actual implementation. For example,
Westphal and Zajac (1994) found decoupling
between announcements of CEO’s long term
incentive plans and actual adoption of those
plans. Follow up studies found similar findings
for stock buybacks. They find that decoupling of
announcements and implementation is moder
ated by the power of the CEO over the board of
directors. Ocasio (1999) emphasizes the institu
tional function of corporate boards, as boards
serve to affirm and reproduce the norms of ap
propriate corporate behavior. In a study of the
insider versus outsider succession, Ocasio found
that boards serve to reproduce precedents of
insider succession and affirm the continuation
of the internal labor market for CEOs.

Given the recent interest in institutional per
spectives on boards, an important area for re
search is how board structures and board
processes are endogenous and subject to insti
tutional and historical contingencies. For
example, despite the lack of an adequate empir
ical base for the importance of board independ
ence for corporate boards, normative pressures
from institutional investors and more recently
regulatory pressures have led to a decline in
inside directors in large corporations.

See also governance; interlocking boards; organ
i1zational design; stakeholders
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corporate social performance
Donna §. Wood

Corporate social performance (CSP) is defined
as a business organization’s configuration of
principles of social responsibility, processes of



social responsiveness, and observable outcomes
as they relate to the firm’s societal relationships
(Wood, 1991). CSP scholars envision societies as
complex webs of interconnected cause and
effect, and conceive of business as a social insti
tution with both power and responsibility. CSP,
then, has to do with the full range of antecedents
and outcomes of business organization oper
ations, and does not focus narrowly on maximiz
ing shareholder wealth.

In the CSP model, three principles of corpor
ate social responsibility — institutional legitim
acy, public responsibility, and managerial
discretion — define structural relationships
among society, the business institution, business
organizations, and people.

The principle of institutional legitimacy states
that society grants legitimacy and power to busi
ness, and that business must use its power in a
way that society considers responsible. General
institutional expectations are made of any busi
ness organization, and organizational legitimacy
is achieved and maintained by complying with
these institutional expectations.

The principle of public responsibility states
that business organizations are responsible for
outcomes related to their primary (mission or
operations derived) and secondary (related to,
but not derived from, mission or operations)
areas of societal involvement (Preston and Post,
1975). Each business organization has unique
responsibilities because of its size, industry,
markets, product/service mix, etc.

The principle of managerial discretion states
that managers are moral actors and are obli
gated to exercise all available discretion toward
socially responsible outcomes. This principle
of individual responsibility emphasizes that
within various domains of business activity
(economic, legal, ethical, charitable) (Carroll,
1979), managers are responsible for balancing
their moral decision making autonomy and
their AGENCY relationship to the firm and its
stakeholders.

Processes of corporate social responsiveness,
the second dimension of CSP, represent charac
teristic boundary spanning behaviors of
businesses. These processes, linking social re
sponsibility principles and behavioral outcomes,
include (a) environmental assessment: gathering
and assessing information about the external
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environment; (b) stakeholder management:
managing the organization’s relationships with
relevant persons, groups, and organizations; and
(c) issues management: tracking and developing
responses to social issues that may affect the
company.

In neoclassical economics, business outcomes
are thought of as narrow financial measures
such as profit, share value, and market share.
In the stakeholder view of organizations, out
comes are defined as consequences to stakehold
ers, including product safety, human rights,
pollution, and effects on local communities as
well as profitability, and to the firm itself
as policies and practices are adapted to achieve
better CSP.

Current research focuses on linking CSP
to theories of stakeholders, ethics, and organi
zations; systematizing the assumptions and
theoretical implications of the CSP model; em
pirically testing ideas about how people
perceive, interpret, and enact CSP; using a
CSP framework to broaden causal investiga
tions of financial performance (Margolis and
Walsh, 2001); examining the validity of the
CSP model in cross cultural and multinational
settings; and critiques of existing CSP
theory. Current issues relevant to CSP include
corporate GOVERNANCE, ethics in practice,
accountability, and transparency via social
reporting.

See also nstitutional theory; orgamizational citi
zenship behavior; stakeholders; values
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creativity
Teresa M. Amabile

Organizational researchers and high level man

agers in organizations have displayed growing
interest in creativity in recent years, perhaps
because creativity is seen as the primary means
by which organizations can maintain competitive
advantage. Creativity is generally defined as the
generation of ideas or products that are both
novel and appropriate (correct, useful, valuable,
or meaningful) (Amabile, 1996). Within an
organization, creativity can arise in the work of
an individual or a small team working closely
together. INNOVATION occurs when an organ

ization successfully implements the creative
ideas emerging from individuals or teams.
Clearly, successful implementation often re

quires creative (novel and useful) ideas. Thus,
although a strict distinction between creativity
and innovation is inappropriate, it is useful to
think of creativity as the early part and innov

ation as the later part of a continuous process in
organizations.

THE NATURE AND ASSESSMENT OF
CREATIVITY

The assessment of creativity is important for
both researchers and management practitioners.
For these purposes, creativity can be viewed as
the outcome of a process by which persons produce
novel, useful ideas that are viewed as valuable
by credible observers (Cskiszentmihalyi, 1999).
Ultimately, most researchers and practitioners
are reluctant to identify something as creative
purely on the basis of characteristics of the per

sons who produced it, or the process by which it
was produced. The hallmark of creativity is the
outcome — the resulting idea, new product, new
service, or process improvement. Moreover, cre

ativity is not dichotomous, in the sense of being
either present or absent in an individual. Rather,
there is a continuum of creativity in any realm,
from ideas that shatter previous conceptions and
ways of doing something, to ideas that are more
modestly novel and useful. Thus, creativity is
not limited to only a few geniuses deemed “‘cre

ative” by dint of their eccentric personalities or
outstanding cognitive capacities; rather, all
humans with normal capacities have the poten

tial to produce creative work in some degree in

some domain. Creativity is not limited to certain
domains, such as marketing, advertising, or re
search and development; new and appropriate
ideas can be generated and applied to any human
activity, including organizational behavior.

Researchers have developed a straightforward
process for assessing creativity: asking people
who should know (Amabile and Mueller, in
press). This “consensual assessment technique”
involves having knowledgeable people in a par
ticular domain (such as branding techniques)
examine and rate the creativity of ideas in that
domain (such as particular advertising cam
paigns) relative to one another. In most contem
porary organizational research, the creativity of
individuals or teams is assessed by supervisors,
peers, or some other group of experts within
the organization. Although such judges often
find it difficult to articulate exactly what defines
a creative idea or outcome, it is something
they can confidently recognize and rate when
asked to compare different individuals or pro
jects. Thus, generally, the use of multiple,
knowledgeable, independent raters yields reli
able and replicable assessments of creativity in
organizations.

THE COMPONENTS OF CREATIVITY

Contemporary theorists of organizational cre
ativity assume that it is best conceptualized not
as a personality trait or a general ability but as a
behavior resulting from particular constellations
of personal characteristics, cognitive abilities,
and social environmental factors within the or
ganization (Amabile, 1988; Ford, 1996; Wood
man, Sawyer, and Griffin, 1993). According to
the componential theory of organizational cre
ativity (Amabile, 1988), there are three compon
ents within the individual, and one component
outside the individual, that determine a person’s
creativity. The three intra individual compon
ents are expertise in the domain, creative think
ing skills, and intrinsic motivation. The external
component is the organizational work environ
ment.

The first intra individual component, expert
ise, depends on a person’s innate talent for learn
ing and thinking in a given domain, as well as the
person’s formal education, informal training,
and experience in the domain. The second com
ponent, creative thinking skill, depends to some



extent on the individual’s PERSONALITY.
A cluster of personal characteristics has been
repeatedly identified as important to high level
creative behavior: (a) self discipline in matters
concerning work; (b) an ability to delay gratifi
cation; (c) perseverance in the face of frustration;
(d) independence of judgment; (e) a tolerance for
ambiguity; (f) a high degree of autonomy; (g) an
absence of sex role stereotyping; (h) an internal
LOCUS OF CONTROL; (i) an orientation toward
RISK TAKING; and (j) a high level of self
initiated, task oriented striving for excellence.
Creative thinking skill also depends on a per
son’s cognitive style. Generally, creativity will
be higher when the person’s cognitive style
is marked by (a) perceptual flexibility; (b) cogni
tive flexibility; (c) understanding complexities;
(d) keeping response options open as long as
possible; (e) suspending judgment; (f) using
“wide” categories; (g) remembering accurately;
(h) breaking out of performance scripts; and
(i) perceiving creatively. Although personality
and cognitive style are shaped by an individual’s
innate characteristics, creative thinking skills
and work styles can be improved through
training and practice.

The third intra individual component —
MOTIVATION — is, in some respects, the most
important, because it determines what people
will do with their expertise and creative thinking
skill, and because it can be affected most imme
diately by the social environment. Research with
both children and adults, in a variety of settings
and across a range of creative activities, suggests
that intrinsic motivation (engaging in an activity
because of interest, involvement, or personal
challenge) is more conducive to creativity than
extrinsic motivation (engaging in an activity to
achieve some external goal) (Amabile, 1996) (see
EXTRINSIC AND INTRINSIC MOTIVATION).
Social psychological experiments on the effect
of particular environmental factors on
the creativity of adults and children has demon
strated that evaluative pressures, surveillance,
contracted for reward, competition, and re
stricted choice can undermine intrinsic motiv
ation and creativity by focusing the individual on
external reasons for doing the task (Amabile,
1996). These findings are summarized in
the Intrinsic Motivation Principle of Creativity:
People will be most creative when they feel
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motivated primarily by the interest, enjoyment,
satisfaction, and challenge of the work itself —
and not by external pressures. There are some
notable exceptions. Recent research has revealed
that, under certain conditions, external motiv
ators may support intrinsic motivation and
creativity rather than undermining them.
Specifically, external rewards that provide com
petence information or enable individuals
to more deeply engage in their creative work
can have positive effects. This phenomenon
is termed ‘“motivational synergy” (Amabile,
1993).

WORK ENVIRONMENT INFLUENCES

The final component of creativity is the work
environment surrounding the individual or
team. Research suggests that, generally, it is the
social environment, not the physical environ

ment, that exerts the stronger influence on cre

ativity. Researchers have identified a number of
aspects of the work environment that distinguish
highly creative from less creative work in
organizations (Amabile et al., 1996; Scott and
Bruce, 1994). Expanding beyond experimental
methods, this research has utilized the observa

tional methods of interviews and questionnaires
to examine the complex effects of the work en

vironment on individual and team creativity.
Work environments most conducive to the ful

fillment of creative potential appear to be char

acterized by a high level of worker autonomy in
carrying out the work; encouragement to take
risks from higher level managers; reward and
recognition for creative efforts; mechanisms for
developing new ideas in the organization; W ORK
GROUPS/TEAMS that are both diversely skilled
and cooperative; supervisors who serve as good
work models, clearly set overall strategic goals
for a project, and protect the team within the
organization; COMMUNICATION and collabor

ation within and across work groups in the or

ganization; sufficient resources for getting the
work done; and a substantial degree of challenge
in the work.

Work environments least conducive to the
fulfillment of creative potential appear to be
characterized by political problems and turf
battles within the organization; a conservative,
status quo orientation from top management; a
history of harsh criticism of new ideas; and most
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forms of extreme time pressure. Recent research
suggests that high levels of creativity are possible
under extreme time pressure, if the stimulants to
creativity are in place and if people are protected
from distractions as they work to solve the prob
lem at hand.

Taking all of the work environment stimu
lants and obstacles into account, there appear
to be four “balance factors” handled effectively
by managers who promote creativity: goals that
are set clearly at the overall strategic level,
but left loose at the operational level; rewards
that are neither ignored nor overly emphasized;
PERFORMANCE APPRAISAL systems that pro
vide constructive, frequent FEEDBACK on work
without generating threatening negative criti
cism; and pressure arising from the challenging,
urgent nature of the work rather than from arbi
trary time pressure or intra organizational com
petitive pressure.

Creativity enhancement in organizations

Since the 1950s, a growing number of creativity
enhancement training programs have been
offered to organizations. The oldest and most
widely used program, and the source from
which most such programs have been developed,
is the Creative Problem Solving process. This
process, developed during the 1950s and 1960s
from the brainstorming technique, involves the
use of checklists and forced relationships in add
ition to the brainstorming principles of deferred
judgment and quantity of idea generation (see
Parnes, 1992.)

Synectics, a somewhat similar process, relies
more heavily on the use of metaphor and analogy
in the generation of novel ideas. The guiding
principle of synectics is to “make the familiar
strange and strange familiar” — to use cognitive
techniques for distancing oneself from habitual
thought patterns, and to also attempt to see
connections between something new and some
thing that is already understood. The prescribed
cognitive techniques include personal analogy,
direct analogy, symbolic analogy, and fantasy
analogy.

Although research on the long term effective
ness of creativity training programs is limited,
many managers and human resource manage
ment professionals utilize such programs for
employee development.

CURRENT APPROACHES

In order to gain a more comprehensive under
standing of creativity in organizational contexts,
contemporary theorists are attempting to inte
grate personality, cognitive, and work environ
ment factors. Researchers have recently begun to
take comprehensive views of organizational
creativity, simultaneously examining multiple
influences. As predicted by the componential
theory, creativity appears to flourish when indi
viduals having expertise, creative thinking skill,
and intrinsic motivation operate in stimulating,
supportive work environments (e.g., Oldham
and Cummings, 1996). It is likely that research
methods will continue to broaden beyond ex
periments, interviews, and surveys, to include
naturalistic, ethnographic studies of creativity in
organizational contexts (e.g., Sutton and Harga
don, 1996). Moreover, with the increasing pace
and scope of international business competition,
it is likely that both the scope of organizational
creativity research, and the depth of manage
ment interest in such research, will continue to
expand.

See also brainstorming; Delphi; group decision
making; nominal group technique
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crises/disasters
Richard N. Osborn

The terms crisis and disaster are frequently used
but often not precisely defined. Here, a crisis
refers to a radical change in status that threatens
survival with little time for response, while a
disaster characterizes a sudden, often unfore
seen, misfortune with dire consequences. The
terms evoke mixed interpretations concerning
causality and intentions since crises and disasters
stem from known and unknown uncontrollable
causes as well as from carelessness, ignorance,
and/or lack of due diligence.

Historically, analyses of crises and disasters
have often attempted to isolate specific causal
factors with deterministic models (e.g., from
engineering, as in the WASH 1400, a.k.a. the
Rasmussen Report, 1975). Here, researchers
are asked to isolate a proximate, primary cause
as well as contributing factors from a list of
categories. The lists often include such categor
ies as human error (se¢e ERRORS) and mechan
ical/electrical failure, among others.

OB research recognizes that increasing
numbers of crises and disasters are embedded
in organizations. Thus, Pauchant and Mitroff
(1992) define a crisis in terms of disturbance to
a whole system coupled with challenges to the
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basic assumptions of that system (see SYSTEMS
THEORY). One can envision four severity levels
of crises/ disasters:

Level I Dramatic reduction in financial and/
or reputational well being (see REPU
TATION); substantial destruction of
property; serious injury to persons
and/or the physical environment
(e.g., the 2001 Enron scandal and the
1979 Three Mile Island nuclear acci
dent).

Death of involved individuals; injury
to the general public or destruction of
a habitat with disruption of an ecosys
tem (e.g., the 1989 Exxon Valdez oil
spill).

Death in the general public, extinction
of a species or destruction of an eco
system (e.g., the 9/11 events in the
US; the 1986 Bophal chemical acci
dent).

Alteration of future generations such
as by changes in the gene pool of a
species (e.g., the 1986 Chernobyl
nuclear disaster).

Level 2

Level 3

Level 4

Collectively, the literature presents a rich series
of concepts to isolate dynamics within organiza
tions associated with dysfunctional outcomes.
These concepts include both unintended and
intended dynamic patterns of interaction
among elements of a complex system. Perrow
(1984) was among the first to emphasize a
systems view in his analysis of “normal acci
dents.” The concept of a normal accident
stresses that “given systems characteristics, mul
tiple and unexpected interactions of failure are
inevitable.” Perrow emphasized the inherent in
consistencies among technical requirements in
high risk systems with their “tight coupling”
and administrative capability (se¢e LOOSE
COUPLING). Using Perrow’s terminology, for
example, plants that transform raw materials
into marketable products may have numerous
interactive ‘‘tight couplings” among technical
systems, equipment, and components so that a
small change in one part of the production pro
cess quickly alters another. To manage usual
conditions, administrative systems are often
rigid, procedural driven mechanistic systems
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with sufficient detail to tell operators and super
visors what to do (se¢ MECHANISTIC/OR
GANIC). When an anomaly occurs, however,
individual initiative, a keen sense of problem
identification, and other individualistic attri
butes fostered by more decentralized organic
systems may be necessary. Since executives
cannot now develop administrative systems
that are simultaneously mechanistic and organic,
Perrow recommends that high risk transform
ation systems should be altered or abandoned if
catastrophes are to be avoided.

Many scholars also stress the importance of
multiple minor events and how they can quickly
escalate into a catastrophe with high risk tech
nologies. This theme was a central feature of
Starbuck and Milliken’s (1988) analysis of the
Challenger disaster (the 1986 explosion of a US
space shuttle). They introduced the concept of
“fine tuning to disaster.” As with “normal acci
dents,” “fine tuning to disaster” attempts to
explain a system’s dynamic that underlies acci
dents. Starbuck and Milliken argued that engin
eers and managers are expected to improve
technical and administrative systems. Unfortu
nately, these improvements may have unin
tended consequences because:

1 specific improvements may be implemented
in isolation but tightly coupled in operation;

2 the causal models linking prior success
(failure) and future success (failure) are
faulty.

Thus, partially contradictory attempts to im

prove different system features are continued
even though the effects of the changes cannot
be completely understood. “Improvements” are
continued until the system mysteriously breaks.
Both “normal accidents” and ‘‘fine tuning to
disaster” emphasize unintended consequences
arising from the complexities and limitations of
modern organizations. Both are in the qualitative
tradition of this literature where one or a few
exemplary disasters are examined in detail.

In contrast, Osborn and Jackson (1988) sug
gest that high risk systems may be prone to
“purposeful unintended consequences.” Here,
it is assumed that executives have an influence
on administrative systems. The concept of “‘pur
poseful unintended consequences” is based on a

combination of PROSPECT THEORY, institu
tional inertia, and AGENCY THEORY. Although
executives claim they make choices or at least
modify recommendations by subordinates, they
were found to purposively deny (a) potential
trade offs among economic, executive, and
social outcomes; (b) organizational inadequacies;
and (c) their own risk biases (see RISK TAKING).
Executives promulgated a series of myths sug
gesting that (a) efficiency and safety are posi
tively linked (e.g., a reliable plant is a safe plant);
(b) their organizations are highly competent; and
(c) they are risk neutral. Extensive data analyses
concerning the safeness of all operating commer
cial nuclear power plants in the US showed
that not only were the myths inaccurate (e.g.,
safeness and efficiency measures were not re
lated), but also that executives’ risk biases and
organizational inadequacies combined to yield
a potentially serious pattern of safety deficien
cies. While the risk bias and organizational
inadequacies (e.g., Perrow, 1984; Starbuck and
Milliken, 1988) are knowable, the threats to the
public may continue because executives con
tinue to perpetuate criteria myths.

Pauchant and Mitroff (1992) also show that
mythology, in the form of rationalizations, can
combine with vicious cycles (se¢ LEARNING,
ORGANIZATIONAL) to yield a crisis prone or
ganization. A crisis prone organization is subject
to vicious cycles because it has:

1 too narrow a strategic focus;
an inappropriately rigid structure with few
provisions to deal with a crisis;

3 a culture replete with rationalizations and
myths;

4 a collective psyche filled with defense mech
anisms, among other factors.

Recently, these views have been extended by
using complexity theory (e.g., Anderson, 1999)
to delve more intricately into the dynamic inter
play among externally uncontrollable factors and
human agency in an attempt to both prevent and
deal with Level 1 crises and disasters (e.g.
Osborn, Hunt, and Jauch, 2002). While the con
cepts discussed here were developed to help
understand and prevent some of the most dele
terious consequences of organizational activity,
this line of research also appears relevant



to examining ORGANIZATIONAL CHANGE,
ORGANIZATIONAL DESIGN, high reliability
and, of course, accidents.

See also behavioral decision research; communica
tion, stress; technology
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critical theory
Stewart Clegg

Ciritical theory challenges traditional approaches
to the study of organizations and management.
The term is associated with the Frankfurt
School and its most significant proponent has
been Habermas (1984). The critical theory view
is that organization and management, and their
theory, are not simply neutral instruments but
instruments of domination. Marcuse (1964)
argued that critical theory should articulate the
interests of marginalized or repressed voices,
such as those of women, the ecology, workers,
blacks, etc. Following this logic, critical theory
seeks to serve the interests of the repressed or the
exploited rather than the rich and powerful and
to unmask the rhetoric and facade of pseudo
science that conventional theory uses to cloak its
interests. Critical theory demands that manage
ment not be isolated from other discursive cur
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rents in social science, and thus runs counter to
programs that see management as a clearly de
lineated area of research forming a separate and
self contained paradigm with little connection to
the wider framework of social science.

Critical theory has a strong empirical compon
ent, especially as Habermas’s ideas have been
translated into the work of Forrester and de
veloped into a coherent methodology by Alves
son and Skoldberg (1999). They propose a
democratic method of inquiry in which as many
potential stakeholders as possible become in
volved in the research process: it does not just
talk to top managers. Not all critical theory
follows the democratic imperative that Forrester
demands. There is another more elitist vein,
which is in many respects closer to Marcuse.
We find this where critical theory assumes that
it knows what the interests of others “really”
are in a way that is better than conventional or
orthodox theory. Critical theory seeks to reveal
to people what their real interests are, buried
behind the facades of both everyday understand
ing and the normal procedures of orthodox sci
ence. Hardly anyone would credit Marxian
theory with such powers of revelation any
more. It is hard to accept that only certain theor
etical positions, such as a favored brand of Marx
ism, feminism, or whatever, can unlock truth. If
research protocols can demonstrate a broader
sampling, deeper investigation, and wider theor
ization, then that will be their source of competi
tive advantage (Clegg and Hardy, 1996).
Increasingly, it is on these empirical grounds
that critical theory in organizations and manage
ment stands, rather than the claim to a specific
theoretical competence (Alvesson and Skold

berg, 1999).

See also postmodernism, research methods; theory
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cross-cultural research
P. Christopher Earley

When a researcher examines how organizational
forms manifest themselves in different econ
omies or how merit systems operate in individu
alistic versus collectivistic cultures, what they
are really assessing is the generalizability and
universality of a given organizational model
across multiple, shared systems of meaning,
belief, and action (Earley and Singh, 1995).
The purpose of such an examination is a more
fundamental understanding of organizational
phenomena. Uncovering universal and idiosyn
cratic aspects of management practices is the
focus of cross cultural research.

Earley and Singh (1995) proposed a frame
work for understanding cross cultural manage
ment based on two dimensions: relevance to
international management and relevance to
cross cultural management. The differences be
tween these two dimensions are often attributed
to level of analysis, but they argued that the
differences can be thought of as examining a
whole system versus component elements of a
system. They proposed four basic types of re
search approaches that might classify existing
research and guide future work.

First, in a Unitary Form, a researcher is nei
ther concerned with cultural or national systems,
nor reductionist from a comparative perspective,
and an emphasis is on a phenomenon unique to a
single culture, or what Berry (1990) and Earley
and Mosakowski (2002) call “emic.” By emic, we
mean that the emphasis is on understanding a
single cultural group or nation on its own terms
using its own constructs. Second, in a Gestalt
Form, a researcher emphasizes a whole interde
pendent system rather than breaking it apart.
Interpretations of findings from a given cultural
or national system must be developed with ref
erence to specifics of the system. Third, in a
Reduced Form, a researcher emphasizes break
ing down a system into component parts to

understand the functioning of processes within
the system. Relationships are not interpreted
in terms of the overall system; rather, they are
interpreted using specific aspects of the system.
Fourth, in a Hybrid Form, a researcher uses
aspects of both a gestalt and a reduced perspec
tive. Constructs and relationships are assumed to
be separable from the system in which they are
embedded, but the mapping back onto an
existing system may not be simply linear or
additive and specific relationships are inter
preted using reduced parts of the system.

These approaches to cross cultural research
represent a wide array of styles that researchers
may use in their work. Although it is not
clear that one style is better than the others,
Earley and Singh suggest that the hybrid form
is advantageous because it combines positive
features of the other forms. This suggestion is
echoed in the multiple methods approach de
scribed by Brett et al. (1997) and Earley and
Mosakowski (2002), as well as L.eung and Bond
(1989).

See also culture, national; organizational culture;
research methods
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culture, national
P. Christopher Earley

A core concept in much of the current work on
international aspects of organizational behavior
is that of culture (Erez and Earley, 1993). There
are a number of ways that researchers have de
fined culture. A widely accepted definition was
proposed by Clyde Kluckhohn, who summar
ized the anthropologist’s definition of culture as
“Culture consists in patterned ways of thinking,
feeling and reacting, acquired and transmitted
mainly by symbols, constituting the distinctive
achievements of human groups, including their
embodiments in artifacts; the essential core of
culture consists of traditional (i.e., historically
derived and selected) ideas and especially their
attached values.”

There are many other commonly applied def
initions of culture as well, including Herskovits
(1955: 305), who defined culture as the human
made part of the environment, whereas Triandis
(1994) and Osgood (1974) define it as a percep
tion of the human made part of the environ
ment. Definitions vary from a very limited and
focused view that culture is a set of shared
meaning systems, to a broad and encompassing
view that it consists of the untested assumptions
of how and why to behave. Hofstede (1991)
defines culture as a set of mental programs
that control an individual’s responses in a given
context.

The most general view of culture is that it is
some shared set of characteristics in common to a
particular group of people. We can view culture
as a function of interrelated systems (Erez and
Earley, 1993) including the ecology, subsistence,
sociocultural, individual, and inter individual
systems. The ecological system refers to the
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physical environment, resources, and geography
of a people. The subsistence system refers to
how individuals in a society use ecological re
sources to survive; namely, how people hunt and
fish, gather food, or create industry. The socio
cultural system refers to the institutions, norms,
roles, and values as they exist around the indi
vidual. The individual and inter individual
systems refer to the individual (e.g., motivation,
perception, and learning) and social aspects of
behavior (e.g., child rearing, social networks).

There are a variety of influences of culture on
the institutional and organizational levels of
human endeavor. Culture shapes the type of
organizations that evolve and the nature of social
structures as they grow and adapt (Hofstede,
1991). Societies shape their collectivities and
social aggregates according to the rules implied
by culture. Just as a highly individualistic society
has a low emphasis on broad, social networks of
extended families and friends, their organiza
tions reflect an emphasis on individual reward
and action (Triandis, 1994).

See also cross cultural research; organisational cul
ture; values
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decentralization

see ORGANIZATIONAL DESIGN

decision-making
Henrich R. Greve

Organizational decision making occurs when in
dividuals or groups make decisions on behalf of
an organization. Decision making is integral to
organized behavior in general, and to managerial
work in particular. In organizational theory,
decision making is represented by a bounded
rationality branch rooted in the Carnegie School
(Cyert and March, 1963), a full rationality
branch rooted in economics (see RATIONAL
1TY), and a behavioral branch rooted in psych
ology (Mellers, Schwartz, and Cooke, 1999)
(see BEHAVIORAL DECISION RESEARCH). In
addition, cultural and interpretive perspectives
are sometimes applied to decision making
(see ORGANIZATIONAL CULTURE).

Decision making is a problem solving activ
ity, and the problem to be solved differs
depending on the context. Accordingly, theory
of decision making comes in different flavors
depending on the number of decision makers
involved and whether multiple decision makers

have shared preferences or conflicts. It also
differs depending on whether the procedure for
evaluating alternatives is maximization, satisfi
cing, or identity confirmation (March, 1994).
Maximization means that each decision maker
seeks to get as much as possible of one or mul
tiple goal variables. It requires clear preferences
and knowledge about the consequences of alter
natives (at least a probability distribution). Satis
ficing means that each decision maker seeks to
fulfill target levels of one or multiple goal vari
ables. Like maximizing it is a consequence
driven form of decision making, but it has
weaker requirements of preferences and know
ledge. Identity confirmation means that the de
cision maker is seeking to fulfill expectations
associated with an individual or group role (like
a judge, accountant, or doctor). It refers back to
rule like precedence and norms more than for
ward to consequences of alternatives, though
rules may be made in ways that incorporate
estimates of consequences.

CONTEXTS

The decision making procedure may be crossed
with the number of decision makersand extent of
conflict to give a matrix of nine decision making
contexts (table 1). Each of these is associated with
a body of theoretical and empirical work.

Table 1 Decision making contexts
Maximization Satisficing Identity
Individual rational boundedly rule
rational
Multiple, shared team routine clan
Multiple, conflict game negotiation enactment




Rarional  Anindividual maximizing a goal is the
classic rational behavior context described in
the economic theory of choice. Multiple goals are
handled by assuming that they can be translated
into a single metric of utility, and uncertainty is
handled by taking the expectation (which
means that the individual is neutral to risk) or by
explicitly formulating a risk preference (usually
an aversion). Rationality is a procedure for
making decisions given a set of preferences and
beliefs, and needs to be coupled with assumptions
on the preferences and beliefs in order to make
predictions. Rational decision making in man

agement may thus lead to different predictions
depending on whether managers are assumed to
pursue their own interests or those of the firm. A
rational theory of firm decision making is diffi

cult to construct because the rational decision

maker in economic theory is an individual rather
than a collective actor, and Arrow’s impossibility
theorem shows that the preferences of multiple
individuals cannot be combined into a well

behaved collective utility function. Thus the clas

sical theory can only be directly applied to an
organization led by an owner entrepreneur.

Boundedly rational An individual satisficing
goals stated as constraints is the boundedly
rational context (s¢¢ BOUNDED RATIONAL

1TY). Bounded rationality was launched as an
alternative to full rationality, which demands
knowledge of all alternatives, all consequences
of alternatives, and preferences over the conse

quences (March, 1994). Individuals lacking this
knowledge or ability to integrate it are likely to
use goal fulfillment as a shortcut in the decision

making. Satisficing handles multiple goals by
setting constraints on each one, and handles
risk by positing choices that minimize the risk
of falling short of each goal (se¢ RISK TAKING).
Because the goals can be set by others than the
focal decision maker, such as a board of directors
setting goals for a chief executive officer or a
manager setting goals for subordinates, bounded
rationality is well suited for explaining decision

making within organizational hierarchies. As in
rationality, predictions in bounded rationality
come from combining the decision making pro

cedure with knowledge of goals, but researchers
from a bounded rationality perspective can often
start from knowledge of formal organizational
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goals when making predictions about managerial
behavior.

Rule  Whereas rationality is completely selfish
and bounded rationality is consequential based
on internal or assigned goals, rule based deci
sion making is based on norms and roles (see
ROLE). Rule based decision making occurs in
contexts where procedural requirements are
more important than outcomes. Fairness and
due process are important to a judge, accounting
standards are important to an accountant, and
treatment of illness is important to a doctor.
Making convictions, approving financial state
ments, and curing patients are results of these
procedures rather than goals to be maximized.
The question of what consequences the deci
sions have is lifted up to the system in which
the rules are decided or allowed to evolve. Rules
are used in many jobs, but professionals working
in organizations are particularly frequent rule
users whose behaviors tend to standardize deci
sions across organizations. Because organiza
tions contain both explicitly stated formal rules
and informal rules, researchers from a rule
based perspective investigate the extent to
which formal rule systems are elaborated and
control behavior, and also whether deviations
from the rule specified behavior are sufficiently
systematic to indicate that informal rules are in
use.

Team Rational individuals with a shared goal
differ from a single individual with the same goal
when they hold different information and com
munication is costly. Team theory is about how
individuals can predetermine work procedures
such that they generate the best possible out
come based on all possible future information
they may receive. The original team theory spe
cified procedures for making rational decisions
on how to coordinate joint production, and has
been overshadowed in economics by game
theory, which assumes conflicting interests. Its
principles are still in use when designing systems
for optimal multi person decision making, as in
many applications of operations research.

Routine  Boundedly rational individuals with
shared preferences cannot specify the optimal
reaction to all contingencies in advance, and
instead develop routines through learning from
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experience. The quality of the routines becomes
a function of the extent of experimentation, the
form of feedback, and the reaction to feedback
(Levitt and March, 1988). This learning process
underlies important phenomena such as the
learning curve in production (Argote, 1999),
which is a result of teams of boundedly rational
workers making decisions to modify routines in
the production process. Managerial routines for
decision making include budgeting cycles and
periodic strategy reviews, which specify the
timing and participation of certain decisions.
Routines related to production and support
functions potentially encompass every repeated
behavior in organizations, especially when con
sidering that a routine can have a complex struc
ture including selection of subroutines
depending on information obtained during exe
cution.

Clan  Organizations where strong and shared
identities guide the decision making may be
called clans (Ouchi, 1980). Such organizations
rely on norms just as role based decision making
does, and are capable of group decision making
because of interpersonal consistency of norms.
The main forms of clans are ideological organ
izations, in which individual identities are sub
merged in the organizational identity, and
organizations dominated by a single profession,
in which individuals have few organizational
constraints on acting according to the profes
sional identity (se¢ PROFESSIONAL SERVICE
FIRMS).

Game Rational actors making decisions in a
situation with conflicting preferences can be
analyzed using GAME THEORY, which predicts
the joint decisions a set of rational and selfish
actors will make in a given reward structure.
AGENCY THEORY applies game theory to prob
lems of delegated decision making in organiza
tions to discover which reward and monitoring
mechanisms a manager can use to make subor
dinates implement instructions in spite of pri
vate incentives to choose other actions (Milgrom
and Roberts, 1992) (see INCENTIVES). It has led
to significant research on how the composition of
boards of directors affects organizational govern
ance, including CEO replacement and strategic
changes, and organizational performance.

Negotiation Group decision making by bound

edly rational actors with conflicting preferences
is a major topic in social psychology. The focus is
less on different preferences, as in game theory,
and more on disagreements about the correct
course of action for the organization. Much
work has examined whether the decisions reach
the center of the preference distribution or are
drawn away from it by vocal minorities, on
the one hand, or dominance by the majority,
on the other hand (se¢e GROUP DECISION

MAKING; GROUPTHINK). This theory has
been applied to decision making in management
teams and boards of directors through work
on how diversity affects the quality of decisions.
There is also work on coalition building that
examines how managers may use political tech

niques such as logrolling (trading of concessions
across decisions) to form majorities in conten

tious decision making situations (March, 1994)
(see POLITICS).

Enactment  Identity based decision making
with conflicting interests is found in multi
profession organizations such as hospitals. The
conflict stems from how professions make com
peting claims of autonomy and decision making
rights, often coupled with status competition.
These claims are resolved through enactment
processes where different profession individuals
interact with each other and with task character
istics, and the conflict makes the resolution
process complex and lengthy (Barley, 1986)
(see ENACTMENT).

FINDINGS

Research on organizational decision making has
been particularly active and successful in investi
gating how routines are modified over time and
affect organizational decisions. Significant pro
gress has been made in the areas of (1) risk
taking, (2) performance feedback, (3) rules, (4),
momentum, and (5) social influence.

Risk taking by boundedly rational individuals
has been an active research tradition for some
time, and has tested hypotheses from PROSPECT
THEORY. Extensions of this work to organi
zational decision making have shown that
managers take more risks following low perform
ance and reduce it following high performance
(Shapira, 1994). The increased risk taking after



low performance often leads to losses, leading to
the risk return paradox of firms that take high
risk having low financial returns on average. This
is a paradox according to rational investment
theory, which predicts that managers will
demand high expected returns in order to take
high risks (Nickel and Rodriguez, 2002).

Following a similar argument, performance
feedback theory predicts that managers are likely
to make major organizational changes if the per
formance falls below expectations (Cyert and
March, 1963). Firms make more market niche
changes, innovations, and investments following
low performance (Greve, 2003), as predicted,
showing that managers make changes in order
to solve problems rather than to pursue oppor
tunities. This pattern of change offers opportun
ities for firms to catch up with the competition,
but also involves the risk of further losses. Con
versely, the conservativeness of successful firms
is often helpful in stable environments, but pre
vents adaptation when major environmental
changes suggest a need for strategic changes
(Audia, Locke, and Smith, 2000). Change and
inertia are both risky, and the managerial di
lemma is to determine which offers better risk/
return relations in a given situation.

Organizational rules can be viewed as formal
ized decision making routines that predetermine
how the organization will respond to given
situations. Rules evolve in competition with
other rules, as a given problem area has limited
capacity for rules, and rules are also results
of external pressures on the organization
(March, Schulz, and Zhou, 2000). Rule research
suggests that organizational decision making is
strongly conditioned by history, and especially
by periods of environmental pressure. Rule
systems summarize and store organizational
knowledge, and evolve when organizational par
ticipants encounter problems whose solutions
result in new knowledge that can be formalized
through rule addition, rule change, or rule
deletion.

Even in the absence of formal rules, organiza
tional learning through precedence, interpret
ation of past actions, and an incremental
approach to making changes causes organiza
tions to repeat and extend major decisions.
This tendency is a form of decision making
momentum (Amburgey and Miner, 1992).
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Momentum is especially influential when man
agers select from a wide range of possible
responses, as it causes repetition of responses
that are still prominent in the organizational
memory.

While momentum occurs because of influence
from the organization’s own past, social influ
ence from other organizations also affects organ
izational decision making. The impact is
particularly strong in visible actions such as
adoption of new structures, technologies, and
strategies. Organizational behaviors that catch
the attention of decision makers spread easily
through social influence, leading to diffusion
of novel organizational structures or routines
(such as total quality management, personnel
departments, and golden parachutes), entry
into new market niches, acquisitions, and adop
tion of new technologies (Strang and Soule,
1998). Social influence in decision making
is selective because managers appear to favor
imitation of prominent organizations or organ
izations similar to their own, and managers
appear to avoid imitation that would intensify
competitive relations.

QUESTIONS

Some unanswered questions on decision making
appear ripe for further exploration. First, organ
izational decision making is done by individuals,
often working in groups, in an organizational
structure that includes authority relations, infor
mal social networks, rules, and routines for
information collection and decision making.
Clearly, it is important to understand how indi
viduals make decisions in given situations, but it
is also important to understand how the organ
izational structure influences which situations
individuals are faced with. This problem is not
addressed by research on group decision
making, because groups operate under a layer
of organizational rules and routines that affects
whether a group will meet to make decisions and
what the agenda and information of the group
will be. The interaction of individual behaviors
and organizational context is staggeringly com
plex and has led to a split between theory focus
ing on individuals or groups, and theory
focusing on the organization. This is done for
analytical convenience and wusually without
claiming that one level of analysis trumps the
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other. This analytical separation leaves much
room for developing theory integrating causal
mechanisms at multiple levels. Investigation of
organizational routines for creating decision
making occasions and providing information
to decision makers is an important research
topic with potential for integrating individual
and organization level research on decision
making.

Second, much work on bounded rationality in
individual or multi person contexts is motivated
by an immediate concern for examining when
boundedly rational decision making gives
adaptive results and an ultimate concern for
improving decision making rules. An important
tool is simulation of the rewards to empirically
observed decision making rules under given en
vironmental conditions. Problems in making and
interpreting simulations include specification of
realistic decision making rules and calibration of
the parameters that guide them, and specifica
tion of realistic reward rules from the environ
ment. As empirical work progresses on the types
of decision rules used in organizations and the
usual environmental responses to decisions,
model construction can get a stronger empirical
foundation. Currently, it is difficult to simulate
the effect of organizational change on perform
ance because the empirical literature has not
reached a firm answer on whether there is a
penalty for changing organizations.

Third, disproportionate attention appears to
have been given to evaluation and selection of
alternatives, with less work on the generation of
alternatives. How decision makers search for al
ternatives from existing organizational or soci
etal repertoires or construct new alternatives is a
question that currently has seen so little empir
ical attention that it calls for more work. Re
search on the generation of alternatives might
explore the question of when managers focus on
internally generated alternatives versus exter
nally generated alternatives such as innovations
that spread through the population of organiza
tions. Such work might integrate the research on
organizational learning from own experience and
organizational learning through social influence
among organizations.

In addition to these three major unexplored
questions, much work also remains in the five
active areas of research noted above. The find

ings so far indicate strong effects of satisficing
procedures in organizational decision making,
and further work will no doubt uncover the
mechanisms in greater detail. The three iden
tity based decision making contexts have also
yielded interesting findings, and deserve further
investigation. Organizational decision making
has fundamental theoretical interest and high
practical importance, and researchers have
taken notice of this.

See also group decision making; nominal group
technique
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Delphi
Randall S. Schuler

The Delphi group format continues to be an
important technique by which a wide array of
expert opinion can be generated to maximize the
range of alternative solutions to issues and prob
lems (Sahakian, 1997). In the Delphi group
format for DECISION MAKING, invited experts
typically respond to questionnaires about issues
and problems, which are then used to generate
multiple expert opinions, without the need for
face to face contact. Of course, the lack of face
to face contact reduces the possibility of inter
active discussion and challenge, but Delphi
groups can be adapted to enable the experts to
react to a second round of opinion, in response to
the expert input from the first round (Rowe and
Wright, 1999).

The Delphi group technique for GROUP DE
CISION MAKING was originally developed by
the Rand Corporation for the US Air Force in
the 1950s. It has since been adapted in business
organizations as an effective alternative to trad
itional methods of decision making, especially in
relation to complex and long term issues, prob
lems, and concerns.

The Delphi group technique for decision
making continues to serve business and govern
mental organizations alike in a way that other
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similar techniques, such as the nominal
group, are unable to. These other techniques,
however, should not be thought of as competing
alternatives, but rather as complementary alter

natives.

See also brainstorming; creativity; innovation;
nominal group technique
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deviance
Jerald Greenberg

In the workplace, deviance refers to a type of
behavior by members of organizations that is
enacted with the intent of harming either other
individuals in the organization or the legitimate
interests of the organization itself. Over a dozen
concepts that are either highly similar or identi
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cal in meaning have been identified since the late
1990s (for reviews, see Bennett and Robinson,
2003; Robinson and Greenberg, 1998; Vardi and
Weitz, 2003), the most popular of which are
antisocial behavior, counterproductive work
behavior, and organizational misbehavior. How
ever labeled, workplace deviance costs busi
nesses around the world untold billions of
dollars due both to direct causes (e.g., theft of
cash) and indirect causes (e.g., lost productivity
due to absenteeism) (see statistics in Bennett and
Robinson, 2003).

Gruys and Sackett (2003) have identified 11
major forms of deviant behavior: theft of cash
or property, destruction of property, misuse of
information, wasting time and other resources,
unsafe behavior, intentionally poor attendance,
intentionally substandard work, alcohol use on
the job, drug use on the job, inappropriate verbal
actions, and inappropriate physical actions.
These researchers also examined the extent to
which these forms of deviance co occur within
work samples. Using multidimensional scaling,
they found that co occurrence was strong to
the extent that the behaviors were similar along
each of two dimensions: individuals versus or
ganizations as targets of harm, and the extent to
which the behavior is performed on or off the
job. So, for example, misuse of time and poor
attendance tended to co occur because they
are both organizationally focused, and inappro
priate physical actions and inappropriate verbal
actions tended to co occur because both took
place on the job (as opposed to abusing drug
and alcohol, which occurred predominantly off
the job).

Another orientation to identifying the under
lying dimensions of deviance is the perceptual
approach taken by Robinson and Bennett (1995).
These researchers used multidimensional
scaling to assess people’s perceptions of the simi
larity between various forms of deviance. Like
Gruys and Sackett (2003), they found a distinc
tion between organizational and individual
targets of deviance. However, unlike Gruys and
Sackett (2003), Robinson and Bennett’s second
dimension was the degree of seriousness of the
action. Further evidence for the construct valid
ity of the Robinson and Bennett (1995) tax
onomy was provided by Bennett and Robinson
(2003).

Researchers have paid considerable attention
to the antecedents of deviant behavior in the
hope of curtailing the behavior by eliminating
the antecedents, or at least minimizing their
impact. One class of antecedents is experiential
in nature, focusing on events that trigger deviant
behavior. Among the most popularly studied
have been aggressive behaviors brought on by
events that thwart people’s efforts to attain goals
and acts of theft undertaken in an effort to re
store justice among workers who believe them
selves to be underpaid (Greenberg, 1990).
Researchers also have found that one of the
most prominent experiences that trigger deviant
behavior comes from the social comparisons
workers make with others in the workplace —
that is, workers tend to model the deviant
behavior of their workmates (Robinson and
O’Leary Kelly, 1998).

A second class of antecedents focuses on
PERSONALITY variables that are predictive
of deviant behavior. Research exploring this
possibility has met with mixed results (Robinson
and Greenberg, 1998), as no clear personality
profile has emerged of the person likely to
commit deviant behavior in the workplace.
However, because efforts to predict deviant
behavior from standard psychological measures
of personality are becoming more widespread
(e.g., Hakstain, Farrell, and Tweed, 2002),
there is reason to believe that reliable constella
tions of personality based predictors will be
discovered.

A formidable problem in predicting deviant
behavior involves measuring such acts in the
first place. After all, because many deviant acts
are conducted in private, they are difficult to
observe (a state of affairs which Gruys and Sack
ett (2003) refer to as this field’s “Achilles heel”).
And because they are socially undesirable in
nature, the validity of self reports using standard
self report measures is open to question. To get
around these limitations researchers studying
workplace deviance have resorted to using special
techniques. First, when available, company
records have proven to be invaluable measures
of deviant behavior (such as used by Greenberg
(1990) in his field experiment on employee theft,
which relied on records of inventory shrinkage).
Second, to enhance the validity of self report,
paper and pencil measures of deviance by redu



cing fears of disclosure, some researchers (e.g.,
Bennett and Robinson, 2003) have relied on an
onymous mail in surveys from the general popu
lation. Still other researchers have relied on
various masked response questionnaires, such
as the unmatched block technique and the un
matched count technique (for a review, see
Robinson and Greenberg, 1998). Bennett and
Robinson (2003) have identified several research
methods that hold promise for future research on
workplace deviance. These include event sam
pling, computer and video monitoring (despite
potential ethical questions), reports of critical
incidents, and policy capturing.

Recently, several large scale survey studies
have linked deviant behavior to other forms of
voluntary behavior that occurs in the workplace,
such as ORGANIZATIONAL CITIZENSHIP BE
HAVIOR (OCB; for a review, see Sackett, 2002).
In all studies, very strong negative correlations
were found between deviant behavior and posi
tive forms of organizational citizenship (e.g.,
helping a co worker in need). In a newly pro
posed theory, Spector and Fox (2002) intro
duced a model integrating both of these forms
of behavior by describing the environmental and
personal factors that lead to positive behavior
(OCB) or negative behavior (deviant acts)
through the mediating processes of perception
and emotion. This work is typical of emerging
efforts in this field to examine the processes
underlying the occurrence of deviant behavior.

Because it has begun to mature, research on
workplace deviance is rapidly approaching the
point at which scientific knowledge can be used
as the basis for making informed decisions about
how to control deviant behavior. Lacking, how
ever, have been systematic, long term studies
assessing the impact of interventions aimed at
minimizing deviance. Such efforts would not
only make it possible to offer more accurate
practical advice about controlling deviance, but
also promise to shed light on the theoretical
bases underlying such behavior.

See also absenteeism
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discrimination
Stella M. Nkomo

This concept can be generally defined as any
behavior that denies persons certain rights be

cause they belong to specific groups. It includes
verbal and non verbal acts, whether intended or
unintended. Most theorists distinguish between
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discrimination at the individual level and at the
institutional level (Dovidio et al., 1996). The
former refers to actions carried out by individ
uals based on negative attitudes (for example, a
manager who will not hire women for middle
management positions because of a belief that
women are less competent than men). Institu
tional discrimination pertains to institutional
norms, practices, and policies that help to create
or perpetuate sets of advantages or privileges for
dominant group members and to the exclusion
or unequal access of subordinate groups.
Institutions can produce discriminatory con
sequences intentionally or unintentionally. For
example, job seniority practices implemented
during a recession can yield negative conse
quences for minority employees who have
lower seniority because of their historical exclu
sion from certain jobs. Institutional procedures
such as hiring and promotion and evaluation are
central features of institutional discrimination.
The distinction between institutional discrimin
ation and individual discrimination is problem
atic. First, it is important to point out that some
scholars in the field argue that the term discrim
ination should not be used in lieu of terms like
racism or sexism (see GENDER ) because it under
rates the significance of IDEOLOGY in the way
systems of domination are structured in society
(Essed, 1991; Back and Solomos, 2000). Second,
the concept of individual discrimination de
taches the individual from the institutions in
which rules, procedures, and policies flourish.
Theories of discrimination are centered upon
explaining its continued persistence. Most of
these theories can be classified as order theories,
person centered theories, or power conflict and
structural theories (Farley, 1995). Order theories
tend to accent assimilation and concentrate on
the progressive assimilation of subordinate
groups into the dominant culture. As groups
are assimilated, they should experience less dis
crimination. Person centered theories focus on
the argument that there are real differences be
tween majority group members and subordinate
group members and these differences explain the
differential treatment of each group. A corollary
strand of person centered theories is that dis
crimination is largely a function of prejudiced
behavior of individuals (see PREJUDICE). In
contrast, power conflict theories place emphasis

upon economic stratification, structural and
power issues, and patriarchy in maintaining
systems of domination (se¢ CRITICAL
THEORY). Prominent among these latter groups
of theories are class based theories, feminist the
ories, and Marxist and neo Marxist theories.
These theories suggest the need to examine the
policies and practices in social systems or in
organizations, which create and perpetuate sys
temic barriers for certain groups.

Since the passage of extensive civil rights and
equal employment legislation in many countries,
the concept of institutional discrimination has
developed largely as a technical notion, particu
larly in the United States. T'wo theories of dis
crimination growing out of this legislation,
disparate impact and disparate treatment, have
heavily informed the way discrimination has
been studied in organizational behavior and per
sonnel psychology. Disparate treatment theory
holds that discrimination occurs when those
belonging to a protected category (women, racial
minorities, the disabled, etc.) are in some way
intentionally treated differently regarding em
ployment practices (for example, rejecting
women applicants of childbearing age for certain
jobs). Under disparate impact theory, facially
neutral employment practices (e.g., standard
ized tests, height and weight requirements)
which have an adverse impact on members of a
protected group may constitute discrimination if
they cannot be shown to be job related and
essential to the organization’s operations.

Much organizational research on discrimin
ation has involved a search for objective and
quantifiable evidence of discrimination in
staffing, selection predictors, performance
evaluation ratings, compensation, and promo
tion (se¢ PERFORMANCE APPRAISAL/MAN
AGEMENT). Race and sex discrimination have
garnered the most attention, although more re
search is appearing on age and disability discrim
ination (Duncan and Loretto, 2004). The results
across studies on race and sex discrimination are
often inconsistent, with some studies reporting
discriminatory effects and others finding none.
The failure to find consistent results may be a
function of methodological inadequacies,
ranging from an over reliance on laboratory
studies to underdeveloped theoretical frames
and weak measures (se¢e RESEARCH METHODS;



RESEARCH DESIGN). Additionally, the subtle
nature of modern discrimination may also con
tribute to the mixed results.

The literature on discrimination in organiza
tions suggests that considerable progress has
been made to address discriminatory barriers to
job entry for women and minorities. Yet current
research reports that subtle discrimination influ
ences their chances for upward mobility, where
they encounter “glass ceiling” effects on their
careers (Bell and Nkomo, 2001; Burke and
Nelson, 2002) (se¢  WOMEN AT WORK;
WOMEN MANAGERS; CAREER DEVELOP
MENT). For instance, women and minorities
have less access to many informal networks in
organizations and still suffer from the effects of
solo and token status (Ibarra, 1993).

The persistence of discrimination in organiza
tional settings suggests that it is no longer ad
equate to study discrimination as though it were
purely a technical question or solely the product
of attitudes, stereotypes, or interpersonal
relations. Some scholars have called for more
attention to research that explores the phenom
enology of discrimination in organizations.
Understanding the process of discrimination
and structural properties of exclusion is import
ant for changing organizational policies and
practices operating to the detriment of some
groups (Cockburn, 1991; Maier, 1999). An ap
proach that combines micro and macro influ
ences is needed. In the case of discrimination
based on race, Essed (1991) introduced the con
cept of everyday racism to capture the struc
tural cultural properties of racial discrimination
as well as the micro inequities that perpetuate
the system.

See also gender; intergroup relations; women at
work, women managers
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diversity management
Susan E. Jackson

The phrase ‘“‘management of diversity” refers to
practices aimed at improving the effectiveness
with which organizations utilize diverse human
resources (Ashkanasy, Hartel, and Dass, 2002).
In the era when mass production methods dom

inated business activity, many organizations
managed diversity simply by avoiding it. Prod

uct specialization helped keep costs low, a func

tion based organizational form was almost
universal, and the employees in most organiza

tions all looked much alike; often those employ

ees who were in the minority (for example, in
terms of ethnicity or gender) worked together in
occupational groups that were segregated from
majority employees in the company. Nowadays
many mass product markets have been replaced
by smaller more precisely defined specialty con

sumer markets, while large businesses operate in
multiple niches. The latter case often means that
distinctly different business units — each with its
own unique structure, strategy, management
processes, and organizational subculture — must
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synergistically coexist under one corporate roof.
At the same time, the diversity of human re
sources within organizations is increasing. Due
to changing workforce demographics, globaliza
tion, and a desire to employ people who reflect
their customer base, organizations in many
countries are becoming more diverse in terms
of gender, race, ethnicity, religion, national
origin, AGE, and many other personal character
istics. In modern organizations around the
world, managers need to embrace diversity to
insure business success.

THE NATURE OF DIVERSITY IN
ORGANIZATIONS

Demographic and cultural diversity are two im
portant types of diversity in modern organiza
tions. Throughout the world, women are
entering the workforce in growing numbers,
with men and women increasingly found
working side by side (se¢ GENDER; WOMEN
MANAGERS; WOMEN AT WORK). In some
countries, age diversity is also increasing, as
declining rates of population growth push
employers to hire older employees to work
alongside the younger intakes. As organizations
allow the higher education of younger employees
to substitute for the job experience that previous
cohorts of employees had to accrue in order to
be promoted, relatively young employees are
found more often in higher level jobs. Ethnic
and cultural diversity also are increasingly im
portant. For example, in the US, approximately
10 percent of the total workforce immigrated
from other countries, and approximately 15 per
cent of all new workforce entrants are immi
grants. In many European countries, ethnic and
cultural diversity are increasing due to the con
solidation of economic markets and related
changes in immigration and employment pol
icies. Throughout the world, managing cultural
diversity has become essential as corporations
have expanded their operations into foreign
countries and/or developed strategic alliances
with foreign owned firms.

Managing diversity is important even in or
ganizations where the workforce has not become
more demographically and/or culturally diverse
because many organizations are utilizing WORK
GROUPS/TEAMS to pursue new business strat
egies. These often bring together employees

from previously segregated areas of the com

pany, creating occupational and knowledge

based diversity. Teams may also bring together
employees from two or more organizations. For
example, manufacturers may include their sup

pliers and end users as part of a product design
team. Such teams must develop a mode of oper

ating that fits with the differing organizational
cultures in which the subunits are embedded.

THE CONTENT AND STRUCTURE OF
DIVERSITY

Individual attributes such as gender, age, reli
gion, and occupational background reflect the
content of diversity; in contrast, the configur
ation of attributes within a social unit reflects
the structure of diversity. Concepts to capture the
structure of diversity differ across levels of an
alysis: for dyads it is interpersonal (dis)similar
ity, for small groups it is relational demography
and team diversity, and for larger entities it is
ORGANIZATIONAL DEMOGRAPHY. At the
team and organizational levels, attention has
focused on such issues as the inclusion of demo
graphic “token” or ‘“solo” members, the pres
ence of small minority factions, and bipolar team
composition (where there are two equal size co
alitions). Such configurations can be particularly
influential in affecting GROUP DYNAMICS (see
also COALITION FORMATION; MINORITY
GROUP INFLUENCE; GROUP DECISION
MAKING).

CONSEQUENCES OF DIVERSITY

Workplace diversity has many short term and
longer term consequences for employees and
employers, some positive and others negative.
Detailed reviews of relevant research (e.g., Jack
son, May, and Whitney, 1995; Jackson, Joshi and
Erhardt, 2003; Milliken and Martins, 1996) in
dicate that the consequences of diversity depend
on its content, its structure, and the organiza
tional context. For example, the amount and
type of stereotyping and bias that people engage
in depends on the composition of a group. When
two clear factions are present, stereotyping, bias,
and cCONFLICT will be greater than when the
group is homogeneous or when there are so
many differences present that there are no clear
subgroups. Furthermore, demographic (e.g.,
age, sex, ethnicity) diversity is often associated



with interpersonal conflict and may interfere
with COMMUNICATIONS and stimulate em
ployee TURNOVER. On the other hand, diver
sity with respect to task related cognitions is
likely to improve the quality and CREATIVITY
of a group’s decision making processes, reduce
GROUPTHINK, and improve an organization’s
ability to adapt quickly to a changing environ
ment.

MANAGEMENT IMPLICATIONS

No single theory explains the full set of benefi
cial and detrimental effects of diversity in work
organizations and this makes it difficult to de
velop effective means for managing diversity.
Nevertheless, in recognition of the growing im
portance of the topic, many large and prominent
firms began to implement “managing diversity”
initiatives during the late 1980s. Such initiatives
have proliferated since then and are now a major
human resource management activity.

Table 1 describes several of the approaches
used by employers as they strive to manage
diversity more effectively. These programs
often are implemented in organizations that
have already been proactive in their attempts to
reduce DISCRIMINATION and provide equal
opportunities to a broad array of employees.
They are also found in some organizations with

Table 1
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large numbers of expatriates working abroad.
Ultimately, the best approach to managing di

versity will depend on the types of diversity
present in an organization and the outcomes of
most concern to the organization. Therefore,
those who wish to improve the ability of an or

ganization to manage diversity effectively need to
develop a comprehensive approach tailored to
their specific situation. It is impossible to pre

scribe interventions that will be universally ac

ceptable, but organizations that have been
successful in their efforts to effectively manage
diversity appear to use the following principles to
guide the process of ORGANIZATIONAL
CHANGE (for several case descriptions, see Jack

son and Associates, 1992; for more general dis

cussions of how organizations are approaching
the management of diversity, see Cox, 1993;
Carr Ruffina, 1999).

Diagnosis  Before launching diversity initiatives
such as these, managers should study their
organizations to understand the nature of diver
sity present, and they should evaluate current
practices to understand whether any of them
have unintended negative consequences for
employees from diverse backgrounds. Questions
to be answered include: What are the back
grounds of people in the organization and how

Initiatives used for the management of diversity

Drversity awareness training: Provides accurate information about subcultures present in the organization and
educates employees about the negative consequences of stereotypes.
Harassment training: Educates employees about the meaning of harassment and the actions the company will take

when someone complains of being harassed.

Teammwork training: Builds relationships among diverse employees and improves the team’s ability to leverage their

diversity.

Caucus groups (also called network or affinity groups): Employees with common backgrounds and interests (e.g.,
based on gender, ethnicity, sexual orientation, disability, area of expertise) sponsor activities such as training
workshops, conferences, and mentoring programs for their members.

Successsion planning: Insures that employees from all backgrounds are identified, developed, and given equal
opportunity to assume leadership roles in the company. May involve setting numerical targets that specify the
percentages of men and women, ethnic groups, people with disabilities, and so on, to be hired and promoted into

each major job category.

Work family balance programs: Designed to support the diverse family responsibilities of employees. Common
initiatives include alternative work schedules such as job sharing, flextime, and compressed workweeks,
childcare and elder care resources and referral services, adoption assistance, and employee counseling.

Community outreach and development: Includes a variety of community activities intended to benefit people other
than the company’s current employees. Examples include science education days for young school children
to combat early occupational stereotyping, and partnerships with schools to provide academic counseling,
part-time employment, mentoring, and tutoring for at-risk students (who often are ethnic minorities).
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is diversity distributed throughout the organiza
tion? Do people from diverse backgrounds work
closely together, or are they segregated into
homogeneous subgroups based on occupations,
hierarchical levels, or geographic locations?
How do the backgrounds of people relate to
their attitudes and behaviors? Do subgroups of
employees report different degrees of satisfac
tion with their co workers or the supervision
they receive? Are turnover patterns different
among different groups of employees? Does
career mobility appear to differ across sub
groups? Do diverse work teams perform the
same as (or better or worse than) homogeneous
teams? In order to design initiatives that fit their
organizational circumstances, and subsequently
evaluate the effectiveness of those initiatives,
managers must first develop a sophisticated
understanding of how diversity influences em
ployees and work groups within the organiza
tion.

Objectives  'The next task is to set objectives and
prioritize the dimensions of diversity that are
important for the organization to address.
These objectives might include meeting social
and legal responsibilities, attracting and retaining
a qualified workforce, facilitating teamwork, cre
ating synergy between dispersed and diverse
work units, and spanning the boundary between
the organization and its markets (se¢e BOUNDARY
SPANNING). Which objectives are top priorities
for an organization will influence the types of
diversity that must be managed and the types of
initiatives likely to be most useful.

Design interventions that fit the situation To be
effective, new initiatives require buy in from all
relevant constituents, who include those who
are targeted as the direct users (e.g., those
attending a workshop) as well as those in a pos

ition to encourage the direct customers’ use of
a service (e.g., managers and supervisors of the
users). Involving constituents in the design of
diversity interventions is one way to increase
their support during the change process.

Hold managers accountable When an organiza
tion offers a new product (good or service) in
the marketplace, it almost always uses one
or more numerical indicators to measure its
success. This plays a part in determining man

agers’ raises, bonuses, and promotions. When
the development and sale of a product is success
ful, the people who contributed to that success
often are recognized and rewarded. It is possible
to apply these same principles to the introduction
of diversity related changes. Organizations that
have done so say it seems to pay off. Research
shows that the success of diversity training ini
tiatives is greater in organizations that evaluate
the effectiveness of the training and in those
that offer rewards to managers who make diver
sity related improvements in their business
units.

Anticipate challenges Any organizational change
effort can run into unanticipated problems, and
diversity programs are no exception. Cultural
awareness training programs may backfire if
they seem to reinforce stereotypes or highlight
cultural differences that employees have tried to
erase in order to fit into the company’s culture.
Special skill building programs offered only to
some subgroups also can feed negative stereo

typing, or they may be viewed as showing the
target group an unfair advantage. Employees
assigned to work in markets that match their
cultural backgrounds may view that as limiting
the contributions that they can make. Staffing
plans that include targets for promoting employ

ees from various backgrounds may create a
stigma for those targeted to benefit, with the
result that qualified people are presumed to
have acquired their positions because of their
demographic attributes rather than on the basis
of merit. Caucus or networking groups may lead
to increased segregation and fragmentation. Ul

timately, managing diversity successfully in

volves developing a strong organizational
culture that values cultural differences and in

sures that the talents of all employees are used to
their fullest extent. Implementing the variety of
changes that may be needed to manage diversity
more effectively will take many years in most
organizations.

CONCLUSION

Diversity is a complex and potentially “hot”
issue. Although there are few generalizations
about what are the most effective ways to
manage diversity within organizations, it is
clear that almost all organizations must learn to



do so. As is true for most strategic issues,
the most effective method is a learn as you go
approach that fits their unique situation. Inevit
ably, the learning process will be challenging at
times, as change agents, supervisors, subordin
ates, and co workers realize the need for changes
within themselves, in their organization’s cul
ture, and in the basic human resource manage
ment systems of the organization.

See also cross cultural research; culture, national,;
individual differences
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double-loop learning
Chris Argyris

Learning occurs whenever errors are detected
and corrected. An error is any mismatch be
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tween intentions and actual consequences. Dis
covery of a mismatch is only a first step in
learning. Additional steps occur when the error
is corrected in such a way that the correction is
maintained. Furthermore, there are at least two
ways to correct errors. One is to change the
behavior. This kind of correction requires
single loop learning. The second way to correct
errors is to change the underlying program, or
master program, that leads individuals to believe
as they do about their error correction strategies.

Theories of action inform actors of the strat
egies they should use to achieve their intended
consequences. Theories of action are governed
by sets of values which provide the framework
for the action strategies chosen. Thus, human
beings are designing beings. They create, store,
and retrieve designs that advise them how to act
if they are to achieve their intentions and
act consistently with their governing values.

There are two types of theories of action. One
is the theory that individuals espouse and that
comprise their beliefs, attitudes, and values. The
second is their theory in use — the theory that
they actually employ.

Model I theory in use is the design we find
throughout the world. It has four governing
values: achieve your intended purpose; maximize
winning and minimize losing; suppress negative
feelings; and behave according to what you con
sider rational (se¢e RATIONALITY). Model I tells
individuals to craft their positions, evaluations,
and attributions in ways that inhibit inquiries
into them or tests of them with others’ logic.
The consequences of these Model I strategies
are likely to be defensiveness, misunderstanding,
and self fulfilling and self sealing processes.

Organizations come alive through the
thoughts and actions of individuals acting as
organizational agents and creating the organiza
tional behavioral world in which work gets done.
If it is true that most individuals use Model I,
then a consequence of this use will be the cre
ation of organizational defensive routines (see
ORGANIZATIONAL NEUROSIS).

An organizational defensive routine is any
action, policy, or practice preventing organiza
tional participants from experiencing embarrass
ment or threat and, at the same time, preventing
them from discovering the causes of the embar
rassment or threat. Organizational defensive
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routines, like Model I theories in use, inhibit
double loop learning and overprotect the indi
viduals and the organizations.

Model II theories in use are hypothesized to
produce double loop learning. The governing
values of Model II are valid information,
informed choice, and vigilant monitoring of the
implementation of the choice in order to detect
and correct error. As in the case of Model I, the
three most prominent behaviors are advocate,
evaluate, and attribute. However, unlike Model
I behaviors, Model II behaviors are crafted into
action strategies which openly illustrate how the
actors reach their evaluations or attributions and
how they craft them to encourage inquiry
and testing by others. As a consequence, defen
sive routines that are anti learning are minim
ized and double loop learning is facilitated.
Embarrassment and threat are not bypassed
and covered up; they are engaged. Model II
action will interrupt organizational defensive
routines and begin to create organizational learn
ing processes and systems that encourage
double loop learning in ways that persist.

For example, the director—owners of a profes
sional firm wanted to reduce the destructive
politics at, and eventually below, their present
levels. Through observations and interviews a
map was developed of the organizational defen
sive routines. Next, through the use of specially
designed cases, the directors became aware of
their Model I theories in use. Then they learned
to make Model II an additional theory in use.
Five years of observations and tape recordings
indicate that the dysfunctional politics have been
reduced significantly, that issues that were con
sidered undiscussable (e.g., financial ownership)
have become discussable and alterable, and that
the process is spreading at all levels of the organ
ization (Argyris, 1993).

See also feedback; learning organization

Bibliography

Argyris, C. (1993). Knowledge for Action. San Francisco:
Jossey-Bass.

Argyris, C. (2000). Flawed Advice. New York: Oxford
University Press.

Argyris, C. (2004). Reasons and Rationalizations: The
Limits to Organizational Knowledge. Oxford: Oxford
University Press.

downsizing
Kim Cameron

This term refers to a set of activities, undertaken
on the part of the management of an organiza
tion, designed to reduce expenses or enhance
competitiveness. This is usually, but not exclu
sively, accomplished by shrinking the size of
the workforce. However, downsizing is a term
used to encompass a wide range of activities
from personnel layoffs and hiring freezes to
consolidations and mergers of organizational
units.

Beginning in the 1980s, downsizing came into
prominence as a topic of both practical and
scholarly interest. This is because, on a practical
basis, more than three fourths of all medium
and large sized companies in North America
and Europe downsized in that decade. Two
thirds of companies that engaged in downsizing
did so more than once. The popularity of down
sizing brought into question the common as
sumptions that increased size, complexity, and
resources are inherently associated with organ
izational effectiveness. Smaller and leaner
became associated with success, not largesse
and over abundance.

The concept of downsizing has arisen out of
popular usage, not precise theoretical construc
tion. In fact, identifying the definition and
conceptual boundaries of downsizing is more
relevant for theoretical purposes than for prac
tical ones. The terminology used to describe
downsizing activities is relatively unimportant
to practicing managers, and many terms are
used as synonyms — for example, rationalizing,
restructuring, rightsizing, re engineering.

For scholarly purposes, precise conceptual
meaning is required in order for cumulative
and comparative research to occur. For example,
on the surface, downsizing can be interpreted as
merely a reduction in organizational size. When
this is the case, downsizing is often confused
with the concept of organizational decline,
which also is interpreted as a reduction in organ
izational size. Important differences exist, of
course, and decline is a separate phenomenon
conceptually and empirically. Attributes of
downsizing also make it distinct from other re
lated concepts such as lay offs, maladaptation, or
reverse growth. These distinguishing attributes



of downsizing are (1) intent, (2) personnel,
(3) efficiency, and (4) work processes.

Intent. Downsizing is not something that
happens to an organization, but it is some
thing that managers and organization
members undertake purposively as an inten
tional set of activities. This differentiates
downsizing from loss of market share, loss of
revenues, or the unwitting loss of human re
sources through turnover, acquisition, or or
ganizational demise. Downsizing is distinct
from the encroachment of the environment
on performance or resources because it im
plies organizational action.

Personnel. Second, downsizing usually involved
reductions in personnel, although it is not
limited solely to headcount reductions. A var
iety of personnel reduction strategies are as
sociated with downsizing, such as transfers,
outplacements, retirement incentives, buyout
packages, layoffs, attrition, and job banks.
These reductions may occur in one part of
an organization but not in others, yet are still
labeled organizational downsizing. Downsiz
ing does not always involve reductions in em
ployees, however, because some instances
occur in which new products are added, new
sources of revenue opened up, or additional
work acquired without a commensurate
number of employees being added. Fewer
numbers of workers are then employed per
unit of output compared to some previous
level of employment.

Efficiency. A third characteristic of downsizing
is its focus on improving the efficiency of
the organization. Downsizing occurs either
proactively or reactively in order to contain
costs, to enhance revenue, or to bolster
competitiveness. That is, downsizing may be
implemented as a defensive reaction to finan
cial pressures, or it may be a proactive strategy
to enhance performance. During its first
decade as an organizational strategy, most
downsizing was defensive in orientation.
More recently, a majority of downsizing has
occurred in firms that are not losing money and
are, instead, attempting to enhance competi
tiveness and profitability by reducing costs.

Work processes. Fourth, downsizing affects work
processes, wittingly or unwittingly. When the
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workforce contracts, for example, fewer em

ployees are left to do the same amount of
work, and this has an impact on which work
gets done and how it gets done. A common
mistake of the architects of downsizing is to
expect that work processes will remain the
same even though employment is reduced.
Overload, burnout, inefficiency, and conflict
are frequent consequences. On the other
hand, positive outcomes may result — includ

ing improved productivity or speed — as a
consequence of restructuring, eliminating
work (such as discontinuing functions, abol

ishing hierarchical levels, merging units), or
redesigning tasks (see JOB DESIGN). Down

sizing almost always requires process redesign
to be successful.

The level of analysis being discussed when using
the term downsizing is the organization itself,
not the individual or the industry. A substantial
literature exists on the psychological impacts of
layoffs and cutbacks on individuals, including
financial well being, health, personal attitudes,
family relationships, worker interactions, and
other personal factors (see Kozlowski et al.,
1993). At the industry level of analysis, a sub

stantial literature also exists on MERGERS AND
AcqQuisiTioNs and industry consolidation, in

cluding market segmentation, divesting unre

lated businesses, and consolidating industry
structure.

In general, therefore, organizational downsiz
ing refers to an intentionally instituted set of
activities within the organization designed to
improve efficiency and performance. These
activities affect the size of the organization’s
workforce, costs, and work processes. Downsiz
ing’s goal is usually enhanced financial perform
ance, and it may be reactive and defensive, or it
may be proactive and anticipatory. The presence
of ineffectiveness or impending financial exi
gency are common defensive motivations for
downsizing, whereas lowering costs or enhan
cing market competitiveness are common offen
sive motivations.

Surprisingly, most research to date indicates
that the overall effects of downsizing on organ
izational performance are negative. For example,
fewer than half the companies that downsized
between 1990 and 2000 had short or long term
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profit increases. Three years after downsizing,
the market share prices of downsized companies
were an average of 26 percent below the share
prices of their competitors, and a decade later
share prices of firms that downsized continued
to lag the industry average. Among companies
with similar growth rates, those that did not
downsize consistently outperformed those
that did during the recessionary years beginning
in 2001. Moreover, fewer than 10 percent of
downsizing firms reported improvements in
product and service quality, innovation, and or

ganizational climate, and more than 70 percent
of senior managers in downsized companies
reported that morale, trust, and productivity
suffered after downsizing. Half of the firms in
a survey of 1,500 firms indicated that productiv

ity deteriorated after downsizing, and a third of
executives reported that their downsizing efforts
failed to achieve desired results (Cameron, 1994,
1998; Cascio, Young, and Morris, 1997).

These negative outcomes are not universal, of
course, since the way downsizing occurs is more
important than the fact that downsizing is im
plemented (Cameron, 1998). Organizations

whose performance improves as a result of
downsizing tend to manage the process as a
renewal, revitalization, and culture change
effort, not merely as a strategy to reduce ex
penses or organizational size.

See also organizational change; organizational
effectiveness
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emotion management
Stephen Fineman

Emotion management refers to the way that
emotion is expressed and ‘“used” in the work
place. It is an area that has developed signifi
cantly in recent years, drawing insights from
a range of disciplines, especially organizational
psychology, sociology, and anthropology.
More broadly, it has moved the study of emotion
away from a preoccupation with job satisfac
tion, to the ways emotions penetrate, and define,
much of organizational life (Fineman, 2003).
The concept of emotional labor has been at
the forefront of emotion management ideas. Ori
ginally outlined by Arlie Hochschild, emotional
labor refers to the explicit or implicit work
undertaken to present the appropriate emotion
“face” or appearance to a customer or client —
such as smiling, being “nice,” and appearing
“professional.” Hochschild (1983) described
the “deep acting” or ‘“‘surface acting” that has
to be accomplished to make this possible. The
former involves internalizing the corporate or
professional codes about what is required —
taking them to heart. The latter requires a con
vincing act that can be dropped when off stage,
where different emotional display rules apply.

Varied “emotional zones,” physical or symbolic
areas of the workplace, allow for different kinds
of off stage, emotional presentation (such as in
the galley of an aircraft, a school staff room,
around the water cooler, or in washrooms)
(Fineman, 1993).

The bulk of early research on emotional labor
focused on front line service workers, but inter
est has now expanded into different occupations,
exposing unacknowledged, and unremunerated,
emotional labor. These include paralegals, man
agers, lecturers, politicians, and medical profes
sionals. Emotional labor was originally thought
to be especially costly in terms of personal dis
tress, especially to the deep actors. It is now
acknowledged that there are different ways of
coping, or insulating oneself, from the corporate
script and its stresses (Adelman, 1995; Korc
zynski, 2003).

Emotional labor has generated a number of
controversies and developments. For example,
when are we “really authentic” at work if man
agement and customers/clients are pulling our
emotional strings? One view is that the authen
tic, core self has to fight for space. Another view
is that all our self presentations are equally au
thentic, or real. All are discourses of self and
feelings drawn from a cultural bundle of possi
bilities. That we take some as more real than
others is no more (or less) than a socially con
structed illusion which draws upon structural
and ideological emotion scripts: what a man,
woman, novice, or competent professional
“ought” to feel or express. It becomes oppres
sive when one voice, such as that of manage
ment, insists on a way of being that we find
unacceptable but inescapable (Sturdy and Fine
man, 2001).

A related development concerns aesthetic
labor (Witz, Warhurst, and Nickson, 2003).
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Aesthetic laborers physically represent the prod
uct or service they are dealing with. They are
obliged to “live” the corporate uniform, to wear
the clothes they are selling, to appear in the
company’s colors. Uniforms and accessories are
designed to blend work identities and feelings
with corporate ideologies. Having to look
“right” may or may not be self enhancing, but
it completes the way emotion can be shaped by a
third party and, literally, be connected with
body.

The role of emotion and its management can
be seen in a variety of other work practices
(Barry, 1999; Fineman, 2000; Frost, 2003;
Matthews, Zeider, and Roberts, 2002). They
include the strategic use of emotion in DECI
SION MAKING and LEADERSHIP, the way
EMOTIONAL INTELLIGENCE has been pro
moted, how anxiety in CHANGE settings is
stirred and contained, and the emotional cul
tures that ferment harassment and bullying.
Overall, our study of emotion management has
stimulated an important and exciting new area,
bringing emotion firmly out of the organiza
tional closet.

See also critical theory,; emotion in organizations;
role
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emotion in organizations
FJill C. Bradley and Arthur P. Brief

Work experiences both impact and are impacted
by people’s emotions (or affect). Beginning in
the 1930s, researchers have sought to answer
questions regarding the role of emotions in the
workplace. Early research yielded a number of
ideas, methods, and findings that remain rele

vant but largely not attended to by contemporary
researchers (Weiss and Brief, 2001). Hersey
(1932), for example, tracked the relationships
between daily affect and job performance as
well as those between emotions at home and
work. Yet Hersey’s work is cited rarely.

During the succeeding 50 years or so, the
focus of workplace affect research narrowed
almost exclusively to JOB SATISFACTION. Re
searchers in this era explored various job satis
faction precursors and outcomes, such as task
characteristics, workplace justice, attitudes of
co workers, turnover, and job performance.
The theoretical approach guiding much research
during this period was one of “fit” between the
person and his or her work environment, with fit
leading to satisfaction and lack of fit leading to
dissatisfaction (se¢ PERSON—ENVIRONMENT
INTERACTION). In recent years, the “fit” ap
proach and the focus on job satisfaction have
been shown to be overly narrow (Brief and
Weiss, 2002).

Currently, promising developments in the
study of workplace affect include such inno
vative theoretical statements as Weiss and
Cropanzano’s (1996) Affective Events Theory,
emerging methodologies concerned with the af
fective component of job satisfaction, and per
haps, most of all, a concern with discrete



emotions such as anger, surprise, and fear. Ar
guably, the current state of the field can be
described as an “affective revolution” (Barsade,
Brief, and Spartaro, 2003). Part of this revolu
tion entails alternative construals of affect. Trait
affect, for example, is viewed as an enduring
disposition that predisposes an individual to ex
perience a particular mood state. A seminal work
by Staw, Bell, and Clausen (1986) demonstrated
that trait affect measured during adolescence
could predict job satisfaction nearly 50 years
later! Less stable than trait affect, moods are
seen as generalized feeling states not typically
associated with a particular stimulus. More in
tense and short lived than moods are emotions,
which generally are linked to an event.

Despite unimpressive past results concerning
affect—performance relationships, researchers
continue to be engrossed in this line of investi
gation. One new strategy, however, has been to
examine affect—performance relationships at the
level of the work group or organization rather
than the individual worker. Additionally, some
researchers have broadened the definition of
performance in these studies to include so called
“organizational citizenship” behaviors. Another
trend is the exploration of the social aspects of
emotion, including ways in which people influ
ence each other’s emotions. Researchers also
have taken an interest in the interaction between
work and home life, long ago investigated by
Hersey (1932). Other “hot” topics include emo
tional labor, or the attempt of individuals to
manage their own displayed affect at work, and
“emotional intelligence,” or the monitoring of
self and others’ emotions to guide behavior.
Clearly, recent years have signaled a time of
development and revolution in affective re
search. Continued theoretical and methodo
logical advancements are sure to follow from
the momentum built during the past decade.

See also emotion management; motivation; stress
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emotional intelligence
Richard E. Boyatzis

Salovey and Mayer (1990) first introduced EI
into the academic literature, defining it as a set of
abilities in awareness of and handling of one’s
emotions. Here it will be defined as the intelli

gent use of one’s emotions (s¢¢ EMOTION IN
ORGANIZATIONS). Given that emotions are a
constant element in cognitive processes, a more
technical definition of EI is that it is a set of
thoughts, feelings, and behaviors driven by a
neural circuitry located in the limbic system,
mediated by the control functions of the pre

frontal cortex (Goleman, Boyatzis, and McKee,
2002). The concept of EI achieved prominence
through Goleman’s bestselling book in 1995. In
this, he made the concept more behavioral than
originally conceived, defining EI as a set of
COMPETENCIES that enable a person to be ef

fective in a job, successful in life, happy as a
person, and a contributing member of society.
Specifically, EI is composed of four clusters of
competencies (Goleman, Boyatzis, and McKee,
2002). They are (1) the Self Awareness cluster of
competencies such as emotional self awareness
and self confidence; (2) the Self Management
cluster of competencies such as achievement
orientation, initiative, emotional self control,
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and adaptability; (3) the Social Awareness clus
ter of competencies such as empathy and cul
tural awareness; and (4) the Relationship
Management or Social Skills cluster of compe
tencies such as influence, teamwork, communi
cations, and developing others.

Although there are differences among the the
ories and models offered by various authors,
these distinctions have more to do with the
measurement of EI with the three most popular
instruments, such as the MSCEIT, EQ I, and
ECI, than the underlying theory. Controversy in
the field has emerged as to whether there is one
concept called EI, whether it should be called an
“intelligence,” and how best to measure it. Re
gardless, the concept of EI has allowed scholars
to create a holistic personality theory with roots
in neuroscience. It has also provided a label that
makes it easy for many to classify non cognitive
characteristics. Because the Goleman (1995)
model of EI is based on competencies, applica
tions of EI are relevant to a wide range of human
resource and education contexts.

See also individual differences; personality

Bibliography
Bar-On, R. and Parker, J. (eds.). Handbook of Emotional

Intelligence. San Francisco: Jossey-Bass.

Cherniss, C. and Adler, M. (2000). Promoting Emotional
Intelligence in  Organizations: Make Training in
Emotional Intelligence Effective. Washington, DC:
American Society of Training and Development.

Goleman, D. (1995). Emotional Intelligence. New York:
Bantam Books.

Goleman, D.; Boyatzis, R. E.; and McKee, A. (2002).
Primal Leadership: Realizing the Power of Emotional
Intelligence. Boston, MA: Harvard Business School
Press.

Salovey, P. and Mayer, J. D. (1990). Emotional intelli-
gence. Imagination, Cognition and Personality, 9,
185 211.

employee involvement
Mark Fenton O’Creevy

The term employee involvement (EI) has been
used to denote a wide range of practices in or

ganizations which increase employees’ influence
over how their work is carried out, or increase
employees’ influence over other areas of organ
izational policy and practice. A key distinction
can be made between employee involvement as a
form of work organization and employee in
volvement as a form of PARTICIPATION in
organization governance (usually via representa
tive structures such as labor organizations or
works councils). The economic benefits claimed
for involvement in work organization are most
often benefits to the organization from greater
individual effort and effectiveness via increased
commitment, job satisfaction, and clarity about
goals. The economic benefits most often claimed
for participation in governance are at the level of
the economy: industrial conflict is reduced and
the conditions are created for greater investment
in human capital. There is also some evidence
that representative employee involvement in or
ganization governance may enhance perceived
legitimacy of management decisions among em
ployees and lead to enhanced perceptions
of procedural justice. Debates about the role of
employee involvement as participation in organ
ization governance are central to discussions
about the relative merits of the liberal market
approach to economic organization practiced in
countries such as the USA and the coordinated
market approach practiced in countries such as
Germany.

The most common practices that aim to in
crease (work organization) employee involvement
are COMMUNICATION programs (e.g., em
ployee attitude surveys), QUALITY CIRCLES,
quality of working life programs, consultative
committees, gainsharing, JOB ENRICHMENT/
work redesign, and SELF MANAGED TEAMS.
Key dimensions on which EI efforts differ are:

o Individually based (e.g., job redesign) versus
team based (e.g., quality circles, self man
aging work teams), or organization based
(e.g., gainsharing).

e (Changes to core organization (e.g., self man
aging work teams, job redesign) or collateral
organization (e.g., quality circles, attitude
surveys). The distinction here is whether
the EI effort requires changes in the way
the core work of the organization is carried



out or whether the EI activities are “added
on.”
o Direct involvement versus indirect (i.e.,

through representatives).

Research evidence concerning the outcomes of
EI is mixed. The most consistent finding is of
successfully implemented EI leading to in
creased JOB SATISFACTION. Evidence for
productivity improvements is weak, although it
is stronger for self managed work teams and
some forms of work redesign (see JOB DESIGN).

The most successful forms of EI are those that
imply changes to the core work of the organiza
tion. Collateral or parallel organization forms of
EI such as quality circles, often have a limited
lifespan. Their impact is often quickly absorbed
by the more enduring organization structures
and systems. While many organizations have
benefited considerably from the introduction of
EI practices, in others EI efforts founder or
deliver only minor benefits.

Several barriers to the successful application
of EI are frequently cited. These include lack of
clearly communicated COMMITMENT from top
management, resistance from middle managers
who see their interests threatened, opposition
from unions, and failure to adapt organizational
systems to new ways of working.

See also continuous improvement; empowerment;
participation; survey feedback
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empowerment
Mark Fenton O’Creevy

Prior to its adoption as a management term, the
word empowerment was most often used in fields
such as politics, social work, feminist theory, and
Third World aid. Writers in these fields have
taken it to mean providing (usually disadvan
taged) individuals with the tools and resources
to further their own interests, as they see them.
Within the field of management, empowerment
is commonly used with a different meaning: pro
viding employees with tools, resources, and dis
cretion to further the interests of the organization
(as seen by senior management). Conger and
Kanugo (1988) define empowerment as a
psychological construct. They suggest that
empowerment is the process of fostering SELF
EFFICACY beliefs among employees. This
implies both removing sources of powerlessness
and providing employees with positive FEED
BACK and support. Empowerment, in this
sense of a psychological construct, is a principal
goal of most forms of EMPLOYEE INVOLVE
MENT. Much writing on empowerment has
been criticized as obscuring the divergence of
interests between organizations and their em
ployees (e.g., Wilkinson, 1998). A critical prac
tical implication is that an important
precondition for organizations to benefit from
empowerment initiatives is the generation of
common purpose across the organization.

See also decision making; employee involvement;
influence; participation; power
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enactment
Nigel Nicholson

This concept was first developed by Weick in his
influential and innovative monograph, 7he
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Social Psychology of Organizing (1969), to con
note an organism’s adjustment to its environ
ment by directly acting upon the environment
to change it. Enactment thus has the capacity to
create ecological change to which the organism
may have subsequently to adjust, possibly
by further enactment. Weick discusses this pro
cess in the context of active sensemaking by the
individual manager or employee, but also notes
how one may enact “limitations,” for example,
by avoidance of disconfirming experience, or
“charades,” by acting out in order to test under
standing. Enactment is thus often a species of
self fulfilling prophecy. It may also be deviation
amplifying, where consequences are successively
multiplied by actions on the environment.
Weick also identifies enactment as a form of
social constructionism: the reification of experi
ence and environment through action.

Since Weick’s origination of the concept, it
has found most use in strategic management, to
capture the dynamics of relations between or
ganization and environment (e.g., Abolafia and
Kilduff, 1988). The notion of strategic choice
was developed in the 1970s with this intent
(i.e., to show how organizational adaptation
should not be seen as entirely exogenously
directed, but as the agentic response of “pur
poseful systems” seeking to modify and if pos
sible master the environmental contingencies
bearing down upon them). This idea reinforces
a model of organizations as akin to willful actors,
a construction that challenges the behaviorist
paradigm of OPEN SYSTEMS’ actions being de
termined by environmental conditioning.

One can expect enactment processes to be
most visible in large and powerful organizations
that have the capacity to shape their markets, but
they are no less relevant to the way smaller
enterprises conceive their contexts and make
choices about how they will act in relation to
them. This draws attention to such strategies of
accommodating environmental forces as creating
buffers to diffuse impact, negotiation with
STAKEHOLDERS, co opting influential agen
cies, and avoidance. Enactment is equally rele
vant to individual or group behavior, where it is
analogous to the dynamic equilibria of SELF
REGULATION where action reconfigures the
relationship between goals, states, context, per
ceptions, and affect.

As an operational concept, enactment could
be said to lack precision, though for Weick
(2003) this is a helpful “roominess” that encour
ages the reconciliation, analytically, of cognition,
constraint, reciprocal action, and purpose. It is
“the glue that joins organizing with sensemak
ing” and allows people “to replace uncertainty
with meaning.” As such it embodies an import
ant recognition of how agency and constructive
cognitive processes are essential elements in our
understanding of the behavior of individuals and
organizations.

See also organizational ecology; structuration
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enterprise resource planning
Craig Shepherd

Enterprise resource planning, or ERP systems,
are computer based systems comprising a cen
tralized database and integrated software
modules designed to manage all of an enter
prise’s work processes. The past decade has
witnessed an exponential growth in their popu
larity. Yen, Chou, and Chang (2002) highlight
that 70 percent of Fortune 1000 companies have
implemented ERP applications in some form,
with the expected growth for the next 5 years
at 37 percent. They are presented as a panacea by
many enterprises, since implementations are
often combined with business process re
engineering, in attempts to harmonize working
practices and replace aging legacy systems.
Benefits cited by vendors include enhanced
profitability, efficiency, and business agility. In
common with many information technologies,
implementations are typified by over expend
iture, time delays, unrealized business benefits
and, in extreme cases, failure (Davenport, 1998).



While these represent concerns for practitioners,
the research agenda has been dominated by stud
ies of the implementation process, with few
studies critically examining the ability of these
technologies to transform organizations and
deliver the promised benefits. Also, research
thus far has offered few insights into their
impacts on end users, or how these technologies
are being used in practice. Given their likely
longevity, this represents an opportunity for
future research.

See also performance appraisal/ management, tech
nology
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entrainment
Deborah Ancona

This term means the adjustment of the pace,
cycle, and rhythm of one activity to match that
of another (Ancona and Chong, 1993). A cycle is
a pattern of events over time and a rhythm is a
recurrent cyclical pattern. Managers who
shorten product development time or speed up
their DECISTON MAKING processes to match
accelerated innovation cycles within an industry
are exhibiting entrainment. Similarly, managers
who consistently align ORGANIZATIONAL
CHANGE with major technological discontinu
ities are entraining to their environment.
Entrainment can be deliberate, as managers
try to adjust pace, cycle, and rhythm to key
environmental patterns, or unintentional, as
dominant cycles and rhythms “capture” other
cycles. An example of the latter is the coupling of
performance appraisal, budgeting, sales activity,
and hiring practices to the fiscal year.
Entrainment to cycles in the workplace is very
common. Shift workers’ families often change
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meal times, leisure activities, and play patterns
to accommodate sleep during the day (McGrath
and Rotchford, 1983). Parents often sacrifice
time with children to accommodate to intense
work periods in their careers.

Entrainment appears to be inertial and initial
entrainment appears to be the strongest. Once
set, pace, cycles, and rhythm are hard to change.
In a series of studies Kelly and McGrath (1985)
showed that individuals and groups that were
given 5 10, and 20 minutes, respectively, to
complete a task learned to work at decreasing
rates of speed. The shorter the time limit, the
higher the rate at which anagrams were solved.
McGrath, Kelly, and Machatka (1984) argue
“that groups and individuals attune their rates
of work to fit the conditions of their work situ
ations.” Once established, this pace becomes in
ertial. The groups maintained their initial pace
even when the time limits were subsequently
changed to 20, 10, and 5 minutes, respectively.

Huygens was the first to write about entrain
ment in the seventeenth century (Minorsky,
1962). He observed that when two pendulum
clocks that separately ran at different speeds
were both hung on the same thin wooden
board, they came to swing in perfect synchrony.
The term entrainment is most commonly used
in biology, whereby endogenous biological
rhythms are modified in their phase and period
icity by powerful exogenous influences called
external pacers. An example is the circadian
(meaning about 1 day) rhythm where most
bodily cycles are entrained to the external
light—dark, 24 hour cycle of the earth. Individ
uals who are isolated from these cycles revert
back to their “natural” periodicities, which are
usually an hour or so longer than 24 hours.

As the pace of organization change quickens,
the cycles of time to market and product devel
opment shrink, and technological innovation
accelerates, issues of speed and meshing of cycles
become increasingly important. Similarly, or
ganizations are subject to variant cycles, such as
the quarterly and annual accounting cycles, the
seasonal cycles of demand, and the roughly
4 year business cycle, and contain processes
with intrinsic response times that vary substan
tially (order fulfillment may take seconds while
capacity expansion may take years) (Sterman
and Mosekilde, 1993). Organizations are filled
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with individuals going through various career
and life cycles, and teams that pace themselves
to temporal milestones (see CAREER STAGE).
They exist in environments with technological,
market, and business cycles in which pace seems
to be ever quickening. These characteristics call
for analysis through the entrainment lens.

Entrainment helps us to focus on how fast
activities occur and the impact of how cycles
and rhythms interact. It focuses on non linear
patterns whereby you may have to act quickly,
for if you wait too long the world will have
changed and you have to do something different.
It focuses on multilevel phenomena, examining
how CEO, team, organizational, and environ
mental cycles interact over time. It also focuses
on coordination by time rather than by activity;
that is, rather than looking at whose activities are
interdependent and finding appropriate coord
ination mechanisms, it specifies when activity
must be completed, letting activities be recon
figured as necessary to meet deadlines.

Research on entrainment is just beginning.
Many issues remain unresolved, including the
mechanisms that cause entrainment to occur, the
methods that are best able to measure entrain
ment, and how entrainment differs from related
concepts of coordination, scheduling, and time
allocation. Nonetheless, society’s increased
obsession with speed and timing suggests an
increasing role for entrainment in a theory of
organizations.

See also organization theory; technology
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entrepreneurship
Arnold C. Cooper

Entrepreneurship is a term that has been used in
different ways. One usage views entrepreneur
ship as concerned with the processes leading
to new venture creation, without regard to the
type or potential of the organizations created.
Another view sees entrepreneurship as primarily
concerned with developing innovative ventures,
whether these are independent or occur within
already established organizations. Entrepreneur
ship inside organizations has sometimes been
termed ‘‘corporate entrepreneurship’ or “intra
preneurship.” Both usages emphasize the role of
the entrepreneur as one who organizes a venture
and bears some degree of risk in return for
rewards.

Interest in entrepreneurship has increased for
several reasons. As large organizations have
“downsized,” much of the net new job creation
has occurred in new and small firms (see DOWN
S1ZING). (One study (Birch, 1987) found that
about 88 percent of the net new jobs created in
the United States economy from 1981-5 were in
firms with less than 20 employees.) New firms
have served as centers of innovation, developing
products or services attuned to a changing envir
onment. For many individuals, entrepreneur
ship has been the vehicle by which they pursue
personal goals and achieve independence. In
countries which have been moving from state
owned to private enterprise, entrepreneurship
has been supported as a means to transform
these economies. In regard to corporate entrepre
neurship, managements of large organizations
have recognized that one of their greatest chal
lenges is to become more innovative and more
responsive to changes in markets and TECH
NOLOGY (s¢¢ ORGANIZATIONAL DESIGN).

The entrepreneur seeking to develop an inde
pendent venture must recognize an opportunity;



in fact, some would regard the identification of
opportunities as the essence of entrepreneur

ship. The entrepreneur must then develop a
strategy or way of competing, investigate the
venture’s requirements and potential, assemble
resources, and move forward to start and manage
that organization. There is some evidence that,
at any point in time, about 4 percent of the adult
population are nascent entrepreneurs, but that
only about 10 percent of these actually proceed
to the point of creating new firms (Reynolds and
White, 1993). New organizations may differ
widely in scale or potential as well as in the
resources and technical or management sophis

tication required. Small scale ventures may be
started with the financial resources, contacts,
and “sweat equity” of the founder. Large scale
and high potential ventures often involve
founding teams and the attraction of outside
resources, sometimes provided by sophisticated
investors. Although some founders might be
viewed as ‘“habitual entrepreneurs,” many
engage in this process only once, and therefore
must learn how to put a venture together and
how to manage a particular line of business as
they proceed.

New ventures start with ideas; the sources of
these ideas are often previous jobs or personal
interests — 43 percent and 18 percent, respect
ively, in one study (Cooper et al., 1990). Strat
egies must be developed which take into account
the limited resources available to the start up
and the nature of existing competitors. The
entrepreneur must then try to assemble re
sources, at a time when risks appear high to
potential investors, customers, employees, and
suppliers. Entrepreneurs often proceed sequen
tially — gathering information, revising plans,
and making commitments in stages, with at
tempts to minimize exposure at each stage.

Industries and geographical areas vary in the
extent to which they offer entrepreneurial op
portunities. In general, growth, change, and
market segmentation lead to opportunities. The
scale of operations needed to compete is also a
factor, with industries which require limited
investment to get started being more likely to
have high rates of new firm formation. Within a
geographical area, establishment of clusters of
related firms sometimes leads to locational ad
vantages and higher startup rates.
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Corporate entrepreneurship can involve
efforts to encourage INNOVATION and RISK
TAKING throughout the organization (see OR
GANIZATIONAL CHANGE). It can also focus
upon developing entirely new businesses, in
which case it involves many of the same chal
lenges that arise in starting independent ven
tures. Opportunities must be identified;
strategies must be developed; and resources
must be committed, all within the context of an
existing organization. Important issues include
whether ventures “fit” with corporate strategy
and how resources not directly controlled by the
corporate entrepreneurs can be accessed for the
new venture. Other issues relate to how internal
corporate entrepreneurs should be rewarded.
Should they have the same prospects for wealth
(and failure) that independent entrepreneurs ex
perience, or should their rewards (and job secur
ity) be similar to those of other employees? The
corporate strategy, including the extent to which
the organization is expanding and diversifying,
and the degree of personal sponsorship by influ
ential senior executives are among the major
influences which bear upon whether venture
activities are supported (Fast, 1978) (see
CEO:s). It should be recognized that corporate
entrepreneurship may take place in widely dif
ferent contexts. Some venture activities occur
within relatively separate subsidiaries or venture
departments, which have control of their own
assets and the freedom to depart from corporate
policies. Others are embedded in the existing
organization, and involve shared resources and
sponsorship by existing departments.

One stream of research on independent ven
turing has emphasized traits of entrepreneurs,
seeking to determine whether they are “differ
ent” in certain ways. Such PERSONALITY attri
butes as risk taking propensity, internal LOCUS
OF CONTROL,and ACHIEVEMENT, NEED FOR
have been examined. There have been problems
with this research stream, including lack of com
parability of samples, inappropriate test instru
ments, and lack of consideration of contextual
factors. Demographic characteristics have also
been considered, including AGE, whether there
were entrepreneurial parents, and membership
in particular subgroups. In general, some of the
strongest findings reflect relationships between
entrepreneurial activity and achievement motiv
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ation, as well as having had entrepreneurial
parents. Some have urged that research should
focus less upon traits and more upon MAN

AGERIAL AND ORGANIZATIONAL COGNI

TION or the behaviors of entrepreneurs.
Research on cognitive processes of entrepre

neurs suggests that entrepreneurs appear to
differ from general managers in large organiza

tions in being more likely to use cognitive heur

istics in analyzing problems. In particular, they
were more likely to demonstrate overconfidence
and to generalize from limited observations
(Busenitz and Barney, 1997). Furthermore,
when presented with scenarios describing busi

ness situations, they appear more inclined to
frame them as opportunities, rather than prob

lems. Interestingly, entrepreneurs did not dem

onstrate greater propensity to take risks (Palich
and Bagby, 1995).

Study of the processes followed by entrepre
neurs has included how they minimized initial
resource needs through borrowing, trading, or
sharing resources, as well as using creative ways
to minimize initial assets needed (Starr and
MacMillan, 1990).

A growing body of research has considered
how entrepreneurs develop and utilize their net
works of contacts to gather information, to in
crease trust, and to access resources. Networks
can be described as involving strong or weak ties
and as being densely connected or having
“holes,” with some members of the network
not being connected to others. Strong ties are
usually long term, two way relationships and
involve emotional closeness. They are more
likely to lead to joint problem solving and ex
change of detailed information. Weak ties and
structural holes generate opportunities for entre
preneurs by bridging contacts between different
groups. Both kinds of ties are utilized as ventures
are formed. Diversity in network ties provides
greater access to information and resources
(Aldrich, 1999). Entrepreneurs within corpor
ations also utilize their contacts inside and out
side the corporation to gain access to resources
and information and to persuade others to sup
port the developing venture.

Venture finance has been a focal point for
research since the earliest days of the academic
study of entrepreneurship. A literature has
developed examining the costs and benefits as

sociated with different sources of financing,
including the roles of angel investors and cor
porate investors (Dennis, 2004). Venture capit
alists contribute capital, but also add value
through monitoring, shaping management
teams, and certifying quality through
their willingness to be associated with a venture.
Typically they invest in stages, giving them the
right to abandon an investment if it no longer
seems promising. Angel investors are high
net worth individuals who invest privately.
They often invest in early stage ventures.
Corporations sometimes invest directly in new
ventures, in part to allow them to monitor
developments in new technologies and markets.
Other research frameworks have considered
how environmental influences and resource
availability bear upon birth and survival (see
ORGANIZATIONAL ECOLOGY). A consider
able body of research has sought to determine
how founding processes, initial firm characteris
tics, business strategies, and management
methods influence later patterns of develop
ment. It appears that early venture characteris
tics may “imprint” the firm and shape its later
strategy. Findings relating to performance have
been mixed to date, but research suggests that
higher performance is associated with ventures
started by entrepreneurs who have a high need
for achievement, who take explicit steps to
manage risk, and who engage in relatively sys
tematic planning. Furthermore, ventures may
do better if they are closely related to the organ
izations which the entrepreneurs had left, if they
are started by teams, entail larger amounts of
capital, and involve industries in the growth
stage (Cooper and Gimeno Gascon, 1992).

See also family firms; innovation; organizational
effectiveness
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equity theory
FJerald Greenberg

Introduced by Adams (1965) as an extension of
distributive justice and COGNITIVE DISSON
ANCE, equity theory proposes that people’s atti
tudes and behavior are affected by their
assessment of their work contributions (referred
to as inputs) and the rewards they receive (re
ferred to as outcomes). Inputs may include such
contributions as effort, SKILL, and seniority.
Outcomes may include such rewards as pay,
status, and recognition.

People are said to compare the ratios of their
own perceived outcomes/inputs to the corres
ponding ratios of other people or groups. Refer
ence comparisons may be made to such others as
co workers on the job, industry standards, or
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oneself at an earlier point in time (see SOCIAL
COMPARISON). The theory focuses on individ
uals’ perceptions of their own and others’ out
comes and inputs rather than actual states.
When one’s own outcome/input ratio is believed
to be greater than another’s, the individual is
theorized to experience a state of overpayment
inequity, leading to feelings of guilt. In contrast,
when one’s own outcome/input ratio is believed
to be less than another’s, the individual is theor
ized to experience a state of underpayment in
equity, resulting in feelings of anger. When
one’s own outcome/input ratio is believed to
match the comparison standard, a state of equit
able payment is said to exist, resulting in feelings
of satisfaction (se¢ JOB SATISFACTION).

Because the negative emotions associated with
inequitable states are undesirable, people are
motivated to alter their own or the other’s out
comes or inputs (if possible), either behaviorally
or cognitively, so as to achieve an equitable state.
For example, workers who feel underpaid may
be motivated to lower their own outcomes (a
behavioral reaction) or to convince themselves
that their work contributions are not as great as
another who is believed to receive higher out
comes (a cognitive reaction). Likewise, people
may respond to overpayment by raising their
own inputs or by convincing themselves that
relative to the comparison other, their own con
tributions are sufficiently great to merit the
higher reward received. Research has generally
supported these claims (for a review, see Mow
day and Colwell, 2003). Although early tests of
equity theory were conducted in the laboratory,
more recent research has been successful in
finding support for equity theory in a wide var
iety of work settings. For example, researchers
have used equity theory to explain such work
related behaviors as reactions to job titles, office
assignments, pay cuts, and layoffs (Greenberg,
1996).

Attempting to refine equity theory and extend
it to a wide variety of social situations (beyond
the work context on which Adams originally
focused), Walster, Walster, and Berscheid
(1978) proposed equity theory as a general
theory of social behavior. Notably, they used
equity theory to explain behavior in marriage
and romantic relationships as well as parent—
child relationships.
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Equity theory has been criticized on several
grounds, including the necessity of distress as a
motivator of attempts to redress inequities, un
certainties regarding the choice of a comparison
other, vagueness regarding the choice of a mode
of inequity redress, and difficulties in quantify
ing inequities (see Adams and Freedman, 1976).
However, equity theory has inspired a more
general interest in justice in the workplace that
is popular today.

See also justice, distributive; motivation
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error
Kenneth W. Koput

This term has two uses in statistics. In the first
use, error is defined as any variation not assigned
a cause. In other words, error is any deviation
of an actual value from that predicted by the
deterministic part of a statistical model. In
experimental studies of GOAL SETTING, for
example, any variation in individual perform

ance from the average for all those in a common
condition, such as level of FEEDBACK, is re
ferred to as error. Similarly, in field studies of
job design, the deviation of an individual’s value
on an outcome, such as INTRINSIC MOTIV
ATION, from that predicted for all those who
share the same inputs (e.g., job characteristics) is
also called error (see ERRORS).

The second use of the term occurs in hypoth
esis testing. In this sense, error is a logical con
dition in which an inference drawn from a
statistical procedure is incongruent with what
is actually true — though the latter may be un
known. There are two well known kinds of error
in hypothesis testing. An error of the first kind,
often denoted as a Type I error, occurs when a
researcher rejects a hypothesis that is true. The
second kind, often denoted as Type II, happens
if a researcher fails to reject a hypothesis when it
is false. For example, a researcher who, on the
basis of a particular sample, rejects the hypoth
esis that LOOSE COUPLING increases INNOV
ATION, when it in fact does, would be making a
Type I error.

These kinds of errors in hypothesis testing
can occur due to the probabilistic nature of stat
istical inference. The probability of making an
error of the first kind is referred to as the size of a
hypothesis test. The size can be chosen by the
researcher. The probability of making an error of
the second kind is called the power of a hypoth
esis test. POWER is a property of a second hy
pothesis that is an alternative to the focal
hypothesis. Due to the nature of hypothesis
testing in organizational research, in which an
alternative is often not well explicated, power is
usually indeterminate and subject to neither
control nor scrutiny. Exceptions occur when
concerns about sample sizes lead to consider
ations of power.

Many statisticians also admit to a third variety
of error. Any statistical method requires a
model. A model is a set of assumptions sufficient
to specify a probability distribution for the stat
istic on which an inference is to be based. An
incorrect model invalidates any inference or con
clusions drawn from the associated method.
This error propagates mistakes in subsequent
interpretation and use of the results. Errors of
this kind may be the most problematic in organ
izational research, since issues of model selection



and VALIDITY are often set aside in favor of
convention and expediency. One criterion for
evaluating statistical models is the minimization
of errors — in the first use of the term, above.

See also bias, reliability; research design; research
methods; statistical methods
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errors
Michael Frese

Errors are unintentional deviations from a goal,
caused by some act or omission that is in
principle avoidable (Zapf et al.; 1992). They are
self evidently important to management, since
they can cause considerable losses, such as cases
of environmental catastrophe (Reason, 1997) and
planning disasters (Hartley, 1997).

Violations (intentional deviations from some
norm and value), faults (manifestations of errors
in some machine or software), and inefficiencies
(reaching the goal with higher effort than called
for) can be differentiated from errors. Some
error researchers distinguish between mistakes
(errors of a conscious intention) and slips and
lapses (errors in routine behaviors) (Reason,
1997). Errors appear as a result of the interaction
of the individual and the environment such
that no root cause can be deduced (because
there is a potentially unending causal chain).
For every cause of a particular error, it is possible
to find further causes; for example, in the
agent’s psychological makeup, in the usability
of the system that is employed as a tool, and
in the organizational support functions. A final
important distinction is between manifest errors
(which happened obviously) and latent
errors (“resident pathogens”) related to errors
against which the organization has no defenses.

An analysis of errors, violations, and near
misses (negative consequences could have
happened but did not or were trivial) can be
used to develop better technical and organiza
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tional systems (Reason, 1997; Zapf et al.,
1992).

Errors are the other side of the coin of cogni
tive efficiency. Since our cognitive capacity is
limited, humans cannot calculate all opportun
ities and threats, think of all routes to a goal, or
hold all information in memory. Therefore,
we have to take cognitive shortcuts. This
makes cognitive processing very fast and effi
cient, but at the cost of occasional errors
(Dérner, 1996; Kahneman, Slovic, and Tversky,
1982). Errors appear more frequently under
environmental or personal/human conditions.
Environmental conditions that lead to more
errors are complexity, dynamism (changes take
place without intervention by the target person),
non transparency, and exponential rather than
linear changes (Dorner, 1996). The human con
ditions that lead to an increased frequency of
errors are fatigue, high or very low SELF EFFI
CACY, prior success, distraction from the pri
mary task, fear of being punished for errors, and
low self reflections. Errors of omission seem to
be more likely than errors of commission or, at
least, lead to more negative consequences
(Reason, 1997). Perrow (1984) has argued that
two factors increase the chance of catastrophes
following from errors: complexity of technical
systems or organizations, and tightly coupled
subsystems where errors in one subsystem lead
to unpredictable consequences in other subsys
tems.

Asshown in figure 1, there are in principle two
strategies that can be used to deal with errors: (a)
error prevention, which is to reduce the occur
rence of errors and (b) error management. The
strategy most frequently used is error prevention
because people wish to avoid the negative per
sonal reputational consequences. People do not
like to be caught making an error, a phenomenon
extensively studied in social psychology under
the rubrics of the fundamental attribution error
and hindsight bias: the ‘“knew it all along
effect.” The fundamental attribution error im
plies that whenever a person is seen to make an
error, others will assume that internal causes led
to the error (lack of competence or MOTIV
ATION, and PERSONALITY deficits). In con
trast, the agents themselves will tend to
attribute the causes of errors to the situation.
Similarly, hindsight Bias implies that when a
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Action sequence

Levels o Goal Information Prognosis Plan Monitoring Feedback
regulation \ development integration (Memory)
Errors from Errors from Errors from [ Errors from / Errors from
(lack of) . cognitive style, (lack of) monitoring wrong
L. goal- rigidity, self-reflection, )| planfulness |/ styles processing
Heuristic orientation \\ tolerance of ambiguity, /| }eyristics of feedback
heuristics \\Cognitive complexity heuristics
Thought \ Metaphor \ Errors of | Thought [Error of /Error of
error mapping \ prognosis | error remember-/ judgment
Intellectual error ing/
forgettin

Flexible action patterns Habit error

Error /Error Knowledge
of base for
omis- /Trecog-, .

sion /nitio regulation

Knowledge errors

Sensorimotor

Figure 1 A taxonomy of action errors.

Note: This taxonomy consists of two dimensions

the action sequence and the levels of regulation

plus the knowledge base for

regulation (important for knowledge errors). The reverse pyramid shape signifies that one cannot differentiate the action sequence on the

lower levels of regulation.

negative event (such as an error) has occurred,
observers will tend to see it as a sign of inherent
weakness in the person that they had failed to
predict a negative event that they, the observers,
had seen coming. For these reasons, people tend
to prevent errors and/or they attempt to disguise
their errors (reattribute them to others or to the
situation, or seek to conceal them). Additional
potential consequences of error prevention in
organizations are low expectations of the likeli
hood of errors and, therefore, reduced reaction
time to correct an error, little use of systematic
error detection, and concealment of errors to
avoid sanctions. These factors contribute to in
creases in latent errors in an organization and low
learning from errors.

Thus, a strategy focusing narrowly on error
prevention may not help organizational learning.
This has led some scholars to argue for an error
management approach (Sitkin, 1992) that has
the aim of “reducing future errors, of avoiding
negative error consequences, and of dealing
quickly with error consequences, once they

occur” (Frese, 1995: 113). An error management
strategy aims to alleviate or avert negative error
consequences, by such means as training to en
hance people’s ability to recognize and deal with
errors efficiently, and by changes to system and
organizational design. This approach seeks to
avoid the negative error consequences of errors,
but not necessarily the errors themselves. Figure
1 explains the differences between error preven
tion and error avoidance, as one of relative em
phasis on causes vs. consequences. Effective error
management should support error detection and
increase the speed of the reaction of systems and
individuals so as to minimize negative conse
quences. System design can play a part in redu
cing the negative consequences (such as the
UNDO function in computing). Learning from
errors is enhanced by means of better understand
ing, less inappropriate personal attribution, and
better use of error correction strategies. Many
quality improvement concepts (such as kaizen, or
continuous improvement) are implicitly based on
such error management principles.



The most important benefit of error manage
ment is its effect on organizational learning.
Evidence shows that people have to be in
structed to view errors as learning opportunities
to counter negative emotional and self regula
tory effects (Heimbeck et al., 2003). At a differ
ent level of analysis, error management as a
cultural condition in organizations has been
shown to be positively related to profitability
(Van Dyck et al., 2003).

See also crises/ disasters; double loop learning, feed
back, learning, individual; learning organization;
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see DISCRIMINATION

ethnography
Stephen R. Barley

This has traditionally been the methodology of
choice in cultural anthropology, although nu
merous sociologists and an increasing number
of organizational theorists have pursued ethno
graphic research (se¢e RESEARCH DESIGN; RE
SEARCH METHODS). The aim of ethnography is
to comprehend and portray the culture of a
collective, or the activities that occur in a cir
cumscribed setting from the point of view of an
insider. Accordingly, ethnographers rely heavily
on participation and observation as means of
data collection. Doing ethnography requires a
researcher to spend long periods of time observ
ing, interviewing, and interacting with the
people he or she studies. Ethnographers there
fore measure periods of fieldwork in months and
even years. Most ethnographers collect data
in the form of fieldnotes — written records of
the activities they have observed and the conver
sations in which they have engaged. Ethnog
raphers may supplement their observations
with data from surveys, archives, video tapes,
audio tapes, and formal interviews. Although
ethnography is frequently equated with “quali
tative” research, the equation is misguided.
Many forms of qualitative research, such as text
ual analysis, conversational analysis, and inter
pretive deconstruction (se¢e POSTMODERNISM ),
do not qualify as ethnography because they have
little to say about the way of life in a social
collective. Moreover, numerous ethnographers
make use of quantitative data. For instance, eth
nographers were among the first social scientists
to make extensive use of graph theory and NET
WORK ANALYSIS (Hage and Harary 1983). The
distinguishing marks of ethnography are there
fore long periods of fieldwork and the intent to
portray the culture of a group or setting from the
inside.

As documents, ethnographies can be divided
into two broad types: emic or etic. These terms
derive from “phonetic” and “phonemic” and
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were coined by Pike (see Pike,1990, for a review
of the history of and debate on the distinction).
An emic ethnography attempts to communicate
the “native’s point of view,” to portray a culture
or setting entirely from the perspective of an
insider. Emic ethnographies frequently organize
information using the terminology and concep

tual systems of a participant. In contrast, etic
ethnographies organize information according
to an analytic scheme developed by the re

searcher and tend to make more liberal use of
concepts drawn from sociological or anthropo

logical theory. In both cases, however, the an

alysis is presented in a discursive or narrative
form. Van Maanen (1988) explicated several
genres of ethnographic narrative that reflect
ontological stances ranging from realism to in

terpretive relativism. The particular power of
ethnography for organization studies is its abil

ity to reveal processes and phenomena largely
ignored by the field. Exemplary ethnographies
in this regard are Kunda’s (1991) study of the
contradictions of life in a high technology com

pany and Jackall’s (1988) investigation of how
managers conceptualize and handle moral di

lemmas.

See also organizational culture; symbolism
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evolutionary perspectives
J. Peter Murmann

Evolutionary perspectives contend that complex
structures in the social and the biological world
have developed over time through causal pro
cesses that require little or no foresight but con
siderable trial and error. Evolutionary thought in
organizational analysis comprises two distinct
intellectual lines. The first, concerned with or
ganizational change, relies to a considerable
extent on a selection logic in which change
comes about through the birth and death of
individual entities that make up a population
of similar things. This account of change con
trasts sharply with theories in which omniscient
actors perfectly transform individual entities to
meet new environmental conditions. The second
line of evolutionary thought draws on EVOLU
TIONARY PSYCHOLOGY to explain the behav
ior of human beings in organizational settings
in terms of the evolved nature of the human
mind and body. The key idea in this more recent
second line of thought is that the functions
and processes of the human mind stopped evolv
ing long ago when they were adapted to the life
of Stone Age hunter gatherer societies living in
the African savannas. According to this theory,
because today’s physical and social world is so
different from that of our Stone Age ancestors,
our brains are ill adapted for many life patterns
in present day industrial societies. Management
scholars in this tradition are developing detailed
knowledge about the properties of the human
brain (e.g., the role of emotions and cognitive
heuristics in decision making) and how they
shape our behavior at work. At the same time,
these scholars aim to develop principles for
designing work places that are more consistent
with and compensate for some of the evolved
shortcomings of human nature.

As Donald Campbell pointed out in the 1960s,
one can formulate a model of stability and
change at a high level of abstraction that applies
across a large variety of domains, ranging from
culture to biology. On the level of pure logic, the
three processes of variation, selection, and reten
tion (VSR) collectively constitute a complete
model for explaining both persistence and
change in structures. The two lines of evolution
ary thought in organizational analysis differ most



fundamentally in terms of the time scales they
examine. For evolutionary psychologists, the
time scale is hundreds of thousands of years;
for theorists of organizational change, the time
scale ranges from minutes to hundreds of years.
Because of the different time scales used,
scholars drawing on evolutionary psychology
focus on stable features of the brain (retention),
whereas organizational theorists focus more on
processes that generate novelty and competition
(variation and selection), which bring about
change. Over the past three decades, the latter
theorists have developed detailed and comple
mentary VSR based models of change ranging
from the micro to macro levels of organization:
Weick at the level of the group, Burgelman at the
level of the individual organization, and Aldrich
and Nelson and Winter at the level of the indus
try and the economy. Because an evolutionary
perspective — in contrast to essentialist ontolo
gies — always involves a population of entities,
the appeal and the future promise of this per
spective lie in the possibility that change is al
ready built into the basic structure of the theory.
Unlike a Newtonian type of science, the evolu
tionary perspective belongs firmly to the histor
ical sciences. The ever growing number of
evolutionary minded scholars will increasingly
draw on historical methods to identify more
detailed causal mechanisms that are transform
ing diverse arenas in the social and economic
landscape.

See also community ecology; organizational ecol
08y
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evolutionary psychology
Nigel Nicholson

Evolutionary psychology (EP) is the body of
thought that has emerged from major and rapid
development in Darwinian theorizing over the
last 30 years. It concerns how our evolved biol
ogy affects the way we think and act, and what
this implies for our social life and institutions.
The core proposition is that the human species
evolved by retaining key features of psycho
logical and physical design, including a range of
heritable biases, goals, dispositions, impulses,
and capabilities that were shaped for survival
and reproduction in our ancestral hunter gath
erer environment. The new paradigm challenges
the long taken for granted tabula rasa assump
tions of traditional social science, about the ex
treme malleability of human thought and action.
By implication this also challenges much opti
mism in management about the range of out
comes for which people can be developed and
the demands of organizational roles and designs
to which people can readily adapt. Rather, it
suggests that we need to design and implement
processes, systems, and institutions that are
compatible with an unchanging human nature.

Psychology, neuroscience, and anthropology
are at the core of EP theorizing, but despite its
name it is an interdisciplinary field, bringing
together scholars from biological sciences, all
the social sciences including law and economics,
humanities such as law and archeology, as well as
philosophers and ethicists. Its ideas have radical
implications for all of these areas. It builds upon,
but departs in significant respects from, what
was called “‘sociobiology.” Contemporary EP
has moved on with much more sophisticated
theoretical precepts and empirical supporting
evidence, especially through the work of Robert
Trivers, John Tooby, and Leda Cosmides, and
popular writings by Robert Wright and Stephen
Pinker. Through their work the ideas have
gained much wider acceptance, though they
remain deeply controversial for many.

Only in the 1990s were the ideas first applied
to business (Nicholson, 1997). Since then they
have been slowly gaining attention, but less in
management science than other disciplines. The
implications for OB are as wide as the field
(Nicholson, 2000). In considering ORGANIZA
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TIONAL DESIGN the neo Darwinian perspec
tive suggests that small size and flexible hier
archies are optimal for human satisfaction and
coordination, and that these properties relate
directly to channels of resource availability
(Pierce and White, 1999). It also indicates the
importance of perceived CONTRACT violations
in organizational life, and highlights the great
importance attached by people to issues of pro
cedural and distributive injustice in the work
place (see JUSTICE, PROCEDURAL).

An EP framework can also be claimed to inte
grate research and theory in the areas of cogni
tion, affect;, and SELF REGULATION. For
example, many of the biases recorded by BE
HAVIORAL DECISION RESEARCH, the persist
ence of economically irrational behaviors in
NEGOTIATION such as ALTRUISM, and var
ieties of risk behavior can be conceived as
heritable and favorable to fitness. The same
reasoning applies to various social judgments,
such as stereotyping, in group out group
biases, and various ATTRIBUTION processes,
which are extensions of the human capacity and
imperative for what psychologists call “everyday
mindreading” applied to complex social envir
onments.

Status variations are also predicted to be
major determinants of both physical and psycho
logical well being in all primates, and large scale
occupational studies have shown consistent par
allels among human populations of subordinate
rank. It is said that human sensitivities to rank
are adaptively oriented to fluid hierarchies with
an egalitarian ethos. The consequence is that
major inequalities such as are prevalent in
modern societies —indexed by the Gini coefficient
in economics — are predictive of loss of social
cohesion and deleterious consequences for
social well being and life expectancy.

Perhaps the most controversial area of appli
cation is in the area of sex differences. EP asserts
that the different optimal reproductive strategies
of men and women also equip them with dis
tinctive dispositions and orientations, often re
flected in work related preferences and styles
(Browne, 1998). This is perhaps most manifest
in male propensities for competitive striving and
women’s predilection for networking and co
operative endeavor. The small number of
women in top business positions has been attrib

uted to this difference, a by product of the male
bias inherent in organizational design and career
systems (Nicholson, 2000). More idiosyncratic
individual differences are also of interest. The
Big Five PERSONALITY dimensions have been
claimed to be a highly general species adaptation,
and heritable individual variations are thought to
be the result of frequency dependent selection —
the comparative advantage for social roles and
mating opportunities of having a distinctive
profile. (se¢ FIVE FACTOR MODEL OF PER
SONALITY).

EP offers a radical and rich alternative to
traditional theories of organizational behavior,
but suffers from a lack of specificity in its ability
to generate novel testable hypotheses in OB.
These are hard to articulate, for various reasons,
though scholars have done so successfully in a
range of topics, especially in the realms of cogni
tive and social behavior. Perhaps for the moment
the greatest value that can be claimed for the
perspective in relation to OB is as a novel,
powerful, consistent, and simplifying explana
tory framework for reviewing topics and themes
in the field. The future prospects are for steady
growth in application of the paradigm, though
continued opposition to its assumptions is also
likely to persist.

See also decision making; evolutionary perspec
tives, stress; women at work
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se¢e REPUTATION

exchange relations
J. Keith Murnighan

Exchange relations is a theoretical perspective
that analyzes interpersonal interactions and rela
tionships on the basis of their costs and benefits.
Our constant interactions with one another are
conceptualized as a series of exchanges (see
GROUP DYNAMICS). Analyzing exchange rela
tions can determine who has POWER over
whom, and how much power they have.

Early exchange theorists (Homans, 1961; Thi
baut and Kelley, 1961; Blau, 1964) assumed that
people maximize their own utilities by weighing
the costs and benefits of their actions. Analysis
includes the costs and benefits of both parties.
The power in a relationship could then be deter
mined by the mutual interdependence of the
parties. If person X depended upon person
Y for positive outcomes and person Y did not
depend on X, then exchange theory says that
Y has power over X (e.g., Cook and Emerson.
1978). As X’s outcomes from Y become more
unique, Y’s power over X grows. Not surpris
ingly, changes in the balance of power between
two parties also tend to change the dynamics and
processes within their relationship. Thus, de
pendent parties, for instance, tend to initiate
interactions more than powerful actors do.

Organizationally, supervisors not only control
the financial outcomes of their employees
(termed ‘‘fate control” by Thibaut and Kelley,
1961) but they also influence employees’ behav
ior (“behavior control”) by rewarding particular
sets of behaviors. At the same time, employees
can organize (se¢ COALITION FORMATION)
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and generate additional alternatives for them
selves, thereby controlling their employers’ out
comes (“mutual fate control”; see Mechanic,
1962).

Interpersonally, Thibaut and Kelley (1961)
suggested that people use comparison levels
(alternative states) to determine their happiness
and satisfaction: they compare their current situ
ation with alternative states, including their own
past or their anticipated future (see SOCIAL
COMPARISON). People use ‘“a comparison
level for alternatives” to determine how satisfied
they might be if they made a change (in their
job, their home, etc.). When a person’s compari
son level for alternatives is better than his or
her current state, a change will provide benefits
that more than compensate for the costs of
change. Thus, people should change jobs when
an alternative provides so many benefits that
it also covers the costs of changing (see cOM
MITMENT; TURNOVER). When employees
do not have such alternatives (e.g., during poor
economies or job scarcity), employers’ fate
and behavior control increases. When jobs are
plentiful and the economy is booming, however,
employees’ power increases and their employers’
fate and behavior control over them decreases.

Research on the value of others’ costs and
benefits — the relatively new area of social utility
—indicates that individuals are attuned to others’
outcomes as well as their own and that others’
outcomes provide individuals with additional
utility. This line of analysis expands the funda
mental notion that the parties to an interaction
will make many of their decisions on the basis of
their own individual costs and benefits. More
generally, exchange theory and its extensions
provide a particularly rational basis for under
standing the complex interplay within and be
tween organizations and individuals.

See also game theory; negotiation; resource de
pendence
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executive derailment
Sarah Ronson and Randall S. Peterson

Derailed executives are those who show high
promise up to a general management level, but
then find limited opportunity for further ad
vancement because their skill set has not grown
in line with the demands of increasing responsi
bility (Van Velsor and Leslie, 1995). Ironically,
many of these executives will have advanced
quickly and performed well above average early
in their careers because of their technical skills
(Ference, Stoner, and Warren, 1977). Executive
derailment occurs due to a misalignment be
tween an executive’s skill set and the changing
job requirements of moving from managing in a
technical environment into general management
(Van Velsor and Leslie, 1995). Five interrelated
skill deficiencies have been identified consist
ently across time and national culture as likely
to derail executives careers: (1) problems with
developing strong interpersonal relationships;
(2) failure to build and lead a team; (3) too
narrow or technical an approach in the face of
changing circumstances; (4) failure to meet busi
ness objectives at the new organization level
coupled with a blaming reaction to the failure;
and (5) unwillingness to learn (McCall, 1997;
Van Velsor and Leslie, 1995). Many derailed
executives demonstrated at least one of these
failures early in their career, but were promoted
despite the failing in the belief that they would
address the failure as they learned their new
position (McCall, 1997).

The concept of derailment originated largely
with McCall when he conducted a series of stud
ies in the 1980s and 1990s at the Center for Cre
ative Leadership (McCall, 1997; Van Velsor and
Leslie, 1995). Since then, the notion of derail
ment and the factors affecting derailment have
been found to be relevant across many cultures
and over a quarter of a century of research (Van

Velsor and Leslie, 1995). However, derailment
should be viewed as a dynamic interaction be
tween personality and context, not simply as
resulting from an individual characteristic. Skills,
particularly technical or functional expertise, that
are valued early in a career can become weakness
as a manager progresses, blinding the manager to
the bigger picture. Certain flaws, such as arro
gance, are tolerated in some contexts, but not in
others; success can lead to overconfidence and
result in poor decisions (McCall, 1997).

The issue of executive derailment seems likely
to become increasingly important for managers.
The gap between skill sets required at lower and
higher organization levels is likely to increase,
particularly in knowledge industries, in which
deep and specialized knowledge is required for
high levels of performance at lower organization
levels. This focus may provide little opportunity
to develop the general management and inter
personal skills required at higher levels of the
organization. As the pace of technological and
economic change increases, managers will need
to be more flexible and willing to learn than ever
before. Finally, globalization also demands
higher levels of flexibility for international ex
ecutives, both as they enter new cultural con
texts and when they return to their home
country (McCall, 1997).

Research to date on executive derailment has
focused primarily on empirical studies of practi
tioners, resulting in a reasonable understanding
of the phenomenon, but a relative lack of theor
etical development. Now that robust effects have
been found and replicated, future scholarly at
tention needs to focus on theoretical develop
ment to better integrate the literature on
executive derailment with theoretical perspec
tives in careers, leadership, and human resources
management.

See also CEOs, deviance; leadership; personality
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executive succession
William Ocasio

The process of selection and removal, and the
transfer of power of senior organizational man
agers is a topic of long and continuing interest in
macro organizational behavior. As macro theor
ies have focused since the late 1970s on the
effects of the environment on organizations, re
search on the topic has examined whether and
how executive succession serves to align the
organization’s environment with the internal
POWER structures and strategic orientations of
senior executives.

Various theoretical perspectives in macro
organizational behavior have viewed executive
succession as critical for organizational adapta
tion and strategic choice, including RESOURCE
DEPENDENCE theory (Pfeffer and Salancik,
1978), AGENCY THEORY (Zajac, 1990), organ
izational learning (Viranyi, Tushman, and
Romanelli, 1992), TOP MANAGEMENT TEAM
theory (Boeker, 1992), political coalition theory
(Ocasio, 1994), and ORGANIZATIONAL DEM
OGRAPHY (Zajac and Westphal, 1996). More
recently, INSTITUTIONAL THEORY has also
focused on executive succession, viewing succes
sion as a mechanism of both stability and change
(Ocasio 1999; Thornton and Ocasio 1999) in
organizations and organizational fields.

The adaptive effects of executive succession
were first highlighted by Pfeffer and Salancik
(1978), who view the selection and removal of
executives as the outcome of a political process
and the distribution of power in organizations.
Building on both resource dependence and stra
tegic contingencies’ view of power, they posited
the tenure and removal of executives as a func
tion of the ability of executives to cope with
environmental contingencies, and executive suc
cession as a political process, resolved by sub
unit power. According to Pfeffer and Salancik
(1978), however, organizational adaptation
through executive succession is moderated by
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political entrenchment and the institutionaliza
tion of power of senior executives.

Empirical research supports the general
contours of a resource dependence view on
executive succession. Executive succession is
determined in part by organizational perform
ance, but the effects are moderated by the power
of CEOs relative to members of corporate boards
and other senior executives (Boeker 1992; Ocasio
1994). Changes in sub unit power serve to align
the organization with changing strategic contin
gencies. During the 1960s and 1970s, US indus
trial organizations experienced the rise of
financial CEOs to power in large corporations,
as finance executives were more oriented to
wards strategies of diversification and mergers
and acquisitions under a “finance conception of
control” and the rise of portfolio management
strategies and large conglomerates (Fligstein,
1987). In the 1980s and 1990s, financial CEOs
declined in power, as foreign competitive threats
took hold, conglomerates became illegitimate,
and portfolio management strategies were aban
doned (Ocasio and Kim, 1999).

The effects of executive succession on organ
izational adaptation have also received empirical
support. For example, Viranyi, Tushman, and
Romanelli (1992), show that executive succes
sion is a mechanism for organizational learning
as turnover of senior executives is associated
with strategic reorientations and organizational
change. They show that it is important to
distinguish between CEO succession and execu
tive team change, which independently improve
subsequent organization performance. They
further find that positive impact of succession
is accentuated when it coincides with strategic
reorientation. Boeker (1992) also distinguishes
between CEO succession and the succession of
other members of the top management team. He
finds that changes in other top managers are
subject to scapegoating, as powerful CEOs dis
place blame for poor performance onto their
subordinates, the top managers of the organiza
tion, who subsequently are replaced, while the
chief executive remains.

Resource dependence perspectives on execu
tive succession have been complemented
with approaches that focus on internal political
processes and demographic characteristics of
senior executives and board members. Viewing
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firms as political coalitions, Ocasio (1994) high
lights internal power struggles as determinants
of succession and posits a model of circulation of
power, where the power of the CEQ is subject to
obsolescence and contestation. The circulation
of power emphasizes the internal contests for
control and opposition to the CEO that emerge
with increased executive tenure and under con
ditions of economic adversity. Ocasio (1994)
finds support for an increasing rate of CEO
succession during the first decade of tenure,
consistent with the model of circulation,
followed by a slow decline afterward, consistent
with the institutionalization of the CEQO’s power.
The model was extended by Ocasio and Kim
(1999). They find evidence of an ideological
and political obsolescence of financial CEOs
and a change in the strategic contingencies that
previously favored finance and the financial con
ception of control. In their model, circulation of
power is contingent on both changes in environ
mental contingencies and on ideological chal
lenges to existing conceptions of control.

An important issue in studies of executive
succession has been the selection of insiders
versus outsiders, particularly with respect to
CEO succession. Most CEO successions are by
insiders, with the rate of outsider succession
increasing under poor economic performance
(Ocasio, 1999). The selection of insiders versus
outsiders as CEO has incorporated lessons
drawn from agency theory (Zajac, 1990), organ
izational demography (Zajac and Westphal,
1996) and institutional theories (Ocasio, 1999).
Zajac (1990) focuses on the information asym
metries that result in superior performance for
insider CEOs. Zajac and Westphal (1996) exam
ine the effects of CEO-board power and that
outside CEOs are demographically similar to
board members. Ocasio (1999) found that boards
rely on both past precedents and formal internal
labor markets for executive succession and the
selection of insiders versus outsiders as CEOs.

While most research on executive succession
has focused on the interplay between micro
politics and environmental contingencies, insti
tutional perspectives focus on how executive
succession is shaped by rules and logics at
the level of the organization (Ocasio, 1999) and
organizational field. Thornton and Ocasio
(1999) found that the determinants of executive

succession were historically contingent on the
institutional logics that prevailed in the field.
Under a professional logic, power POLITICS
are shaped by hierarchical relationships and in

ternal growth, and executive succession is deter

mined by organization size and structure. Under
a market logic, power politics are directed
toward issues of resource competition and acqui

sition growth, and executive succession is deter

mined by the product market and the market for
corporate control.

Research on executive succession continues in
the twenty first century, with renewed focus on
both power dynamics and the role of succession
on strategic orientations.

See also career development; organizational

change; role transitions

Bibliography

Boeker, W. (1992). Power and managerial dismissal:
Scapegoating at the top. Administrative Science Quar
terly, 37,400 21.

Fligstein, N. (1987). The intraorganizational power
struggle: Rise of finance personnel to top leadership
in large corporations, 1919 1979. American Sociological
Review, 52, 44 58.

Ocasio, W. (1994). Political dynamics and the circulation
of power: CEO succession in United States industrial
corporations, 1960 1990. Administrative Science Quar
terly, 39, 285 312.

Ocasio, W. (1999). Institutionalized action and corporate
governance: The reliance on rules of CEO succession.
Administrative Science Quarterly, 44 (2), 384 416.

Ocasio W. and Kim, H. (1999). The circulation of
corporate control: Selection of functional backgrounds
of new CEOs in large US manufacturing firms,
1981 1992.  Administrative Science Quarterly, 44,
532 62.

Pfeffer, J. and Salancik, G. (1978) The External Control of
Organizations: A Resource Dependence Perspective. New
York: Harper and Row.

Thornton, P. H. and Ocasio, W. (1999). Institutional
logics and the historical contingency of power in organ-
izations: Executive succession in the higher education
publishing industry, 1958 1990. American Fournal of
Sociology, 105, 801 43.

Viranyi, B., Tushman, M. L., and Romanelli, E. (1992).
Executive succession and organization outcomes in
turbulent environments: An organization learning ap-
proach. Organization Science, 3,72 91.

Zajac, E. J. (1990). CEO selection, succession, compen-
sation and firm performance: A theoretical integration



and empirical analysis. Strategic Management Journal,
11, 217 30.

Zajac, E. J. and Westphal, J. D. (1996). Who shall suc-
ceed? How CEO board preferences and power affect
the choice of new CEOs. Academy of Management Jour
nal, 39, 64 90.

expectancy

see MOTIVATION

expected utility theory

se¢ EXCHANGE RELATIONS; GAME THEORY;
PROSPECT THEORY

extinction

se¢e BEHAVIORISM

extraversion

se¢ FIVE FACTOR MODEL OF PERSONALITY,
PERSONALITY

extrinsic and intrinsic motivation
Beth A. Hennessey and Teresa M. Amabile

Intrinsic MOTIVATION is the motivation to do
something for its own sake, for the sheer enjoy

ment of the task itself. Extrinsic motivation is
the motivation to do something in order to attain
some external goal or meet some externally im

posed constraint. Theorists have emphasized the
role of certain psychological states in the experi

ence of intrinsic motivation, including a sense of
self determination or perceived control over task
engagement (Deci and Ryan, 1985) and a sense
of optimal challenge (Csikszentmihalyi, 1997)
that enhances self perceptions of competence
(Deci and Ryan, 1985). The highest level of
intrinsic motivation state has been labeled “‘op

timal experience” or “flow” (Csikszentmihalyi,
1997). Extrinsic motivation can be engendered
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by a number of social environmental factors,
including expected reward, expected evaluation,
competition, surveillance, time limits, and exter
nal control over task engagement (Amabile,
1996; Deci and Ryan, 1985). Research reveals
that, although general intrinsic and extrinsic
motivational orientations toward one’s work are
relatively stable traits, both intrinsic and extrin
sic motivational states can vary considerably
above or below an individual’s baseline level as
a function of the immediate social environment
(Amabile et al., 1994).

There is considerable experimental evidence
that extrinsic motivators in the social environ
ment can undermine intrinsic motivation.
Because people are often not fully aware of
their own motivations, they are sometimes in
the same position as outside observers of their
own actions. Thus, in situations where their
behavior is overjustified (where both a plausible
internal cause and a plausible external cause are
present), people tend to discount the internal
cause (intrinsic motivation) in favor of the exter
nal cause (extrinsic motivation). For example,
under expected reward or evaluation or external
control over the way in which they do an activity,
people may perceive themselves as engaging in
the activity not because it interests them but
because they have been coerced.

However, there is recent evidence that, under
some circumstances, certain forms of reward
may enhance intrinsic motivation through a pro
cess of motivational synergy (Amabile, 1996;
Hennessey and Zbikowski, 1993). This process
is more likely to the extent that initial intrinsic
motivation is strong and salient, as well as the
extent to which extrinsic rewards confirm a per
son’s competence and the value of the person’s
work, or enable the person to become more
deeply engaged in work that was already intrin
sically interesting.

Research has demonstrated that intrinsic
and extrinsic motivation have a number of per
formance consequences for a wide variety of
subject populations. Children who are more in
trinsically motivated toward an activity are more
likely to undertake that activity voluntarily,
more likely to learn complex material effectively,
and more likely to be creative in the activity
(see Deci and Ryan, 1985). Adults who are
more intrinsically motivated are also more
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likely to be creative in their work, in domains as
diverse as writing poetry, doing artwork,
and inventing new products in corporations
(Amabile, 1996). This phenomenon is summar
ized by the Intrinsic Motivation Principle of
Creativity: people will be most creative when
they feel motivated primarily by the interest,
enjoyment, satisfaction, and challenge of the
work itself — and not by external pressures or
inducements.

See also incentives; job satisfaction; personal
imitiative
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family firms
Nigel Nicholson

Defining the family firm is not straightforward,
though the general consensus is that they are
businesses where families have a controlling
interest, which may be quite a modest ownership
share in a large publicly quoted business. Family
firms, according to how one defines them, ac
count for a substantial proportion of all busi
nesses and the GDP of most economies
(Shanker and Astrachan, 1999). In many parts
of the world they are among the largest, most
long lived and most successful firms. They
differ greatly in form, with distinctive issues
absorbing them at their various stages of devel
opment (Gersick et al. 1997): the controlling
owner phase, the sibling partnership, the cousin
consortium, and the open family firm, where
ownership is highly diffused.

Research into family firms has tended to be
specialized rather than integrated into the
mainstream of organizational and management
science. Even in the field of ENTREPRENEUR
SHIP there is little mention of them. A recent
exception to this neglect has been the attention
of economists interested in AGENCY problems
in business, who assert that while family firms
have the advantage of unifying ownership and
control, they are vulnerable to a range of unique
fresh hazards essentially to do with a malign
influence on DECISION MAKING of sentiment,
family favor, and other biases (Schulze et al.,
2001). It is certainly the case that family firms
are vulnerable to unique threats to their viability,
the most common being failure to prepare for or
effectively implement leadership succession, in
ability to integrate family and non family inter
ests, intra family conflict, and diffusion or loss
of ownership.

However, scholars and commentators in the
area frequently assert that family firms, when
they survive these hazards, have unique advan
tages over non family firms, such as powerful
and integrated cultures, long term strategic per
spectives and ‘‘patient capital,” value driven
LEADERSHIP with high social responsibility
concerns, high trust and loyalty in stakeholder
relationships, and speed and pragmatism in op
erational decision making. Much of the evidence
to support this is anecdotal or case based, though
a recent systematic comparison of family and
non family publicly quoted US firms found the
family firms significantly outperformed their
counterparts (Anderson and Reeb, 2003), and
also fared better when the CEO was family
rather than non family.

It can be argued that the agency hazards can
be overstated and that there is a performance
premium to be extracted from the unique qual
ities of a culture that rests upon a “genetic”’
identity between a business and its owners and
executives (Nicholson, 2000). However, to
secure this requires GOVERNAN CE mechanisms
that enable leadership and decision making to
resolve the special challenges family firms face
(Neubauer and Lank, 1998). It has become
common for special devices such as family coun
cils and constitutions to be implemented that
enable the family to speak with a single voice,
for family and non family interests to be aligned,
for values and principles to be made explicit, and
for transitions (leadership, ownership, and stra
tegic) to be planned and delivered smoothly.

One can predict increased interest in family
firms, because of the growing diversity of types
of business beyond traditional corporate forms,
and because of the theoretical and empirical
richness of the challenge to understand what
underlies their success and failure. A major



124 feedback

future issue in the area will be how they adapt
and preserve their strengths through radical
demographic changes that are transforming the
structure, size, and cultural values of families
worldwide.

See also corporate boards; organizational culture
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feedback
Angelo DeNisi

Feedback refers to information a person receives
about his or her performance or behavior. This
may include some evaluation, or it may simply
indicate the level of performance or the nature of
the behavior. Feedback may be intrinsic to the
task at hand, or it may require some external
source. Feedback may or may not include infor
mation on how to improve performance, but it
is most effective when such information is
included.

For many years, it was assumed that perform
ance feedback generally facilitated performance
improvements, especially when that feedback
was positive. Much of what we knew or believed
to be true was based on the conclusions from a
major review of the feedback literature con
ducted by Ammons (1956). But, by the 1970s, a
number of scholars were arguing that reactions

to feedback were more complex than had been
suspected. For example, Herold and Greller
(1977) noted that reactions to feedback were
dependent, to a large extent, upon the credibility
of the source of the feedback, and the psycho
logical closeness of that source. Soon afterwards,
a very influential theoretical paper (Ilgen, Fisher
and Taylor, 1979) outlined a series of issues that
were proposed to influence feedback effective
ness, emphasizing both the source of the feed
back and the sign of the feedback. Specifically,
these authors noted that there were mechanisms
through which recipients could discount nega
tive feedback, and so argued that it would be less
effective.

For the most part, however, feedback was
widely accepted as being either effective or, per
haps, neutral, but there were only a few argu
ments that feedback could ever be destructive or
harmful for subsequent performance. One ex
ception to this view (DeNisi, Randolph, and
Blencoe, 1983) dealt with feedback from peers.
Those authors reported that negative feedback
from peers was extremely harmful to subsequent
group processes and cohesiveness and resulted
in significant performance decrements. In fact,
the effects of feedback from multiple sources
have become much more important with the
increased reliance upon multi rater or 360
Degree appraisal systems, and the effectiveness
of feedback in these settings appears to be mixed
(see, for example, Brett and Atwater, 2001;
Seifert, Yukl, and McDonald, 2003).

Based on a meta analysis of hundreds of stud
ies on feedback effectiveness, published over the
previous hundred years, Kluger and DeNisi
(1996) concluded that, in roughly one third of
the cases, feedback (regardless of its sign) actu
ally harmed subsequent performance. That is, in
most cases, feedback worked as most expected
(both positive and negative feedback exhibited
an ability to improve performance), but, in a
significant number of cases, providing feedback
results in performance getting worse — not
remaining the same and certainly not improving.
Those authors also noted, however, that most
published studies dealing with feedback actually
lacked the data needed to draw any firm conclu
sions about effectiveness. Specifically, they
found that surprisingly few studies made a direct
comparison between a group of individuals



receiving feedback and a comparable group
receiving no feedback (i.e., a control group).
Instead, most studies simply examined the ef
fectiveness of different types of feedback, while
assuming that, in general, feedback worked as
intended. The results of the Kluger and DeNisi
(1996) meta analysis and theoretical review were
important because they indicated that feedback
was not always effective and because they
revealed the absence of rigorous evaluations of
feedback effectiveness.

Kluger and DeNisi also developed a contin
gent model of feedback effectiveness (Feedback
Intervention Theory; Kluger and DeNisi, 1989;
1996; DeNisi and Kluger 2000), based on their
data and relevant theory, which proposed some
parameters for when feedback should work as
intended, and when it probably won’t. For
example, feedback (regardless of sign) is most
likely to be problematic when a person is
working on a new or extremely complex task.
That is because the person needs all his or her
cognitive resources to master performance on
the task, and any attention paid to the feedback
is a distraction. In addition, feedback that is
threatening to one’s self image is especially
problematic, as the recipient tends to focus on
aspects of that identity rather than on improving
performance. Feedback is more likely to be help
ful and effective when it is directed at behavior
rather than at a person; when it is provided in a
timely and regularly scheduled fashion; when it
allows the recipient to see improvement; when
the recipient is also told about ways to improve
performance; and when the recipient is encour
aged to set goals for improvement.

This work has led to scholars (and managers)
thinking more about what makes feedback more
or less effective. It is important to realize that
feedback does not always work as intended (even
if it usually does). This means that it is critical
that organizations actually evaluate the effective
ness of any feedback intervention, rather than
simply assume that it works. The increased reli
ance upon teams at work makes it especially
critical that we come to understand how feed
back works. As noted earlier, there is evidence
that negative feedback from peers may be espe
cially harmful, and yet such feedback is critical
for team performance and in the case of multi
source feedback. Therefore, it is important that
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we learn more about the exact nature of the
effects of negative feedback from peers and
come to understand how to make such feedback
more effective.

Also, given the fact that there is evidence that
feedback can be harmful when a person is
working on a novel task, and given the fact that
the nature of work is rapidly changing, we also
need to develop a better understanding of how
and when to provide performance feedback as
work changes. In general, it should now be clear
that organizations and individual managers must
be concerned with questions about the nature of
the feedback they give, and even whether they
should provide feedback in every case. Sweeping
recommendations that feedback is universally
helpful and useful are clearly not appropriate.

See also goal setting; incentives; performance
appraisal/ performance management
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five factor model of personality
Timothy A. Judge and Brent A. Scott

Consensus is emerging that a five factor model of
PERSONALITY (often termed the “Big Five)
can be used to describe the most salient aspects
of personality (Goldberg, 1992). The first re
searchers to replicate the five factor structure
were Norman (1963) and Tupes and Christal,
who are generally credited with founding the
five factor model. The five factor structure has
been recaptured through analyses of trait adjec
tives in various languages, factor analytic studies
of existing personality inventories, and decisions
regarding the dimensionality of existing meas
ures made by expert judges. The cross cultural
generalizability of the five factor structure has
been established through research in many
countries. Evidence indicates that the Big Five
are heritable and stable over time.

The traits comprising the five factor model
are:

Extraversion. Extraversion represents the ten
dency to be outgoing, assertive, active, and
excitement seeking, and is comprised of
three major components: sociability, domin
ance, and positive emotionality. Whereas
neuroticism is related to the experience of
negative life events, extraverts are predis
posed to experience positive emotions (Costa
and McCrae, 1992). Evidence also indicates
that extraverts have more friends and spend
more time in social situations than do intro
verts (se¢ EMOTION IN ORGANIZATIONS).

Agreeableness. Agreeableness consists of tenden
cies to be kind, gentle, trusting and trust
worthy, and warm. It has been argued that
agreeableness should be related to happiness
because agreeable individuals have greater
motivation to achieve interpersonal intimacy,
which should lead to greater levels of well
being. Organ and Lingl note that agreeable
ness “involves getting along with others in
pleasant, satisfying relationships.”

Conscientiousness. Conscientiousness is com
prised of two major facets: achievement and
dependability. The subjective well being lit
erature suggests a positive relationship be
tween conscientiousness and life satisfaction.
Evidence even indicates that conscientious
individuals live longer.

Neuroticism. Neuroticism, often labeled by the
positive pole of the trait, emotional stability, is
the tendency to show poor emotional adjust
ment in the form of STRESS, anxiety, depres
sion, and fear. Due to their essentially
negative nature, neurotic individuals experi
ence more negative life events than other in
dividuals, in part because they select
themselves into situations that foster negative
affect.

Openness to experience. Openness to experience is
defined by being intellectual (as opposed to
unreflective or narrow), artistic, imaginative,
and polished or cultured. Openness to experi
ence is related to scientific and artistic creativ
ity, divergent thinking, low religiosity, and
political liberalism. Openness to experience
is a “double edged sword” that predisposes
individuals to feel both the good and the bad
more deeply.

RELEVANCE OF FACETS

One of the most prominent criticisms of the five
factor model is that it provides too coarse a
description of personality. Although some re
searchers have argued for fewer than five traits,
most personality psychologists who criticize the
number of factors do so on the basis of too few
factors. As Block has noted: “for an adequate
understanding of personality, it is necessary to
think and measure more specifically than at this
global level if behaviors and their mediating
variables are to be sufficiently, incisively repre
sented.” In industrial organizational (I O)
psychology, the relative merits of broad versus
specific traits (framed in terms of the band
width fidelity issue) also have been debated
with respect to the Big Five traits. Some re
searchers have argued in favor of traits more
numerous or specific than the Big Five. Hough
argued that the Big Five obscures important
relations between traits and criteria. She con
cludes: “If prediction of life outcomes or criteria
is important in evaluating personality taxono



mies, the Big Five is an inadequate taxonomy of
personality constructs.” Conversely, Ones and
Viswesvaran argued that broader and richer per
sonality traits will have higher predictive validity
than narrower traits.

MEASUREMENT

There are a variety of measures of the Big Five
that researchers have at their disposal. The
Revised NEO Personality Inventory (NEO
PI R; Costa and McCrae, 1992) is a standardized
measure of the Big Five, meaning that it has
published norms and an established track record
of reliability and varipity. The NEO PI R
was revised from the NEO PI (Costa and
McCrae, 1985) to include facets of agreeableness
and conscientiousness. Overall, the full NEO
PI R contains 30 facets of the Big Five and
consists of 240 items. A shorter version of the
NEO consists of 40 items measuring conscien
tiousness, agreeableness, neuroticism, openness
to experience, and extraversion; however, this
scale cannot be used to compute the facets con
tained in the full measure. The NEO PI R is a
proprietary measure, so researchers must obtain
permission from the authors in order to utilize it
in their research.

In contrast, Goldberg (1992) developed a non
proprietary personality inventory based on
adjectives of the Big Five identified previously
by Norman (1963). Goldberg identified 100 uni
polar descriptors of the Big Five, with 20 items
per factor. Although this scale cannot be used to
compute facets of the Big Five, its robust yet
simplistic design makes this scale attractive to
researchers. To facilitate greater ease of use,
Saucier (1994) subsequently developed “mini
markers” of the full unipolar scale. The
“mini markers” scale consists of 40 unipolar
adjectives taken from the full set of Big Five
markers. Saucier (1994) demonstrated the com
parative validity of the mini markers to the full
set of unipolar markers.

The Big Five Inventory (BFI; John, Dona
hue, and Kentle, 1991) is a 44 item, non
proprietary measure developed with the goal of
creating a brief inventory that would allow as
sessment of the five factors when specific facets
were not needed. In contrast to the unipolar
markers scale developed by Goldberg (1992),
the BFI uses short phrases based on prototypical
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adjectives of the Big Five. The BFI has demon
strated convergent validity with other Big Five
measures.

While self report has been the traditional
means by which to assess personality, a number
of researchers have found utility in using reports
from individuals other than the person of inter
est. These observer ratings can come from a
variety of sources, but supervisors and signifi
cant others are typically used. Although one may
question the VALIDITY of observer ratings on
such an internal characteristic as personality,
research has demonstrated that these ratings
can match or even exceed the predictive validity
of self report measures. For example, Mount,
Barrick, and Strauss (1994) found that super
visor, co worker, and customer ratings of con
scientiousness and extraversion predicted
performance ratings over and above self report
ratings. In addition, Judge et al. (1999) utilized
observations by trained psychologists to measure
personality in a longitudinal analysis of the rela
tionship between personality and CAREER suc
cess. These observer ratings possessed good
reliability and demonstrated predictive validity.
Taken together, the Mount, Barrick, and Strauss
(1994) and Judge et al. (1999) papers illustrate
the benefits of using observer ratings to assess
personality.

RELEVANCE OF BIG FIVE TO
ORGANIZATIONAL BEHAVIOR

The Big Five have been related to a variety
of fundamental organizational behavior vari

ables, including JOB SATISFACTION, LEADER

sHIP, performance, and MOTIVATION. We
consider meta analytic results for each of these
in turn.

Job sarisfaction  Judge, Heller, and Mount
(2002), in a meta analysis of 334 correlations
from 163 independent samples, reported that,
as a set, the Big Five traits had a multiple correl
ation of .41 with job satisfaction. Specifically,
neuroticism, conscientiousness, and extraver
sion displayed the strongest correlations with
job satisfaction (= —.29, .26, and .25, respect
ively). Agreeableness and openness to experi
ence were more weakly related to job
satisfaction, with estimated true score correl
ations of .17 and .02, respectively. Moreover,
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the relationships between neuroticism and extra
version with job satisfaction generalized across
studies. Thus, the results of this meta analysis
suggest that the Big Five are important deter
minants of individual job satisfaction.

Leadership  Judge, Bono, et al. (2002) meta ana

lyzed 222 correlations from 73 independent
samples to derive the relationships between the
Big Five and leadership. As a set, the Big Five
traits had a multiple correlation of .48 with lead

ership. Specifically, extraversion displayed the
strongest relationship with leadership (= .31),
followed by conscientiousness ( = .28), neuroti

cism (= —.24), openness to experience (=
.24), and agreeableness (= .08). Across studies
and across the different leadership criteria (i.e.,
leader emergence and leader effectiveness),
extraversion emerged as the most consistent pre

dictor. Overall, these results indicate strong sup

port for traditional trait approaches to the study
of leadership.

Performance  One of the most popular applica

tions of the five factor model has been to the area
of job performance, where numerous meta

analyses have been conducted (e.g., Barrick and
Mount, 1991; Hurtz and Donovan, 2000;
Robertson and Kinder, 1993; Salgado, 1997).
The most cited of these meta analyses is Barrick
and Mount (1991). In reviewing the literature on
the relationship between personality and job
performance, these authors noted:

The overall conclusion from these studies is that
the validity of personality as a predictor of job
performance is quite low . . . However, at the time
these studies were conducted, no well-accepted
taxonomy existed for classifying personality traits.
Consequently, it was not possible to determine
whether there were consistent, meaningful rela-
tionships between particular personality con-
structs and performance criteria in different
occupations. (Barrick and Mount, 1991: 1 2)

Motivation Judge and Ilies (2002) demon
strated that the Big Five traits are related to
three types of performance motivation: GOAL
SETTING motivation, expectancy motivation,
and SELF EFFICACY motivation. In a meta
analysis of 150 correlations from 65 studies,
Judge and Ilies (2002) reported that, as a set,
the Big Five had an average multiple correlation

of .49 with performance motivation. Specific
ally, neuroticism (= —.31) and conscientious
ness ( = .24) were the strongest, most consistent
correlates of overall performance motivation.
The relationships between the remaining Big
Five traits, however, were not as consistent.
Extraversion was more strongly related to self
efficacy motivation than expectancy motivation.
Agreeableness was positively related to expect
ancy motivation but negatively related to goal
setting motivation. Openness to experience was
positively related to goal setting motivation and
self efficacy motivation but negatively related to
expectancy motivation. Taken together, these
results suggest that the Big Five are important
correlates of performance motivation.

See also individual differences
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force field analysis
Dale E. Zand

This is a technique for organizing and analyzing
information about the forces maintaining a cur
rent condition, such as a group’s performance
or an individual’s relationship to his or her
superior, and planning change to improve the

Driving
forces

Resisting
forces
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situation, attributable to Kurt Lewin (1951).
The current condition is viewed as a quasi
stationary equilibrium, a changeable state main
tained by a balance of dynamic (i.e., variable)
forces, much like an aircraft in level flight.
Force is a psychological construct, a perception
of a factor and its influence. Forces have direc
tion, driving or resisting movement toward the
desired condition, and magnitude or psycho
logical intensity (see figure 1).

Lewin proposed several fundamental propos
itions which subsequent research confirmed:

1 Adding or increasing driving forces arouses
an increase in resisting forces; the current
equilibrium does not change but continues
under increased tension.

2 Reducing or removing resisting forces is
preferable because it allows movement with
out increasing tension.

3 GROUP NORMS are a critical force in
change efforts. Individuals who value their
membership in a group will resist change to
the degree that they must deviate from the
group’s norms. Changing a group’s norms

Managerial pressure
IR

New equipment

Group norms for output

_ ]

Competition
—

People with new skills

Familiarity with present
equipment
D

Complacency

Need to learn new skills

Visions of increased
influence and rewards

—_—]

Fear of reduced influence
and rewards

Current level
of group performance

Desired level
of group performance

Figure 1 Force field diagram
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will reduce this key source of individual
resistance.

4 Induced, internal forces such as goal consen
sus are more powerful, enduring motivators
of change than imposed, external forces such
as management pressure.

Force field analysis with its propositions, a
legacy of Lewin’s seminal contributions to
change theory and research, is and will continue
to be a valuable, readily understandable tool for
diagnosing and planning change.

See also organization development; organizational
change
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game theory
J. Keith Murnighan

Game theory analyzes how rational actors
react to potentially conflictual, interdependent
interactions (se¢ CONFLICT AND CONFLICT
MANAGEMENT). Games (i.e., any strategic
interactions among interdependent parties) are
defined by the players involved, the payoffs, and
the rules of the game. These core elements allow
the players to choose a variety of strategies, and
it is the interaction of possible strategies that
becomes a central focus of game theory.

Games are either cooperative, in which the
players can make and expect binding COMMIT
MENTS, or non cooperative, in which the
players cannot make or expect binding commit
ments. Non cooperative games typically assume
that the payoffs of a game subsume all of the
issues that a player might find valuable. In other
words, the payoffs should represent the players’
utilities for different outcomes.

This way of analyzing games comes from their
initial formalization by John von Neumann, an
applied mathematician, and Oskar Morgenstern,
an economist, in their groundbreaking and
amazingly comprehensive Theory of Games and
Economic Behavior (1947). They contended that
“this theory of games of strategy is the proper
instrument with which to develop a theory of
economic behavior.” Their book then presented
an exposition of both utility theory and game
theory. Since then, game theory has been used
to analyze matters as weighty and diverse as

international nuclear strategy, local and global
environmental concerns, and global trade and
monetary issues, and utility has been a corner
stone of decision theory. Game theory’s models
consider a variety of structural conflicts, ranging
from two to n party games (se¢ COALITION
FORMATION), from complete to incomplete in
formation games, and from static to dynamic
games (see GROUP DYNAMICS). It is probably
safe to say that von Neumann and Morgenstern
were correct: game theory has revolutionized
economics; after almost 60 years since the ap
pearance of their classic book, it has become the
central model of microeconomics.

One early and important breakthrough in
game theory was John Nash’s proposal of the
since called Nash equilibrium (Nash, 1950), in
which each of the parties in an interaction selects
a strategy that is optimal, given the others’ strat
egies (se¢e NEGOTIATION). The Nash equilibria
of a game are particularly compelling, as none of
the parties have an incentive to change their
strategies once they have all chosen an equilib
rium strategy, since doing so would reduce a
player’s payoffs.

Although game theory and its domain of in
quiry seem immediately relevant for the study of
cognitions and behavior both between and
within organizations (se¢ MANAGERIAL AND
ORGANIZATIONAL COGNITION), organiza
tional behavior has paid little or no attention to
game theory, even though game theory is cur
rently undergoing exciting expansion, both
theoretically and empirically.

Game theory involves and has been defined as
the problem of exchange (von Neumann and
Morgenstern’s original definition, 1947; see EX
CHANGE RELATIONS), decisions in conflict
situations (Rapoport, 1973), the interaction
of rational decision makers (Myerson, 1991) (see
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DECISION MAKING;RATIONALITY ),ormulti
person decision problems (Gibbons, 1992). “The
essence of a ‘game’ . . . is that it involves decision
makers with different goals or objectives whose
fates are intertwined” (Shubik, 1964: 8). Game
theoretic reasoning is “‘a mathematical shortcut”
that theorists use to determine what intelligent,
adaptive, rational players will do when they are
faced with conflict (Camerer, 1991).

Although its potential applicability may be
far reaching, a strict interpretation of game
theory is restricted to an analytical, theoretical
approach to conflict situations. A game theorist
makes assumptions, considers their logical con
sequences, and proves theorems which, given
the assumptions, are true. Theoretical game the
orists ‘‘examine what ultrasmart, impeccably
rational, super people should do in competitive,
interactive situations” (Raiffa, 1982: 21).

Theoretical game theory is precise and clean,
mathematically precise. Like the physical sci
ences, it investigates human interaction as if it
were in a vacuum. And also like the physical
sciences, its greatest successes produce truly
beautiful, elegant models.

Game theory’s theoretical domain is neither
descriptive nor normative: it neither describes
everyday people’s actions nor tells them what to
do. Instead, it is analytic: “game theorists ana
lyze the formal implications of various levels of
mutual rationality in strategic situations”
(Aumann, 1991). By its very nature, theoretical
game theory is not refutable: it analyzes limited
problems in specifically bounded domains and
solves them mathematically (se¢e THEORY).

Game theoretic analysis has, quite naturally,
been extended to the realm of empirical predic
tions. These predictions have been tremen
dously successful at predicting behavior in
market interactions (Smith, 2002). In bargaining
and other interpersonal interactions, however,
extensions of game theory’s analyses to predict
behavior have been much less successful. Ex
periments on the Prisoner’s Dilemma game, for
instance, which number in the thousands, uni
formly indicate that the participants do not
defect on every round in finite plays of the
game, as the Nash equilibrium indicates that
rational people should. Instead, typically about
50 percent of the time, even in one shot games,
people cooperate (Rapoport, 1988).

Another example of the failures of directly
extending game theory’s analysis to behavior
comes from the results testing game theory’s
strong prediction in ultimatum bargaining. In a
standard experimental treatment of an ulti
matum game (e.g., Pillutla and Murnighan,
1995), one person receives an amount of money
(say $50) and must offer some of it to another
person. They can either accept or reject the offer.
If the second person accepts, they receive the
amount offered and the first person receives the
remainder ($50 minus the amount offered). If
they reject the offer, both people receive nothing.
Game theory wuses backward induction
(i.e., starting at the end and working backward,
to the first choices in an interaction) to predict
that, since something is better than nothing, the
second person should accept any positive offer
and, therefore, the offerer should make a small
offer that is accepted. Not surprisingly, this
strong theoretical prediction is upheld for few
respondents and almost no offerers. (Research
indicates that, although some people will accept
offers as small as a penny, many offers approach
50-50, and many respondents reject offers that
have positive value, sometimes considerable.)
Although game theory’s prediction is not sup
ported empirically, its logic is unassailable (given
its assumptions), and its ability to provide a basis
for generating interesting games like the ulti
matum game has spawned the exciting new area
of behavioral game theory (see the following).

These examples show how empirical exten
sions of game theory “test” its theoretical prin
ciples. The messy realities of everyday human
interaction make the empirical domain (and
most other social scientific endeavors) less
deterministic than the theoretical domain.

Current game theory is expanding its horizons
to encompass the general analysis of potentially
conflictual interactions. Models are now being
developed to accommodate the foibles and
psycho logic of real, rather than strictly rational,
human actors (e.g., Raiffa, 1982).

Much of this development has been spurred
by the empirical work on game theory. The field
of experimental economics has grown exponen
tially since its early days (e.g., Smith, 1962).
This has led to an exciting interplay of experi
mental observations that inform new game the
oretic models, which incorporate assumptions



designed to handle some of the peculiarities (i.e.,
departures from rationality) of everyday human
behavior. This developing area of intense experi
mental activity has recently been called behav
ioral game theory (Camerer, 2003). Behavioral
game theory includes a wide array of experiments
on a variety of intriguing games, including
the ultimatum game (mentioned above), the
dictator game, trust games, asymmetric in
formation games, dominance solvable games,
signaling games, coordination games, and repu
tation games, to mention a few (Camerer, 2003).
These economically motivated experiments shed
light on what have previously been topics at the
center of the domain of social psychology, in
cluding fairness, altruism, and learning. The
combination of game theory and experimental
methods has provided an important bridge be
tween the fields of economics and psychology
(Murnighan and Ross, 1999). The intermingling
of these two previously disparate fields provides
considerable promise for both theoretical and
empirical advances.

Unfortunately, game theory continues to
suffer considerable criticism from other social
scientists (see Murnighan, 1994). Some social
scientists confuse the analytical and behavioral
domains of game theory; some are put off by
game theory’s difficult mathematics; others
reject game theory’s rational approach. Al
though game theory may not describe the behav
ior of the general public, its attention to
sophisticated, experienced, knowledgeable, and
strategic actors, and its recent attempts to ac
commodate non equilibrium behavior, provide
us with insights that are unattainable from more
mundane analysis. In addition, a number of
easily read treatments make game theory under
standable without sophisticated mathematics
(e.g., Gibbons, 1992; McMillan, 1992).

Most business strategy decisions fit within the
broader scope of game theory (Camerer, 1991).
Dynamics, communication (se¢ COMMUNICA
TION), and differential perceptions of the game
are all now part of game theoretic investigations
— making it much more appropriate for applic
ability to research in organizational behavior and
strategy. Game theorists’ strong theory should
provide researchers with potent tools for advan
cing understandings of conflict and POWER. Its
influence is clearly evident in the frameworks it
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provides for analyzing the political dynamics of
coalition behavior, the dilemma of volunteering
(Murnighan, 1994), and broad scale inter
national interactions. These are just some of
the examples of areas where little progress has
been achieved prior to the recent use of game
theoretic models.

Game theory has grown and, from an economic
point of view, has become increasingly useful
throughout the social sciences. As Myerson
(1992: 62) notes: “Game theory provides a fun
damental and systematic way of thinking about
questions that concern all of the social sciences.”

See also behavioral decision research; bounded ra
tionality; prospect theory; risk taking
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garbage can model
Henrich R. Greve

The garbage can model is a simulation model of
organizational DECISION MAKING under ambi
guity (Cohen, March, and Olsen, 1972).
It examines how decisions are made when indi
vidual preferences are uncertain, cause—effect re
lations are unclear, and participation in decision
making is fluid. Uncertain preferences and un
clear causal relations are found in organizations
with unclear TECHNOLOGY and loosely defined
goals, such as universities, in subunits of organ
izations with well defined overall goals, and when
making decisions that do not have an obvious link
with the organizational goal. The garbage canisa
descriptive model of how decision making
unfolds under some simple assumptions of indi
vidual responses toambiguity. First, solutions are
independent of problems rather than answers to
problems. Second, participants and choice op
portunities are independent of both problems
and solutions. Decisions happen when these
four flows meet and decision makers have suffi
cient energy to deal with the problem.

Findings from the garbage can model include
high sensitivity to the authority structure and
level of slack resources, a high percentage of
decisions that do not solve problems, and fre
quent association of problems with specific indi
viduals. The model predicts which decision
making structures would likely be effective
under different levels of organizational resources
and environmental adversity. The main features
of the model correspond well with the qualitative

evidence from university decision making pro
cesses that inspired the garbage can model.

The garbage can model is a classic in the
organizational simulation literature, which now
is quite large (Lomi and Larsen, 2001). It is often
used to interpret observations of chaotic deci
sion making processes (Levitt and Nass, 1989),
and its predictions have also seen some testing in
quantitative studies (Hendrick, 1998). In theor
etical work, it is often cited to support the argu
ments that solutions are not necessarily results of
problems, but may be independently or jointly
developed, and that decision maker attention is a
scarce resource with great consequences for de
cision making. Both statements are consistent
with the model and cement its place as an im
portant building block of organizational deci
sion making under ambiguity. It is used
primarily in the fields of organizational theory
and political science.

Because the model contradicts rational choice
theory (se¢e RATIONALITY), it is associated
with some controversy, especially in political
science (Bendor, Moe, and Shotts, 2001),
where rational choice theory is more prominent
than in organizational theory. Rational choice
theorists will tend to reject its assumptions of
the independence of problem and solution flows
and decision making without clearly defined
goals. Suggested rational choice alternatives
tend to be incompatible with the original garbage
can model because they replace ambiguity of
goals with uncertainty about consequences,
which alters the interpretation.

The garbage can model has a unique place in
organizational theory through its ability to make
counter intuitive predictions of the conditions
under which organizations will make fewer or
more decisions. With the widespread availability
of research methods on the timing of events, one
should expect tests of the garbage can model on
the timing of decisions in addition to its current
use in field research.

See also behavioral decision research; learning
organization
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gatekeepers
W. Warner Burke

Like many concepts in organizational behavior,
that of gatekeepers is metaphorical. When think
ing literally of gate, one typically imagines a
movable object that either stops or allows the
flow of physical movement. Gatekeepers, a
term originated by Lewin (1947), are persons
who either facilitate or impede information
flow between people. Gatekeepers are therefore
at the nexus of exchange among individuals
interpersonally, in groups, or within and across
organizations. The term has even influenced
thinking in the world of journalism. Editors of
newspapers, for example, are seen as gatekeep
ers, since they determine what gets printed for
the public and what does not (White, 1950).

From an organizational behavior perspective,
middle managers may occupy the most import
ant roles as gatekeepers in organizations. They
pass or do not pass information up, down, and
across the hierarchy in organizations. As gate
keepers they can determine whether and what
kind of information flows throughout organiza
tions.

The term has been used primarily in group
dynamics. Gatekeepers are group members who
either help the well being and maintenance of
the group or hinder such processes. By seeking
people’s ideas and opinions (opening the gate for
information flow and participation), gatekeepers
effectively facilitate the group’s work toward its
objectives.
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When compared with the more peripheral
group members, research has shown that gate
keepers reported significantly higher feelings of
participation, satisfaction, responsibility, and
commitment to the final group product.

See also organizational design; power; role

Bibliography

Lewin, K. (1947). Frontiers in group dynamics: Con-
cepts, method, and reality in social science: social equi-
libria and social change. Human Relations, 1,5 41.

White, D. M. (1950). The “gatekeepers”: A case study in
the selection of news. Fournalism Quarterly, 27,383 90.

gender

Barbara A. Gutek, Layne Paddock, and
FJessica Bagger

The concept of gender, as used in the study of
women and men at work, originated in the 1970s
in order to differentiate biological differences
between men and women from social roles per

formed by men and women (see Korabik, 1999).
Until that time, both differences in ability to
bear children and ability to be a manager,
for example, were considered sex differences:
women were suited to bearing children and
men were suited to managing the affairs of busi

ness and state. Women and men who did not
exhibit sex typed characteristics or interests
were presumed to be psychologically mal

adjusted. Behavioral scientists in the 1970s
applied the label of “gender” to refer to mutable
social roles played by the two sexes, leaving the
concept of “sex” to refer to biological differences
between men and women. This differentiation
between sex and gender allowed researchers and
theoreticians to question how many of the char

acteristics and behaviors assumed to be part of
men’s and women’s natures (biological essential

ism) were in fact socially constructed. Further

more, if there is no biological reason why women
cannot succeed at any CAREER, then presumably
there should be no social impediment (such as
not allowing women to enter MBA programs) to
their becoming managers and succeeding in that
role or in any other role they might choose. As a
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result, many opportunities previously closed to
women were now opened to them.

As the concept of gender became accepted,
one dimensional theories like biological essen
tialism gave way to more complex models. Sex
and gender are now considered theoretically in
dependent constructs. According to an early
popular model (Bem, 1974), masculinity and
femininity were not polar opposites as they
had been conceptualized for decades, but instead
they represented two dimensions on which both
men and women varied. Furthermore, if mascu
linity and femininity were separate dimensions,
one might score high on both (labeled androgy
nous), high on one or the other, or low on both
(not very common). Androgyny was held out asa
model for career success because androgynous
people of both sexes should have at their
command the whole repertoire of behaviors con
sidered appropriate for men and women. Such a
person could be both aggressive and warm, for
example.

Many jobs are gendered, in that men more
often hold certain kinds of jobs (auto mechanic,
neurosurgeon) and women more often hold
other jobs (secretary, dietician). In the case of
service delivery, both the service provider role
and the customer role are gendered (Gutek,
Cherry and Groth, 1999). That is, while men
and women tend to hold different service deliv
ery jobs (e.g., selling life insurance versus selling
children’s clothing), men and women also play
different customer roles. Men are more likely
than women to buy life insurance, boats, or
tickets to football games, while women are
more likely to buy children’s clothing and dec
orative items for the home, or have their hair
colored. Both employees and customers can be
gender congruent or gender incongruent (i.e., in
a field considered unusual or inappropriate for
someone of their gender). Job characteristics
may also be gendered. Men may be viewed as
especially suited to jobs that are high on task
characteristics while women may be viewed as
especially suited to jobs that are high on socio
emotional characteristics (see JOB DESIGN).

Researchers interested in gender may study
one or more of five kinds of differences between
men and women, including: physical differences
(such as differences in upper body strength),
differences in traits (differences in scores on

aggressiveness), or differences in behavior (dif
ferences in amount of aggressive behavior). An
other is differential treatment (including levels
of compensation, rate of career progression). For
example, female managers may be treated as
secretaries while male secretaries may be as
sumed to be managers; female medical doctors
may be treated as nurses while male nurses may
be treated as medical doctors. A fifth area is
differential reactions to men and women (differ
ences in evaluation). For example, whereas a
certain level of aggressiveness in a man might
be evaluated positively, the same level of aggres
siveness on the part of a woman might be evalu
ated negatively. While the first of these
differences (physical differences) is clearly a
function of sex, and differential treatment and
differential reactions to men and women are
clearly a function of gender, differences in traits
and behavior may be a function of both sex and
gender.

Feminist critics point out that the existing
body of organizational theory is itself gendered
in that it implicitly assumes that managers
and workers are male, with stereotypically male
attitudes, obligations, and power (see Calas
and Smircich, 1996). For example, in the past,
family obligations were rarely considered be
cause the manager or employee is assumed to
be a man who has few family obligations that
would impose on his usual work hours (see
NON WORK/WORK). Perhaps because the
study of gender is not a mainstream topic in
organizational behavior, some researchers focus
ing on gender use non traditional research
methods such as deconstruction, a research
method borrowed from literature (Martin,
1990). In addition, a number of researchers
interested in gender have argued that the field
of organizational behavior should also pay more
attention to the concepts of ethnicity and race
and researchers should also consider gender
when they focus on ethnicity or race (see Ferd
man, 1999).

An interest in the study of gender in organiza
tional behavior has opened up the field to some
new areas. Role identities provide an example of
the way in which the study of gender has
evolved. It is widely believed that women iden
tify less with their job and more with their family
roles than do men, for whom work role is their



primary identification, but this is not necessarily
true. Likewise, it is often assumed that retire
ment will be associated with greater role loss for
men than women and that it will affect men more
than women, but that, too, is not necessarily
true.

Work and family issues provide another
example of the way the study of gender has
opened new areas to the field of organizational
behavior. Increasingly, young professionals are
choosing to have children later and to focus on
career first; however, this does not alleviate
work—family conflict for most employed
women (see Hochschild, 1997). Organizations
hoping to attract and retain women can take
several different approaches. Some are imple
menting policies associated with work—family
balance, known as family friendly policies (e.g.,
flextime, job sharing, etc.), which allow for
greater integration of paid work and family
demands. Research on family friendly policies
focuses on positive work outcomes associated
with specific policies and the relationship of
other work variables like perceived fairness to
policy effectiveness.

See also career development, critical theory, dis
crimination; personality; women at work,; women
managers
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generalization
Richard Klimoski

The goal of much of organizational science is
generalization. Scholars (and reflective practi

tioners) wish to establish principles or theories
of organizational behavior (OB) that are usually
correct for a class of cases (e.g., new workers,
large organizations) or situations (e.g., during
mergers). However, the evidence or data avail

able from research or experience is often limited.
What we know may derive from a single case,
study, type of measure, investigator, or even
from a single nation. Thus, writers in OB (espe

cially textbook writers) are usually making a
generalization when they assert (or teach) that a
functional relationship exists between two
factors, a practice will have a particular conse

quence, or a particular business policy will have
a specified impact (see THEORY). The correct

ness of any generalization will be a function of
such factors as the number and breadth of cases
for which there is particularized knowledge;
consistency of the findings across such cases;
degree of bias in the observer; quality of the
research (se¢e RESEARCH METHODS) or meas

ures (see RELIABILITY); and degree of similarity
between the instances on which the inferences
are built and the individual, organization, or
situation to which the generalization is being
made.
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See also error; levels of analysis; research design;
statistical methods; validity
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goal orientation
Miriam Erez

Goal orientation originated in the educational
psychology literature in the early 1980s, and
has recently been applied to the work context
(VandeWalle, Cron, and Slocum, 2001). Goal
orientation represents a personal disposition to
pursue either learning or performance goal
orientations in achievement situations (Dweck,
1999). A learning goal orientation is associated
with the belief that ability can be developed.
In contrast, a performance goal orientation is
associated with the belief that ability is fixed,
and difficult to develop. A learning goal orienta
tion motivates individuals to increase their
competence and to master challenging situ
ations. On the other hand, a performance goal
orientation motivates individuals to establish
the adequacy of their ability in the eyes of others
and to avoid situations where they may appear
inadequate. More recently, performance goal
orientation was further divided into two distinct
constructs: proving and avoidance (VandeWalle ,
Cron, and Slocum, 2001). Proving goal orienta
tion focuses on demonstrating one’s compe
tence, and gaining favorable judgments from
others. Avoiding goal orientation focuses
on ways of avoiding negation of one’s compe
tence as well as unfavorable judgments by
others. In the context of complex tasks, a learn
ing goal orientation leads to higher performance
level than a performance goal orientation, mainly
by influencing the mediating variables of goal
level, effort, and self efficacy, and by feedback
seeking.

Goal orientation can also be examined as a
state. Research demonstrates that setting a learn
ing goal is more effective than setting a perform
ance goal in complex rather than simple tasks,
and in situations where primarily the acquisition
of ability rather than an increase in motivation is
required.

See also goal setting; motivation; performance ap
praisal/ management
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goal setting
Miriam Erez

The goal setting theory of MOTIVATION is “the
single most dominant theory in the field, with
over a thousand articles and reviews published
on the topic in over 35 years” (Mitchell and
Daniels, 2003: 231). The theory proposes that
goals are the immediate regulators of behavior
and setting specific and difficult goals leads to
higher performance levels than general “do your
best” or easy goals. These effects are subject to
two necessary conditions: goal COMMITMENT,
and FEEDBACK on performance (Locke and
Latham, 2002). In line with goal setting theory,
social cognitive theory (Bandura, 2001) asserts
that specific and high goals create negative dis
crepancies to be mastered, and this discrepancy
mobilizes resources based on anticipatory esti
mates of what is necessary for goal attainment.
The application of goal setting theory to the
group level in the last decade confirmed that,
similar to the effects at the individual level,
group goals have a strong and positive effect on
group performance (Latham and Pinder, 2005).

A goal is the aim of an action; for example, to
attain a specific standard of proficiency on a
given task, usually within a specified time limit
(increase annual sales by 10 percent or reach an



executive position within 10 years). Goals could
be proximal, leading to immediate action, or
distal and long term, with interim goals. A vision
set by a leader is a distal goal. Goals could either
be self set, participatively set, or externally
assigned. Self set goals are anchored in a per
son’s value system, which is a cognitive repre
sentation of basic needs and motives. When
assigned by others, goal congruence with a per
son’s motives and values assures goal acceptance.

Goals regulate behavior through four mech
anisms (Locke and Latham, 2002; Mitchell and
Daniels, 2003). First, goals direct effort and other
resources towards goal relevant activities.
Second, goals have an energizing function,
which sets the intensity of effort investment.
Third, goals affect persistence, with specific
hard goals leading to greater persistence in the
face of obstacles than general or easy goals.
Fourth, goals affect strategy development,
mainly in highly complex tasks.

The goal setting theory has continuously de
veloped over the last 35 years. The original
model (Locke, 1968) posited a sequential five
phase process:

Environmental stimuli— Cognition—
Evaluation— Intentions/Goals— Performance

A more recent model of the high performance
cycle (Locke and Latham, 2002) incorporates the
moderators of goal commitment, feedback, goal
importance, SELF EFFICACY, and task com
plexity, and recognizes the mediators of strategy
development and self regulatory processes (see
SELF REGULATION).

Originally, goal setting research (Locke,
1968) focused on goals and intentions as the
immediate regulators of action and performance.
This focus on proximal goals yielded a strong
empirical base to the theory, which proposed
that specific and difficult goals lead to higher
performance levels compared to easy or general
“do your best” goals. Once these basic relation
ships were established, the research progres
sively explored the three distal phases in the
model: evaluation, cognition, and environmental
stimuli.

The evaluation phase reflects the self regula
tory processes, including goal choice and direc
tion, behavior monitoring, and the evaluation of
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goal accomplishment. The criteria used for
evaluating goal choice and goal accomplishment
are anchored in the value system that represents
basic motives. Research in this domain identified
four important factors in the evaluation process:
feedback, goal commitment, self efficacy, and
expectancies. The former two moderate the
goal—performance relationships and the latter
two mediate the goal-performance relationships.
Feedback pertains to performance evaluation
relative to the goal, and was identified as a ne
cessary condition for goals to affect performance.
The combination of feedback and goals leads to
the highest performance level. Feedback may
have negative effects on performance when it
shifts resources to off task ego centered pro
cesses, in particular for individuals with low
levels of self efficacy.

Goal acceptance refers to initial agreement
with the goal, whereas goal commitment refers to
adherence to the goal, and resistance to changing
the goal at a later point in time. Commitment is
most important and relevant when the goal is
difficult. Goal commitment moderates the effect
of goal difficulty on performance. A significant
drop in performance is observed as goal commit
ment declines in response to increasingly diffi
cult goals (LLocke and Latham, 2002). Feedback
and goal commitment were identified as the two
necessary conditions for goals to affect perform
ance. The important role played by goal com
mitment has led to a growing interest in the
antecedents of goal commitment. Participation
in goal setting was found to be an effective ap
proach for enhancing goal commitment, and for
stimulating information exchange, which posi
tively affected performance (I.ocke and Latham,
2002).

Self efficacy is a judgment of one’s capability
to accomplish a certain level of performance
(Bandura, 2001). Goal difficulty positively
affects perceptions of self efficacy, which fur
ther affect intentions, personal goals, and per
formance. Specific and difficult goals lead to
high self efficacy, which further influences goal
commitment. Research clearly demonstrated
that efficacy beliefs influence the level of motiv
ation and performance (Stajkovic and Luthans,
1998). At the group level, group efficacy is con
sistently related to group performance (Mitchell
and Daniels, 2003).
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Expectancies reflect the evaluations people
make of their chances of reaching their goals.
For a given level of goal difficulty, individuals
with high rather than low expectancies are more
likely to obtain their goals (Locke and Latham,
2002).

Values determine what people want or what
they consciously consider beneficial to their wel
fare. Values are the motivation core that mediates
between needs which stimulate the motivation
cycle, and goals, which are the applications of
values to specific situations. Need based theories
explain why a person must act, while VALUES
explain why specific goals and actions are chosen
in specific situations to obtain specific outcomes.
Values affect goals and self efficacy, which fur
ther influence performance. There is a growing
interest in how personal values are modified, and
what is the role played by personality and by the
sociocultural context in shaping values.

Interest in cognition, which precedes the
evaluation phase in the original goal setting
model, has increased in parallel to the continu
ous research on the evaluation phase. Cognition
draws attention to the complexity of tasks, and
multiple goals. The magnitude of goal effects on
performance decreases as task complexity in
creases. This is because performance of highly
complex tasks depends not only on effort or
persistence, but also on the cognitive under
standing of the task and the strategy or plan
necessary for completing it. In complex task
situations people move towards their goals by
developing strategies about when, where, and
how goal attainment will be reached. Research
on goal setting effects in the complex task para
digm reveals that goals affect performance to the
extent that they lead to the development of ef
fective plans and strategies. Difficult goals affect
performance through their effect on strategies
(Locke and Latham, 2002).

However, sometimes goals generate pressure
for immediate results and they become counter
productive when planning and strategy develop
ment are required, and in particular at initial
stages of skill acquisition. In this context, setting
a “do your best” goal resulted in higher per
formance than setting a specific high perform
ance goal. Furthermore, setting a learning goal,
in terms of discovering appropriate strategies,
resulted in higher self efficacy and goal commit

ment than setting a performance goal (Latham
and Pinder, 2005).

Research on the multiple goals is guided by
the assumption that the human organism has a
limited pool of resources. As a result, there is a
trade off in the performance of multiple goals.
Empirical research has demonstrated that more
resources are shifted to the attainment of specific
and difficult goals than general or easy goals, and
to the attainment of performance goals, which
are supported by feedback. Of special interest is
the potential trade off between goals set in terms
of quantity, quality, and innovation. Research
has demonstrated that generating high expect
ancy of success, and providing an organizational
culture that supports innovation, attention to
detail, and outcome orientation enabled the co
existence of innovative, high quality, and effi
cient performance outcomes.

The fifth phase in the original five phase goal
setting model draws attention to effects of envir
onmental stimuli on the goal setting process. Re
search in this area has increased dramatically in
the last decade, looking at goals in different
contextual levels: individual, group, and organ
izational goals, as well as examining the influ
ence of national culture on goal behavior (Erez
and Earley, 1993; Erez, 2000). National culture
shapes distal sources of motivation, including
personal beliefs, values, achievement orienta
tion, LOCUS OF CONTROL, and RISK TAKING.
People use their cultural values, as they are
represented in their selves, for evaluating the
meaning of goal accomplishment to their sense
of self worth and well being. They are motiv
ated to accomplish goals that enhance their self
worth, and to avoid goals that hinder it (Erez and
Earley, 1993; Erez, 2000). Therefore, the mean
ing of certain goals for a person’s sense of self
worth and well being may vary across cultures.

Monetary rewards serve as one of the situ
ational factors that influence the goal-perform
ance relationship. Monetary incentives increase
goal commitment, but at the same time they
inhibit the attainment of complementary goals
that are not compensated for (Mitchell and
Daniels, 2003; Latham and Pinder, 2005).

Although personality factors were not part of
the original goal setting model, research in this
area has increased dramatically, demonstrating
the effects of self monitoring dispositions on



goal choice, goal commitment, and performance.
Various typologies of motivational dispositions
have recently been developed, testing these
effects on goal setting and performance.
Among these typologies are the four core self

evaluation factors, consisting of self esteem,
locus of control, neuroticism, and generalized
self efficacy; motivational dispositions of
achievement versus anxiety; learning versus per

formance goal orientation; and prevention
versus promotion regulatory focus (Latham and
Pinder, 2005). In essence, all these typologies
capture McClelland’s ideas of approach and
avoidance orientations. The ‘“approach” self

monitoring disposition revealed a robust positive
relationship with job performance (Day et al.,
2002). Goal orientation is also a state. Setting
high learning goals in complex task situations
resulted in higher performance levels than set

ting performance goals. Furthermore, in the
presence of specific goals, the effect of disposi

tional goal orientation disappeared, suggesting
that specific and difficult goals create a strong
situation (Locke and Latham, 2002).

To summarize, over 36 years goal setting
theory has continuously developed to become
deeper and more complex than in its first
phase, which focused on the immediate goal—
performance relationships. Staying close to the
explained variable in the first phase of theory
development, and then progressing towards
understanding mediators, moderators, and ante
cedents of goals, proved to be an effective ap
proach for theory development, and a potential
model for other theoreticians. Furthermore, the
theory has grown from the individual level to the
levels of groups, organizations, and nations.
While the vast majority of the empirical research
has focused on goal accomplishment, future re
search should further enrich our understanding
of goal choice, the interplay between proximal
and distal goals, and the interaction effects of
situational factors and motivational dispositions
on goal choice and goal accomplishment.

See also learning, individual; performance ap
praisal/ performance management, personality
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governance
Donna J. Wood

Organizational governance concerns ‘how a cor
poration is structured, what policies and object
ives it seeks to fulfill, how it is managed, and
which stakeholder interests it serves” (Wood,
1994). The term “includes specific issues arising
from interactions among senior management,
shareholders, boards of directors, and other cor
porate stakeholders” (Cochran and Wartick,
1988).

The basic questions of governance are of
power, benefit, and accountability: Who controls
the actions of an organization? For what pur
poses, and to whose benefit, does the organiza
tion act? Who 1is accountable for the
consequences of an organization’s actions?
Governance issues are particularly salient in
many large business organizations because the
separation of ownership from management



142 government and business

control (Berle and Means, 1932) changes the
agent—principal relationship, granting much au
tonomy to managers and little voice to owners.
Managers can often avoid accountability for or
ganizational actions, making it difficult for
STAKEHOLDERS (including owners/stockhold
ers) or society at large to insure that their legit
imate interests are being met.

Reviewing the governance literature, Cochran
and Wartick (1988: 22-3, paraphrased) offer this
list of board responsibilities:

e Strategic planning: establishing long range
objectives and policies.

o Board renewal: nominating and orienting
new board members.

o Supervision of the chief executive officer
(CEO): hiring, oversight, compensating,
firing.

e Public image maintenance: guarding the
firm’s legitimacy.

o Overseeing major organizational transform
ations such as mergers, acquisitions, and
divestments.

o (uarding corporate assets: maintaining
fiduciary responsibility for appropriate use
of assets and ensuring that controls and
record keeping practices do not allow for
illegal acts.

Individual directors also have responsibilities:
(a) a duty of loyalty, expressed by placing the
organization’s interests above personal interests
and avoiding conflicts of interest; and (b) a duty
of care, expressed by acting prudently, in good
faith, with the organization’s best interests in
mind.

Current issues in governance have to do
with changing definitions of who should control
business organizations and for whose benefit
they should function. Governance issues include
business—government relationships, accommo
dation of stakeholder interests, executive
compensation, financial conflicts of interest,
the role of institutional investors, the balance
and respective roles of executive vs. outside
directors on boards, stakeholder representation,
interlocking boards, the board’s role in
linking mission with structures and incentive
systems, and the board’s role in monitoring
organizational social performance and ethics.

In the wake of widespread corporate financial
scandals, stakeholder pressures to reform cor
porate governance are likely to change many
things about how companies are run. For
example, the post Enron legal requirements of
the Sarbanes Oxley Act in the US are spreading
to other regulatory regimes, including countries
in the European Union. Furthermore, many ex
ecutives are accustomed to thinking of social
responsibility as something to attend to afier
meeting profit goals, but governance reforms
could legitimize the relationship between social
responsibility and day to day operating proced
ures. A third example is found in the success of
institutional investors such as large pension
funds in gaining a voice in management and
board decisions. Finally, international social
and political issues may push closer coordination
of governance and social performance in multi
national business organizations (Windsor and
Preston, 1988).

See also corporate social performance; values
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government and business
John L. Campbell

There is a vast literature about the relationship
between government and business in advanced
capitalist societies. Central here are three ques
tions: Why does government promulgate the
business related policies that it does? How does
government affect business? How are govern
ment—business relations organized?



Sociologists and political scientists have long
debated why governments make business policy
as they do. Some assert that governments make
policy because members of the business commu
nity capture, dominate, or otherwise influence
the policy making process. Others maintain that
policy making reflects a more balanced set of
influences, including business, labor, con
sumers, environmentalists, and voters. Still
others argue that policy is a more autonomous
response by government officials to market fail
ures, business cycles, and other macroeconomic
phenomena. These debates have provoked in
tense theoretical disagreement as well as an enor
mous amount of empirical work (e.g., Martin
1991; Vogel 1989).

Regardless of who influences government,
government always influences business — even
in the most laisses faire situations (Fligstein,
2001). First, governments provide and allocate
resources to business through subsidies, infra
structure investment, and procurement, which
create incentives for firms to engage in many
kinds of behavior. Second, governments estab
lish property rights and regulate firms in ways
that affect not only their behavior, but also
their organization. Antitrust law, for instance,
influences whether firms form cartels or merge.
Third, government structure affects business.
For example, decentralized states provide differ
ent opportunities for firms to relocate their op
erations than do centralized states (Campbell,
Hollingsworth, and Lindberg, 1991; Fligstein,
1990).

The complex relationship between govern
ment and business takes different institutional
forms in different societies. (On the importance
of institutions for business organizations more
broadly, see INSTITUTIONAL THEORY.) Gen
erally speaking, scholars recognize three var
ieties of capitalism. First is the liberal model
(e.g., United States), where government tends
to maintain an arm’s length relationship to busi
ness, grants much freedom to markets, pursues
relatively vigorous antitrust policy to insure
market competition, and tries not to interfere
directly in the activities of firms. Second is the
statist model (e.g., Japan, South Korea), where
government is much more involved in the econ
omy and exercises much greater influence over
firms, such as by providing finance and credit
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directly to them. Third is the corporatist model
(e.g., Germany, Northern Europe), where gov
ernment promotes bargaining among well or
ganized social partners, notably centralized
business associations and labor unions, in order
to promulgate policies that benefit all groups in
society. In short, sometimes government can be
an arm’s length regulator, a strong economic
player, or a facilitator of bargained agreements
(Katzenstein, 1978).

These variations matter in terms of the ability
of firms to compete successfully and the ability
of governments to manage macroeconomic
problems such as inflation and unemployment.
However, there is much disagreement as to
which variety is best. Many economists and con
servatives maintain that the liberal model is the
best because it insures relatively unbridled
market activity, which, following neoclassical
economics, is the most efficient and surest way
to achieve positive economic performance.
Many political scientists and sociologists tend
to favor the other two models, reasoning that
coordinated economic activity will more effect
ively mitigate market failures and social ills like
inequality and poverty. Recently, scholars have
begun to acknowledge that different varieties of
capitalism have their own strengths and weak
nesses. For instance, liberal economies enable
firms to compete by making decisions quickly,
keeping costs low, and moving capital rapidly
from sector to sector and region to region. The
other varieties enable firms to compete by pro
ducing high quality products and by adjusting
flexibly to shifts in market demand. Why? Be
cause government provides a well educated labor
force, insures that business and labor cooperate,
and offers generous welfare supports to facilitate
the sort of economic restructuring that enhances
flexibility and enables business to be competi
tive, especially internationally (Hall and Soskice,
2001).

Since the mid 1970s, economic activity has
become increasingly internationalized. In par
ticular, capital has gained the ability to move
from one place to another faster than ever.
This has generated much concern that the ability
of business to rapidly shift investments inter
nationally has undermined the institutional dif
ferences associated with the three varieties of
capitalism. Many have warned that governments
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will need increasingly to compete against each
other to retain and attract capital investment. T'o
do so, it is argued, they will have to realign their
institutional arrangements with the liberal
model — that is, grant business more autonomy
to do as it pleases without having to worry about
the interests of government, labor, or other
actors. If governments fail to do so, then capital
flight will result and precipitate a host of
economic problems.

This has become a popular mantra among
politicians who seek to roll back business regula
tion, welfare spending, and taxes. Nevertheless,
researchers have shown that there is little sign
of institutional convergence on the liberal model,
or that serious economic problems result for
countries that fail to adopt it. Instead, the rela
tionship between government and business and
the institutional basis by which business com
petes continue to evolve along a variety of trajec
tories. Why? Because institutional change tends
to proceed in path dependent ways. Even when
governments try to mimic institutional practices
observed elsewhere, they typically translate
them into local contexts in ways that do not
fully supplant current practices (Campbell,
2004: ch. 5; Garrett, 1998).

See also contracts; governance; organizational
design; values
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group cohesiveness
Sarah Ronson and Randall S. Peterson

Group cohesiveness is the extent to which group
members are motivated to stay in the
group (Cartwright, 1953; Festinger, 1950). It
expresses how much group members value their
membership in the group. Cohesiveness can arise
from attraction between individual group
members, or the attraction that each member
feels towards the group itself due to some quality
of the group, such as its prestige. Based on this
definition, cohesiveness has been operationalized
in terms of group member motivation towards
group goals, interpersonal attraction among
group members, member evaluations of the at
tractiveness of the group, or sense of identifica
tion with the group (Cartwright, 1953). The use
of these many different measures also implies
that cohesiveness may be multidimensional.
Hogg (1993), for example, suggests differentiat
ing cohesion into at least two constructs — one
based on personal or social attraction of group
members, and the other based on the attraction or
IDENTIFICATION members feel to the group
because membership in that group implies the
individual is a person of worth and value.
Minimal levels of cohesiveness can be created
by simply assigning members to a group (Hogg,
1993). How much cohesiveness the group
achieves will be a function of the extent to
which group members must depend on one an
other as reference points for making judgments
to create a social reality, and the extent to which
cohesion will enable the group to achieve its
goals (Festinger, 1950). Cohesiveness is also
affected by the attractiveness of the group to its
members, the motivation of individual
members, how attractive the outcomes are that
members expect to receive as a result of mem
bership, and how favorably group membership
compares to membership in other groups. At
tractive groups tend to be those with similarity
among members, high degrees of cooperation,
clear group goals, relatively small group size,
decentralized communication networks, demo
cratic or participative leadership, and intrinsic
ally rewarding group tasks (Cartwright, 1953).
Cohesiveness helps group survival by motiv
ating members to stay in the group, increasing
participation, enhancing member loyalty, and



giving the group more power to influence indi

vidual behavior. Cohesive groups can also bene

fit their individual members by providing
support and reducing anxiety (Cartwright,
1953). There is also some evidence that cohesion
has a small positive impact on group perform

ance (Mullen and Copper, 1994). However,
there are two problems with the cohesion—
performance relationship. First, high levels of
cohesion may actually impede group perform

ance. For example, pressure for uniformity may
build to the point that they prevent group
members from adequately challenging one
another’s information and opinions, resulting
in poor decisions (Janis, 1982). Secondly,
where cohesion and performance are found to
be correlated in groups, it may be that effective
group performance enhances the sense of cohe

sion rather than cohesion causing improved per

formance (cf. Peterson and Behfar, in press).
These issues suggest that mediators and moder

ators of cohesion and performance may exist.
For example, the effect of cohesion on perform

ance may depend on the nature of group norms:
when norms support productivity or high per

formance, cohesive groups exert a greater influ

ence over individual members, encouraging
more individual effort than non cohesive
groups.

See also collaboration; group dynamics
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group decision-making
Michael A. West

We use WORK GROUPS/TEAMS to make deci

sions because we believe that the quality of the
decision will be better than if the decisions are
left to any one individual. TOP MANAGEMENT
TEAMS have to decide whether to merge with
another company; production and R&D teams
decide which new product to invest in; manage

ment teams have to decide which of several
interviewees to select. Research into group deci

sion making reveals that where there is a right
answer, truth will tend to win out but only if at
least two other people advocate it. But in most
decision making situations in organizations
there is no well defined unequivocal right
answer. And in these situations a majority ver

dict decision rule seems to almost always apply
(Laughlin, 1996). However, a good deal of re

search has shown that in coming to their deci

sions, groups are subject to social processes
which undermine their DECISION MAKING
effectiveness:

1 The hidden profile is the powerful but un
conscious tendency of team members to
focus on information all or most team
members already share and ignore informa
tion that only one or two team members have
(even though it may be brought to the atten
tion of the group during decision making
and may be crucial). Teams can avoid this
by ensuring that members have clearly de
fined roles so that each is seen as a source of
potentially unique and important informa
tion, by ensuring that members listen care
fully to colleagues’ contributions in decision
making, and by ensuring that leaders alert
the team to information that is uniquely held
by only one or two members (Stasser,
Vaughan, and Stewart, 2000).

2 PERSONALITY factors such as shyness of
individual members can affect quality of
group decision making. Some individuals
may be hesitant to offer their opinions and
knowledge assertively, thereby failing to
contribute fully to the group’s store of know
ledge.

3 Group members are subject to social CON
FORMITY effects causing them to withhold
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opinions and information contrary to the
majority view.

4 The group may be dominated by particular
individuals who take up disproportionate
““air time” and argue so vigorously with the
opinion of others that their own views pre
vail. It is noteworthy that “air time” and
expertise are correlated in high performing
groups and uncorrelated in groups that per
form poorly.

5 Status and hierarchy effects can cause some
members’ contributions to be valued and
attended to disproportionately. When a
senior executive is present in a meeting his
or her views are likely to have an undue
influence on the outcome.

6 Janis (1982), in his study of policy decisions
and fiascos, identified the phenomenon of
GROUPTHINK, whereby tightly knit groups
may err in their decision making as a result
of being more concerned with achieving
agreement than with the quality of group
decision making.

7 The soclAL LOAFING effect is the ten
dency of individuals in group situations to
work less hard than they do when individual
contributions can be identified and evalu
ated. In organizations, individuals may put
less effort into achieving quality decisions in
meetings, as a result of the perception that
their contribution is hidden in overall group
performance.

8 The study of BRAINSTORMING groups
shows that quantity and quality of ideas pro
duced by individuals working separately,
consistently exceed quality and quantity of
ideas produced by a group working together.
This is partly due to a “production
blocking” effect. Individuals are inhibited
from both thinking of new ideas and offering
them aloud to the group by the competing
verbalizations of others.

9 Another difficulty besetting group decision
making is the tendency of groups to ‘“‘satis
fice” or make minimally acceptable decisions
(see SATISFICING). Observations of group
decision making processes repeatedly show
that groups tend to identify the first minim
ally acceptable solution or decision in a par
ticular situation, and then spend time

searching for reasons to accept that decision
and reject other possible options.

Recently, researchers have begun to identify
ways in which some of these deficiencies may
be overcome. Leaders can be trained to be par
ticipative, seeking the contributions of individ
ual members before offering their own
perceptions. Moreover, they should encourage
the expression of alternative opinion and criti
cisms in a cohesive climate. Training group
members in information search techniques and
advising them not to form a strong adherence to
the decision they first thought of are also aids to
effective group decision making.

Rogelberg, Barnes Farrell, and Lowe (1992)
have offered a structured “stepladder tech
nique” for overcoming some of these deficien
cies. In this procedure each group member has
thinking time before proposing any decisions.
Then pairs of group members present their
ideas to each other and discuss their respective
opinions before making any decisions. The pro
cess continues with each subgroup’s presenta
tion being followed by time for the group to
discuss the problem and ideas proposed. A final
decision is put off until the entire group has
presented.

This is consistent with the finding that
fostering disagreement in a structured way in
organizations leads to better decisions (Tjosvold,
1998). Finally, there is some evidence that work
groups which take time out to reflect upon and
appropriately modify their decision making pro
cesses through “reflexivity”” are more effective
and innovative than those which do not (West
and Hirst, 2003).

Group decision making is more complex than
is commonly understood within organizational
settings but too little research has been con
ducted on decision making processes among
intact groups and teams in organizations. Re
searchers are now examining cognitive perspec
tives on team decision making by focusing on
problem framing, information processing, and
issue interpretation and by examining sense
making at the team level. They are exploring
the concept of team mental models and team
cognitions to advance our understanding of
group decision making (Glynn and Barr, 2003).



There is a huge potential payoff for organiza
tions if researchers can identify the most effect
ive ways of improving group decision making in
organizations.

See also group dynamics; group norms; minority
group influence; nominal group technique
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group dynamics
Sarah Ronson and Randall S. Peterson

Group dynamics is the study of the nature and
development of small groups. Small groups are
collectives of individuals who are contained by
some boundary that enables them to identify
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themselves as a member of the group, who inter

act with and influence one another, and who
jointly interact with and influence their environ

ment. The term “group dynamics” was origin

ated and popularized by Kurt Lewin, and his
work, along with several other key projects in the
1930s, set the stage for development of the field
(see Cartwright and Zander, 1953). In 1936
Sherif demonstrated in a laboratory setting that
individuals use others as a reference point in
making judgments where no objective informa

tion exists, and that the group norms that de

velop for this purpose influence the individual’s
behavior both in and outside of the group. From
1935-9 Newcomb similarly demonstrated in a
naturalistic setting that membership at a
liberal university impacted conservative stu

dents’ political attitudes. Whyte, in 1939, used
an ethnographic study to show the importance
of social groups in members’ lives in the slums of
Boston. Finally, Lewin, Lippit, and White,
from 193740, studied differences between
groups of boys under the influence of demo

cratic, autocratic, and laissez faire leadership
styles.

The study of group dynamics since this time
has been dominated by an input—process—output
model, which holds that group outcomes can be
understood as a function of the resources group
members bring to the group, and the processes
that transform these inputs. The primary inputs
into a group are its size, structure, and compos
ition. Many processes then operate within
groups, but key issues in transforming inputs
into group performance, member satisfaction,
and other group outputs are social processes
such as cohesion and CONFLICT, and the strat
egies for processing information used by the
group. Attention has recently shifted away
from the traditional input—process—output
model, towards an understanding of groups
based on their relationships with external con
stituents. The external perspective provides in
sight into group development, identification
with the group, and the drivers of group
performance.

At the most basic level, the size of the group
can have a significant impact on group inter
actions and performance. As groups become
larger, leadership becomes more directive,
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member participation decreases, conflict in
creases, and adherence to group norms is less.
Increasing coordination and motivation losses as
groups become larger can offset the potential
benefits that these groups can provide in terms
of additional resources (see Moreland, Levine,
and Wingert, 1996).

Beyond size, the composition of the group can
have a major impact on its development, inter
actions, and outcomes. While certain abilities or
characteristics may be desirable or undesirable in
a group member, a more complex perspective
on composition considers the fit of members
with one another and type of task being under
taken (Moynihan and Peterson, 2001). Fit may
be based on a variety of characteristics, such as
demographic profile, experience and organiza
tional role, interpersonal needs, or personality.
Research on the benefits and drawbacks of diver
sity in group composition has revealed that di
versity in demographic characteristics can have a
negative impact on TURNOVER, COMMUNICA
TION between group members, and perform
ance (Williams and O’Reilly, 1998), while
heterogeneity in experience, SKILLS, Or person
ality variables can improve decision making and
creativity (Milliken and Martins, 1996). Group
composition may not be stable over time, as
members enter and exit the group, although
research has tended to neglect the dynamic
nature of group membership. One exception is
Moreland and Levine (1982), who posit that
group members transition through several roles
in the group as they continually evaluate the
group and alter their level of commitment
based on this evaluation.

While composition is based on the members
of the group themselves, group structure sets out
the pattern of relationships that exist among
members. Group structure tends to be estab
lished relatively early in group life, and it
changes slowly (Levine and Moreland, 2000).
Status systems define the relative power of dif
ferent group members. Expectation theorists
suggest that group members make quick cogni
tive evaluations of each member’s likely contri
bution, and assign higher status to those they
expect to make a significant contribution, while
dominance theory suggests that cues from each
group member elicit dominant or submissive
behavior from other members (Ridgeway,

1984). Group structure can also be described in
terms of member ROLES, which can be both
formally assigned or can develop informally as
members find their place in the group. Two
types of informal roles can develop: task roles,
related to achieving the group’s main task, and
socio emotional roles, related to maintaining
group harmony (Burke, 1967).

Group composition and structure help us to
define the nature of a given group, and provide
the context in which a group will interact.
However, even groups with an “ideal” compos
ition and structure can fail to achieve optimal
outcomes because of process losses that occur in
the course of their interaction (Steiner, 1972).
For this reason, the study of group interaction is
essential to understanding group dynamics.
Early theorists viewed group interactions as a
result of unconscious forces, such as dependency
of members on one another, fight—flight behav
ior, and pairing of relationships between group
members (Bion, 1961). Today, a wide variety of
topics covers the nature of group interactions.
Social processes between group members
have significant impacts on groups. For
example, the amount of cohesiveness between
group members can impact their experience in
the group and group outcomes (e.g., Mullen and
Copper, 1994). The amount of conflict in a
group also has serious implications for group
outcomes. Jehn (1995) elaborated the role of
conflict types in groups; she found that relation
ship conflict can be detrimental to both member
experiences in groups, as well as group perform
ance, while task related conflict can benefit
groups involved in more complex, non routine
tasks.

Beyond social factors, the strategies groups
use for combining member information also
impact their outcomes. Typically, all members
of the group do not have identical information,
and when this information must be combined to
make a judgment, group members can influence
and be influenced by one another. Several biases
have been uncovered in the way that groups
make these decisions. For example, group
members tend to focus their discussion on infor
mation that is held by all group members, rather
than trying to extract unique information held
by only one member, thus limiting the size of the
potential information pool they could use in



making a decision (Wittenbaum and Stasser,
1998).

The emergence of external perspectives on
group interaction has shed new light on the
influences on group development and perform
ance. Early research on group development over
time indicated that groups had to move through
a series of development stages in sequence.
McGrath, Kelly, and Machatka (1984) intro
duced the idea that groups match the pace and
rhythm of work to that demanded by their work
environment. This effect is called ENTRAIN
MENT. Gersick (1988) later built on this work
and developed a punctuated equilibrium model
of group development to challenge traditional
models of set phases of group development; she
suggested that groups settle on a way of interact
ing early in group life, but that this way of
interacting is different for each group, and at
approximately the midpoint of the group calen
dar, the group goes through a transition to a new
strategy.

Group identity can also be understood in
terms of the group’s relationship to its environ
ment. While identity with the group is a function
of an individual’s sense of identification with the
group, this sense of identification comes in part
as a result of categorization and social compari
son with other groups that the individual is not
part of (Hogg and Abrams, 1988). Thus, identity
cannot be understood without reference to other
constituents in the group’s environment. A great
deal of recent work has focused on how these
identity processes affect both group perform
ance and processes (e.g., shared identity boosts
cohesion and performance) (se¢ IDENTITY,
PERSONAL).

Finally, the external perspective shifts focus
away from internal group processes as determin
ants of success. Ancona (1990) has suggested
alternatively that group performance can be
understood in terms of the group’s success at
managing relationships with other parties in
the organization.

Three areas will be of particular importance
in future research on group dynamics. First,
integrating the internal and external perspec
tives will be essential for gaining a complete
and complex understanding of groups. In
particular, there is a need to understand the
degree to which group focus on internal versus
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external relationships detracts or enriches
each other (e.g., Peterson, Ronson, Rodgers, in
progress). Second, the traditional input—
process—output model of groups can be altered
in various ways to provide new insights into
groups. It may be that our traditional conception
of causality in group outcomes is incomplete;
positive outcomes may actually lead to more
positive processes, rather than the reverse
(e.g., Peterson and Behfar, in press). For
example, Mullen and Copper (1994) have sug
gested that cohesion is enhanced by good group
performance because positive outcomes make
belonging to the group more rewarding for
members, and they become more attracted to
the group. Third, researchers will likely focus
increasingly on groups in applied and organiza
tional settings, and continue to move away from
zero history, artificially constructed laboratory
groups in order to study the external perspec
tives on groups. The use of bona fide groups,
with stable yet permeable boundaries and an
interaction with their environmental contexts,
can allow us to ask more complex questions
about groups that will provide us with a deeper
and more accurate understanding of group be
havior (Putnam and Stohl, 1990).

See also group cohesiveness; levels of analysis;
minority group influence; power
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group norms

Sarah Ronson and Randall S. Peterson

Norms are the unwritten rules that provide
guidelines for acceptable behaviors by members
of a group. Certain behaviors develop into norms
or expectations for all group members over time
for a number of reasons, including an influential
group member or leader expressing them, group
members imitating the actions of others, socially
rewarding certain behaviors, group members
developing a shared script for events, etc.
(Feldman, 1984; Bettenhausen and Murnighan,
1991). Norms can affect not only behavior
within a group, but can also influence an indi

vidual member’s behavior or attitude outside of
the group (Sherif, 1966). Norms tend to develop
informally and gradually, and to be stable. Situ

ations that are uncertain or unstable are particu

larly likely to lead to the development of group
norms because group members use the group as
a reference point for making subjective judg

ments (Sherif, 1966). Thus, norms tend to
serve some function for group members, such
as providing information about subjective reality
and about how to behave. Norms also benefit the
group as a whole. They can (1) define and help
enforce behavior that will enable the group to
survive (Feldman, 1984); (2) improve group ef

ficiency and effectiveness by making group
member behavior predictable (Feldman, 1984);
(3) improve member satisfaction by helping
members avoid behaviors that the group would
not approve of (Feldman, 1984); and/or (4) ex

press the central values of the group (Feldman,
1984; Bettenhausen and Murnighan, 1991).

Norms are generally measured by expressed
member attitudes or member behaviors, which
raises difficulties in operationalizing this con
struct. For example, where norms are measured
as behaviors, is the behavior simply accepted by
the group? Is failure to enact the behavior devi
ant? When norms are measured as member de
scriptions, does lack of consensus indicate non
existence of a norm? Or can there be compliance
to a norm without conscious awareness? To clar
ify these issues, it is generally necessary to define
different attributes of norms, such as their
strength, importance to the group, or degree of
agreement around them.

Research on group norms to date has tended
to focus on the effects of norms on individual
member behavior or the development and
change of norms themselves. The effects of



norms on group level outcomes deserves further
attention. Some evidence suggests that norms of
behavior both within a group, and between
groups, can enhance a group’s effectiveness
(e.g., Bettenhausen and Murnighan, 1991).
The effect of norms on group outcomes is not
likely to always be positive, however; the nature
of the norm should have a substantial impact on
outcomes. Argyris (1994), for example, argues
that groups tend to develop both positive and
negative norms or what he calls “process rou

tines.” Routines themselves are often neither
positive nor negative, but depend on the situ

ation for interpretation. For example, a norm of
“being nice” and respectful to others can have
damaging consequences when conflict could
help the group to make a better quality decision.
Clearly, negative norms can also develop and
persist, and even be in conflict with what
members believe to be true about effective
group behavior, simply because a powerful
group member persists in the behavior.

See also consensus; group cohesiveness; group dy
namics, organizational culture
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group polarization
Michael A. West

Until the 1960s, researchers assumed that group
decisions produced a rough average of the opin
ions of individual members. At that point social
psychological research suggested that, in poten
tially risky situations, individual group member
decisions were less risky than the final decision
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of the group as a whole. Groups appeared to shift
risk in the decision making process. The risky
shift phenomenon attracted much research
interest, since it suggested that GROUP DECI
SION MAKING might produce dangerous deci
sions at all organizational levels (e.g., within the
nuclear power or defense industries) as a result
of unconscious group processes. Subsequent re
search has indicated that the shift to risk is, in
fact, a shift to extremity.Groups shift away from
a neutral point beyond the average of the deci
sions initially favored by individuals in the
group; in other words, shifts to caution as well
as risk occur. This phenomenon of group polar
ization influences attitudes as well as decisions.

Explanations range from social comparison to
persuasion processes. Individuals compare
themselves with others and tend to move along
the scale in the same direction as the group
tendency partly because of a “majority rule”
influence — the largest subgroup tends to deter
mine the group decision. Through such social
comparison some find that they are farther from
the modal position than they anticipated, while
others may be more extreme but in the same
direction as the majority view. The former will
shift their positions more than the latter,
resulting in an overall shift towards greater risk
or greater conservatism (Myers and Lamm,
1976; Moscovici and Doise, 1974; Isenberg,
1986). These processes may be exacerbated by
the tendency of groups to ignore information
held uniquely by one member and focus on
information held by most or all (Stasser,
Vaughan, and Stewart, 2000). Polarization may
also occur as a consequence of persuasion and
influence attempts by group members during
the information processing stage of group deci
sion making. In organizations the dangers of
polarization are most likely when the group has
just been formed or when the group is con
fronted with an unusual (often a crisis) situation
(see CRISES/DISASTERS).

It is significant to note that almost all studies
of group polarization have been conducted in
laboratories with ad hoc groups of students fo
cusing on hypothetical decisions. In the most
relevant organizational study, Semin and Glen
don (1973) replicated the RESEARCH DESIGN
from the laboratory in an organization by ob
serving the processes of a job consultation
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committee charged with grading jobs. On 28
grading decisions over the course of a year the
average group job evaluation was identical to the
mean of the individual evaluations of the com

mittee members prior to group members coming
together to agree a grading. This suggests that
the imperatives of organizational life and the
experience of intact teams that have a history of
interaction may mitigate the effects of group
polarization in ‘“‘real” settings. Further organiza

tionally based research will help us to under

stand how much of a threat group polarization
processes really are in organizations and how
much we need to do to train employees to pre

vent them.

See also minority group influence; risk taking
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group roles
Sarah Ronson and Randall S. Peterson

Group members contribute to the group in dif
ferent ways. An individual’s ROLE in a group is
comprised of a set of behaviors that group
members expect from the individual. In this
way, roles are analogous to a group norm that
applies to a given individual or a group of indi
viduals fulfilling the same function. Along with
other norms and status systems within the
group, roles help to define the structure of the

group. This definition makes evident the overlap
between the notions of group roles, norms, and
structure, and explains why empirically differ
entiating between the constructs is difficult.
Similar to norms and structure, roles have been
measured through observation of member be
haviors or explicit descriptions from members.

Group roles have been theorized in two gen
eral ways. The first is with a functional approach
that asks what function(s) a group needs fulfilled
and how group members can accomplish them.
The most established of the functional ap
proaches is the idea that member contributions
to a group can be either task or socio emotional
based (e.g., Bales, 1953). Task roles move the
group closer to its goals, while socio emotional
roles maintain interpersonal relations and reduce
tension or hostility between members. Task
roles tend to develop first. Socio emotional
roles emerge only when the demands of the
task go beyond what is perceived as reasonable
by some group members and hostility results.
The extent to which a group member is likely to
take a task versus socio emotional role may
depend on the dispositional preference of the
particular group member — with certain person
ality characteristics being more suited to specific
types of roles. For example, group members who
are high on agreeableness are more likely to take
socio emotional roles in a group because of their
tendency towards cooperative (versus competi
tive) behavior.

The second approach to group roles research
focuses on what individual members contribute
to the group. From this perspective, roles may
be transferred from similar situations, or be de
veloped in relation to a status system. Probably
the best known of this approach is Belbin’s
(1993) team roles notion, particularly within
consulting. A somewhat different approach has
taken hold in scholarly circles. The theoretical
work of Moreland and Levine (1982), for
example, describes how a member’s ROLE
TRANSITIONS over time as a process of mutual
evaluation of commitment between the individ
ual and the group. Individuals move from pro
spective members, to new members, to full
members, to marginal members, to ex members,
with each transition signifying a change in the
relationship of the individual to the group.



Recent research suggests that changes in roles
can cause at least two interrelated problems. The
first is that artificial or assigned roles in groups
can be ineffective because they are perceived as
disingenuous by group members (e.g., Nemeth
and Connell, 2001). The second is that conflict
can arise as a result of group roles. For example,
a group can feel less committed to the individual
than vice versa, and thus a transition from full to
marginal member could be forced by the group
before it is desired by the individual. People may
deal with unwanted roles or transitions by pro
actively trying to change the requirements of the
role to match their needs, but may be unsuccess
ful and be forced to change themselves in re
sponse to the role (Nicholson, 1984).

See also group development; group dynamics;
personality
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group size

se¢  GROUP DECISION MAKING; GROUP
DYNAMICS

group structure

see  GROUP DECISION MAKING; WORK

GROUPS/TEAMS
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groupthink
Glen Whyte

DEFINITION

Groupthink has been the leading explanation for
crucial group decision failure ever since Irving
Janis first proposed it in the early 1970s.
According to Janis, groupthink describes “a
mode of thinking that people engage in when
they are involved in a cohesive in group,
when the members’ striving for unanimity over
rides their motivation to realistically appraise
alternative courses of action” (1982: 9).

This powerful concurrence seeking tendency
underlies groupthink and is manifested by a
variety of symptoms in crucial DECISION
MAKING. These symptoms involve positive dis
tortions in how the group views itself, closed
mindedness, and conformity pressures (see MI
NORITY GROUP INFLUENCE). These symp
toms prevent the group from engaging in many
of the basic elements of effective decision
making, including identifying objectives, gener
ating alternatives, gathering and accurately ana
lyzing information, identifying risks, and
formulating contingency plans. The lack of
such procedures in crucial decision making
almost inevitably leads to avoidable errors of
judgment, excessively risky choices, and poorly
crafted policies that are ripe for failure.

STATE OF KNOWLEDGE

Despite the dominance of groupthink in the
decision making literature as an explanation for
decision fiascos, several researchers have ques
tioned its validity and proposed alternative ex
planations. These explanations reflect a lack of
research support for the traditional groupthink
model wherein moderate or high Group
COHESIVENESS is a necessary but insufficient
condition for groupthink to occur, and psycho
logical stress and procedural and organizational
faults are contributing factors (Park, 1990; Tet
lock et al., 1992). The influence of Janis’s (1982)
explanation for groupthink is thus waning.
Another view suggests that the excessive pref
erence for risk characteristic of groupthink type
decision making derives from a group framing
its choice to appear to be in the domain of losses
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(Whyte, 1989). This occurs when people per
ceive the decision to involve a choice between
either a sure loss or potentially even larger losses
combined with a chance to avoid losses al
together. Such perceptions typically induce
preferences for the latter option due to loss aver
sion (se¢ PROSPECT THEORY).

Groupthink type decision making may also
stem from bloated perceptions of collective effi
cacy (Whyte, 1998). Such perceptions refer not
to actual capacity but to group members’ beliefs
about their capacity to successfully perform
some task. These beliefs often reflect past per
formance, which if high may reduce motivation
to engage in sound analysis in future related
decisions. Success induced complacency in cru
cial decision making greatly increases the chance
of subsequent failure.

CURRENT SIGNIFICANCE

Groupthink is a memorable name for an im
portant phenomenon that requires a good
explanation. Janis was successful in describing
groupthink but not in developing a robust ex
planation for it. The development and testing of
other causes of groupthink remain the primary
challenges ahead for researchers. Many sugges
tions offered to reduce groupthink, however, are
broadly applicable regardless of its root causes.

Groupthink as a phenomenon will matter as
long as making wise choices about important
issues is a primary task of management, and
incidents of disastrous decision making remain
commonplace. A better understanding of group
think, and particularly those conditions that
foster it, will further enhance the quality of
collective judgment and choice in crucial deci
sion making.

See also behavioral decision research; group deci
sion making; group dynamics
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halo effect
Tvan Robertson

This is said to occur when people are assigned
the same or similar ratings on different charac
teristics, (i.e., the ratings between the different
characteristics are correlated). There is much
research evidence to suggest that raters are
prone to make ERRORS by allowing their general
impressions of a person to influence ratings of
specific qualities. If this happens during the
completion of a rating form the separate charac
teristics rated will be given more similar ratings
than they should be and halo error will be pre
sent. It is important to distinguish between the
halo effect and halo error. One of the difficulties
in doing this is that many human qualities are
indeed related and accurate ratings of these qual
ities should correlate. Halo error is present only
when the observed correlations between the
characteristics involved are bigger than the true
correlations. Unfortunately, it is often impos
sible to tell whether the correlations between
variables are a reflection of the true level of
relationship between the variables or due to
error on the part of the rater (se¢e RESEARCH
DESIGN). Probably the best way to avoid halo
error is to train raters well and insure that they
are aware of the possibility of halo error, though
this does not always work. Traditionally, halo
error has been seen as a widespread problem
with ratings. More recent views suggest that
this may not be so (Murphy, Jako, and Anhalt,
1993).

See also bias; impression management, perform
ance appraisal/ performance management
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hardiness
Nigel Nicholson

The concept of hardiness enjoyed some popular

ity in the 1980s and 1990s after it was introduced
by Khoshaba and Maddi to denote individuals
who were more constitutionally resilient to
STRESS and better able to adjust to change. Its
elements were conceived as a mix of positive
commitments, a sense of control over one’s life,
and an orientation to change as a challenge for
creative response. Despite its attractiveness, the
idea suffered from problems of measurement
and empirical validation. Alternative ways of
viewing the phenomenon can be found in ideas
of trait like positive and negative emotionality
within PERSONALITY theory and measure

ment, and conservation of resources in stress
theory.

See also burnout; emotion in organizations
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Hawthorne effect
Daniel R. Ilgen

This effect, observed in field experiments,
occurs when:

1 one or more changes or manipulations are
made by researchers in a field setting;

2 the persons in the target sample experiencing
the change(s) are aware of the experimental
manipulations; and

3 the latter alter their behavior not because of

the specific variables manipulated but because
of the attention they receive.

As a result, the researchers may falsely attribute
the observed effects on behavior to the variables
manipulated rather than the attention. The
effect gets its name from the research studies in
which it was identified and labeled.

In the late 1920s and early 1930s, several
studies were carried out at Western Electric’s
Hawthorne Works in  Chicago, Illinois
(see HUMAN RELATIONS MOVEMENT). The
research, conducted by E. Mayo, F.
J. Roethlisberger, W. J. Dickson, T. N. White
head, and others from the Graduate School of
Business Administration at Harvard University,
in cooperation with a number of persons at
the Hawthorne Works, began as an investigation
of the effects of illumination intensity on em
ployees, particularly on employee performance.
The goal of the research was to find the optimal
level of illumination for work involving the
assembly and inspection of relays used in tele
phone equipment. Therefore, the researchers
simply varied the amount of illumination over
time and measured changes in performance,
among other things. The unanticipated finding
was that performance did not covary with
illumination but continued to improve over the
course of the experiment, even when the
illumination was reduced to very low levels.
The post hoc explanation for the observed pat
tern of results was that the employees very much
appreciated the attention that they received
from the researchers, management, and others
for being part of the experiment, and their
improved performance was one way in which

they expressed their appreciation. The explan
ation stuck, and the phenomenon has been
known as the Hawthorne effect ever since.

Ironically, the Hawthorne effect was dis
covered only because, in the eyes of the research
ers, their research had ‘failed.” Had
performance decreased as the amount of light
decreased and vice versa, the Hawthorne
effect would not have been discovered. Since
the effects on performance of illumination
and those of attention were in opposite direc
tions, the pattern of results fit one explanation,
that of the Hawthorne effect, and not the
other.

Often in organizational behavior research in
the field, the phenomenon of interest is manipu
lated in a way that leads to predicted changes in
behavior that are in the same direction as those
that would result from the Hawthorne effect.
For example, interventions designed to em
power workers, enrich jobs, increase SELF
EFFICACY, focus on quality, or in some other
way impact positively on performance may be
implemented in such a way that they create a
Hawthorne effect. In such cases, if performance
changes as is predicted, based on the construct of
interest (empowerment, increased self efficacy,
etc.), the tendency is to attribute the effect to the
construct under investigation; the alternative
explanation of a Hawthorne effect is often
ignored. At the very least, when the Hawthorne
effect is a possible cause of results that are found,
it should be mentioned. Better yet, multiple
studies and carefully designed research should
be conducted to insure that effects attributed to
constructs of interest are, most likely, caused by
those constructs and not other common variables
confounded with the constructs of interest, par
ticularly those variables considered to cause the
Hawthorne effect.

See also bias, performance appraisal/ performance
management; research design, research methods
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high reliability organizations
Karlene H. Roberts

High reliability organizations (HROs) are
organizations in which ERRORS can have cata
strophic consequences, but which avoid them.
In such organizations reliability is as much a
part of the bottom line as is productivity.
These organizations are often technologically
complex, making their management more
challenging than is true for “garden variety”
organizations.

In 1984 Charles Perrow published Normal
Accidents, in which he described accidents that
could not be prevented (i.e., were normal). He
identified a number of organizations that he
thought were so potentially dangerous that they
should be eliminated. Perrow provided two con
cepts that are important in more recent litera
tures: tight versus loose coupling (borrowed
from the social psychologist Karl Weick) and
complex interactions. While smatterings of
other investigations complementary to the
HRO work have been around for some time,
research on HROs began in 1985 by a group of
scholars from the University of California at
Berkeley. These scholars represented several
social sciences (political science, sociology, and
organizational behavior). Over the years a
number of other scholars have engaged in re
search on organizations that should behave reli
ably (some that have and some that have not).
This group takes a more positive view than does
Perrow.

One of the first findings in this general area
was that front line operators are not usually the
perpetrators of catastrophes because catas
trophes require the resources no single individ
ual has at his or her command (Turner, 1978).
Organizational processes that augment reliabil
ity include pushing decision making to the
lowest hierarchical level commensurate with
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the nature of the problem (the person with
the most accurate information rather than the
person at the highest level makes important de

cisions), the relaxation of hierarchy, structural
flexibility (Roberts, 1990), process auditing (in

cluding periodic safety checks), appropriate
reward systems (that is, not rewarding behavior
A while hoping for behavior B), avoiding quality
degradation, being constantly aware that risk
exists, and engaging in human resource behav

iors that encourage these and other processes
(Roberts and Bea, 2001). An important outcome
of this research was identifying elements that
support a culture of safety and reliability
(Weick and Sutcliffe, 2001). After the space
shuttle Challenger accident in 1986, Diane
Vaughan (1996) did an extensive investigation
of NASA and added more concepts to the organ

izational reliability vocabulary. Chief among
them was her finding that NASA engaged in
the “normalization of deviance” (se¢e DEVI

ANCE). That is, O rings had previously failed
and NASA convinced itself that this was normal
and nothing catastrophic would happen because
nothing catastrophic had happened. At about the
same time, Scott Sagan (1993) pitted normal
accidents theory against high reliability theory.
Both normal accidents and high reliability
theory proponents see the two positions not
as adversarial but as complementary to one
another.

Today, the research flourishes, although it has
not been well tied to mainstream organizational
theory. Researchers are beginning to understand
that not just single organizations are responsible
for error but that the organization usually resides
within systems of organizations (clients, regula
tors, customers, etc.) that can contribute to mas
sive error. The work has been applied in a
number of industries, including air traffic con
trol, commercial and military aviation, commer
cial nuclear power production, healthcare,
financial institutions, and chemical production.
One author states that the reason the area is
important is because “in a generation or two
the world will probably need thousands of high
reliability organizations running...electrical
grids, computer and telecommunication net
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works, financial networks, genetic engineering,
nuclear waste storage, and many other complex,
hazardous technologies” (Pool, 1997: 276).

See also crises/disasters; group decision making;
incentives; learning organization
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human relations movement
FJohn Kelly

This body of theory and practice is popularly
associated with the sociologist Elton Mayo
(1880-1949), whose basic idea was that workers
had strong social needs which they tried to sat
isfy through membership of informal social
groups at the workplace. Managerial attempts

to improve JOB SATISFACTION and work MO
TIVATION had to take account of these needs
and could not treat workers simply as economic
individuals wanting to maximize pay and min
imize effort (see SCIENTIFIC MANAGEMENT).

Human relations thinking emerged from a
series of experiments conducted between 1924
and the early 1940s in Chicago which claimed to
have found positive associations between work
group cohesion (se¢ GROUP COHESIVENESS),
participative supervisory styles (se¢e MANAGER
IAL ROLES), job satisfaction, and job perform
ance. These ideas led to a substantial body of
research on WORK GROUPS, on supervisory
style, and on worker attitudes (mostly in the
1950s and early 1960s) and the main impact of
the movement in organizations was through pro
grams of supervisory training.

Many OB theorists are suspicious of the con
cept of social need; research on supervision has
shown that a participative style does not always
produce higher satisfaction and/or perform
ance; and cohesive groups can promote low, as
well as high, levels of performance: for these
reasons the ideas of the movement have largely
fallen out of favor.

See also participation; Theory X and Y
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identification
Daniel C. Feldman

Identification is the part of an individual’s self
concept which derives from his or her member
ship in a social group (Tajfel, 1981). To the
extent that individuals identify with a group,
they experience the successes and failures of
the group as their own and incorporate the dom
inant attitudes and VALUES of the group as their
own (Ashforth and Mael, 1989). The term iden
tification is also used to refer to the process by
which this change in self concept takes place
(Kelman, 1961; Freud, 1949).

Traditionally, identification has been viewed
as a voluntary response to group membership
rather than as a coercive or instrumental re
sponse (se¢e CONFORMITY). Individuals who
identify with their groups adjust to group ex
pectations not out of fear of PUNISHMENT or
for instrumental reasons, but because they
find relationships with other group members
intrinsically satisfying and want to express atti
tudes that others in the group will find compat
ible. While identification has not been closely
linked to productivity outcomes, it has been
more consistently associated with altruistic be
havior, cooperative behavior, and GROUP cO
HESIVENESS (Turner, 1984) (see ALTRUISM).
For example, in organizational settings, individ
uals with high identification may be more likely
to volunteer to work over time, to recruit for the
group, and to publicize the group in a positive
way to outsiders.

Although there has been considerable theor
etical speculation on the processes by which
identification takes place, there has been rela

tively little empirical research on this topic. Or
ganizational behavior research has concentrated
on examining how identification results from
escalating emotional investment in the group
(Burke and Reitzes, 1991; Ashforth and Mael,
1989) (se¢ COMMITMENT, ESCALATING). In
contrast, clinical and developmental psychology
has focused on how identification results from
the renunciation of the demands of competing
groups and personal sacrifices for the group
(Freud, 1949; Eysenck, 1960).

See also attitude theory; group decision making;
group dynamics; group norms; groupthink; iden
tity, personal
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identity, organizational
Mary Jo Hatch

While the study of personal identity is long
standing, organizational identity is just coming
into its own. Because organizational identity re
search is both new and focused on a highly
complex phenomenon, a certain amount of dis
agreement over theoretical framing and research
methods is understandable and healthy.

What is organizational identity? Albert and
Whetten’s (1985) widely used definition —
“that which is central, distinctive, and enduring
about an organization” — suggests both syn
chronic and diachronic answers. Appreciated
synchronically, “central” and “distinctive”
invite characterizing the organization using ap
propriate descriptive terms. For example, in
1960 IBM was a large, bureaucratic, mainframe
computer manufacturing company whose repre
sentatives were known for wearing blue suits and
white shirts. In contrast, “enduring” must be
approached diachronically. Only by assessing
organizational identities over time can you say
what endures or what disappears from their at
tribute mix. For IBM today, bureaucratic and
mainframe manufacturing have disappeared,
while large and computer related endure.
White shirts and blue suits no longer define
IBM’s dress code, but when ex CEO Gerstner
wrote about transforming the company, he
appeared on his book’s dustjacket in traditional
IBM attire.

Methodologically speaking, synchronically
defining an organization’s central and distinctive
attributes most often produces lists analyzed to
find the attributes most strongly or widely asso
ciated with the organization, or to ask what it is
without which the organization would no longer
be recognizable (e.g., can Singer be Singer with
out sewing machines?). Carroll and Hannan
(2000) provide an example of synchronic think
ing when they equate identity with organiza
tional forms (e.g., microbrewery or brew pub
vs. traditional brewery or restaurant). However,
the synchronic approach can encourage confu
sion of categorical descriptors of identity (iden
tifying labels or identity claims) with identity
itself, and, when multiple data points of this
sort are collected, researchers easily confuse
competing or contradictory labels or claims

with multiple organizational identities (e.g.,
Pratt and Rafaeli, 1997). In my view, however,
competing or contradictory attributes signify
the complexity of organizational identities;
they speak to the multi faceted and ever
changing, rather than plural, nature of organiza
tional identities.

Diachronically assessing identity content
raises other questions, such as: What do tem
poral changes in attributes signify about iden
tity’s enduring aspect? Gioia, Schultz, and
Corley (2000) argue that organizational identity
need not endure, interpreting changes in
identity attributes as adaptive responses to en
vironmental shifts. They see instability in organ
izational identities such as Singer’s, a company
that continued with the same name and many of
the same stakeholders after selling its core
sewing machine business. These researchers
claim that finding adaptive instability in organ
izational identity undermines Albert and Whet
ten’s definition since, if what is central and
distinctive does not endure, it is not central
and distinctive. I would argue, however, that
“former maker of sewing machines” remains
part of Singer’s identity, and thus the instability
Gioia, Schultz, and Corley observe results from
not appreciating identity in its historical
context (i.e., not fully activating the diachronic
perspective).

The quandary over whether or not organiza
tional identities endure suggests creating a his
torically rich, diachronic theory of organizational
identity able to address the question: How does
what is central and distinctive about the organ
ization shift over time in ways that provide con
tinuity while permitting change? Addressing
this question offers a solution to the puzzle pre
sented by empirical indicators of multiple iden
tities — a single identity can manifest in multiple
ways by being constituted from many, tempor
ally shifting points of view. This perspective
leads me to conclude that organizational identity
is socially constructed as it emerges, is main
tained and transformed via the distributed
awareness (no one person or vantage point con
tains all the cues needed to define a particular
identity) and collective consciousness (organiza
tional identity is indicated by collective refer
ence: “we” or “they”) of its stakeholders (both
internal and external to the organization).



Whether particular organizational identities are
continuous or discontinuous, enduring or not,
are thus matters for longitudinal empirical
study.

Foucault (1972) addressed the diachronic
problem of accounting simultaneously for
change and stability in organizational identities
when, in presenting himself, he stated: “Do not
ask who I am and do not ask me to remain the
same.” By not asking about the content of or
ganizational identity, but instead focusing on
processes by which the meanings constituting
identity shift over time, we find a very different
solution to the problem of defining organiza
tional identity — articulating the dynamics of
organizational identity, which is what we were
trying to do in Hatch and Schultz (1997, 2000,
2002) when we theorized organizational identity
in relation to culture and image.

Hatch and Schultz (2002) defined organiza
tional identity dynamics as a conversation be
tween organizational culture (contextualizing
symbolism that serves as an organizational
“self’) and STAKEHOLDER images (providing
fluid interpretations of organizational symbols,
including actions, indicating how the organiza
tion is considered by others whose contexts
are not, strictly speaking, the organization’s).
Identity continuously emerges from the ongoing
conversation via processes of expressing organiza
tional beliefs and values, impressing others
with organizational identity claims, mirroring
feedback from stakeholders, and reflecting upon
outsiders’ images of the organization in
relation to what insiders believe it truly is or
should be.

The dynamic approach allows for continuity
without consistency (both stability and change):
what remains the same in identity content be
tween time; and time, is not necessarily what
remains the same between time,, timez and
timey, yet identity; in relation to identity, etc.,
defines a trace that, over time, is recognizable as
one (or one’s) identity. This idea resembles
Czarniawska’s (1997) proposition that organiza
tional identities are serial narratives that unfold
like soap operas.

Although empirical studies (notably Dutton
and Dukerich 1991) helped to establish the
field, most organizational identity researchers
agree that more empirical work is needed in
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order to refine and redirect theory and better
engage practice. At present, empirical efforts
extend identity research into corporate branding
and reputation; mergers, acquisitions, joint
ventures, and other organizational restructuring
activities; and personal identity (via links with
organizational identification research). Because
of the fundamental nature of identity questions,
I expect the concept of organizational identity
to prove valuable to additional areas of organiza
tional study as the field matures.

See also organizational climate; organizational
design, organizational effectiveness; symbolism,
values
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identity, personal
Blake Ashforth

Identity refers to one’s self definition (‘““‘who
I am”). An identity anchors and situates a
person, strongly influencing many self relevant
processes, ranging from what the person finds
motivating, to whom the person compares him
self or herself with.

There are at least three “levels” of identity:
personal, interpersonal, and collective (Brewer
and Gardner, 1996). The personal (or individ
ual) level focuses on oneself as a unique being —
on the attributes that describe and help differen
tiate oneself from others. As such, a personal
identity may include traits, VALUES, beliefs,
knowledge, skills, abilities, goals, characteristic
behaviors, and so on. In contrast, the interper
sonal (or relational) level of identity focuses on
one’s ROLE related relationships, such as super
visor—subordinate and co worker—co worker.
The collective (or social/group) level focuses
on oneself as a prototypical member of a group,
such as a department, or a social category, such
as gender. Indeed, demographic attributes such
as gender and age can be viewed as either col
lective identities in the sense that prototypes of
the attributes are inferred, or as personal iden
tities in the sense that they help distinguish one
individual from another (se¢e ORGANIZATIONAL
DEMOGRAPHY). Collective identities are most
salient in intergroup contexts (when one’s own
group is at least implicitly compared with
others), interpersonal identities are most salient
in role related contexts, and personal identities
are most salient in intragroup contexts (when
everyone shares the same collective identity)
(Turner et al., 1994).

The concept of personal identity has been
used in organizational studies as a counterpoint
to the other levels of identity, particularly
collective identity, and as a critical variable in
research on SOCIALIZATION and personal de
velopment (e.g., Ibarra, 1999; Hall, 2002). How
ever, organizational scholars can use the concept
in relation to any individual difference variable
and any organizational process that capitalizes
on such differences. For example, research on
PERSONALITY, attitudes, person—organization

fit, selection, IMPRESSION MANAGEMENT,
and GOAL SETTING could be reframed using
an identity lens. The advantage of doing so is
that identity speaks to one’s core sense of self,
often implicating those attributes that one cares
most deeply about (whether positively or nega

tively) and that strongly affect how one enacts
one’s roles and interacts with others (see EN

ACTMENT). Thus, an identity lens may illumin

ate what aspects of an organization are most
likely to foster person—organization fit and posi

tive attitudes, how individuals are likely to pre

sent themselves and behave in group settings,
what goals are most likely to be chosen, and
related issues.

The concept of personal identity has particu
lar promise in two areas. First, INDIVIDUAL
DIFFERENCES are typically researched in atom
ized form. The notion of personal identity im
plies that multiple individual differences may be
combined into more holistic gestalts. Thus,
identity may some day provide a synergistic
shorthand for capturing more of the totality of
the individual. Second, Markus and Nurius
(1986) argue that individuals harbor “possible
selves,” that is, potential identities that they
hope to realize or to avoid. The notion of pos
sible selves adds a dynamic and future oriented
flavor to the typically static view of most indi
vidual differences, suggesting that such selves
may actively motivate, say, the pursuit of devel
opmental opportunities or how one responds to
positive and negative feedback.

See also feedback, learning, individual
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ideology
Stewart Clegg

An ideology is a coherent set of beliefs, attitudes,
and opinions. The meaning is often pejorative,
with a contrast drawn between ideology and
science. Marxist thinkers developed the concept
from the critique of the ancien régime made by
radical French scholarship (Les ideologues) in the
eighteenth century. In this account an ideology
describes the belief systems of people unaware of
their real class interests, who suffer from “false
consciousness.” Gramsci (1971) refers to this
state of affairs as ‘“hegemony,” where people
think through dominant concepts, a view popu
lar in organization theory influenced by Bura
woy (1979). From this perspective, organizations
routinely manufacture consent to their standard
practices as a part of organizational behavior.
Abercrombie, Hill, and Turner (1980) argue,
on the contrary, that dominant ideologies are not
used to organize the relatively powerless. In
stead, the lower participants of organizations
are characterized as people with plural identities
and multiple interests. What ideology does is to
organize the interests of the dominant strata. An
example of this in action is given in the Nobel
economist Joseph Stiglitz’s (2002) critique of the
way that the International Monetary Fund func
tions. Dominant theories, such as economic neo
liberalism, are examples of ideology because they
provide seemingly neutral and technical ac
counts for what organizations should do that
overly reflect a very limited range of views and
prescriptions. Management and organization
theories have been said to play a similar ideo
logical role. For instance, Fergusson (1984)
argues that bureaucracy is an ideological con
struct that privileges male interests because of
the way that it separates the public sphere from
the private sphere and elevates the public, as a
male space, over the private, a female space.
Foucault (1984: 101-2) questions the relation
presumed to exist between ideology and science,
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as realms of “falsity” and “truth.” Instead, he
regards truth and falsity as effects of the discur
sive means that are historically institutionalized
for producing knowledge. From this perspective
the basis for a truth claim will always be a judg
ment rooted in a particular theory, opening up
the possibility that any theory that claims to be
able to provide true grounds for its analysis must
of necessity be ideological because it seeks to
suppress the play of different perspectives. In
this argument there cannot be a singular defini
tive account of a phenomenon and all accounts
must be provisional — a position not too far from
the more conventional view of science as being a
matter of conjectures and refutations. Provi
sional but falsifiable accounts that are reasonably
honest about their value presuppositions are the
best we might hope for. All theory should be
subject to critique of its assumptions: in this way
ideology will be made evident even if the prom
ise of a social science to deliver definitive know
ledge is held in doubt.

See also critical theory; organizational change;
values
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impression management

Paul Rosenfeld, Jack E. Edwards, and
Marie D. Thomas

Organizational theorists, researchers, and practi
tioners have increasingly recognized the import
ance of impression managementas an explanatory
model for a broad range of organizational
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phenomena. Impression management refers to
the many ways that individuals attempt to control
the impressions others have of them: their behav
ior, motivations, morality, and personal attri
butes like competence, trustworthiness, and
future potential.

The impression management framework
employs a “life as theater’” or dramaturgic meta
phor to describe social and organizational behav
ior. People are actors, play many roles (e.g.,
parent, employee, supervisor, author), and are
keenly aware of audience reactions to their be
haviors (see ROLE). Some of the actors’ behavior
is an attempt to control or modify the image that
relevant audiences have of them and to win their
moral, social, and financial support. The impres
sion management framework assumes that a
basic human motive, both inside and outside of
organizations, is to be viewed by others in a
favorable manner and avoid being seen nega
tively. In their interpersonal behaviors individ
uals act as amateur politicians or “spin doctors”
using enhancing impression management tactics
(ingratiation, self promotion) to look good and
protective or defensive impression management
(e.g., excuses, apologies) to minimize deficien
cies and avoid looking bad.

Impression management has increasingly
become a recognized part of organizational be
havior theory, research, and practice (Rosenfeld,
Giacalone, and Riordan, 2002). Two edited
volumes (Giacalone and Rosenfeld 1989, 1991)
systematically applied an organizational impres
sion management perspective to topics such as
selection interviews, letters of recommendation,
performance appraisal, leadership, career strat
egies, exit interviews, organizational justice, and
cultural diversity.

Impression management theory has its roots
in the pioneering work of sociologist Erving
Goffman. In his classic, The Presentation of Self
in Everyday Life (1959), Goffman systematically
interpreted social behavior utilizing the termin
ology and methods of the theater. People were
seen as social actors attempting to establish, in
conjunction with those with whom they were
interacting, a ‘“‘working consensus” through
their impression management behaviors. This
reciprocal impression management served as a
social lubricant: it allowed actors to know how to
act and what actions to expect from others.

Beginning in the 1960s, experimental social
psychologists (most notably Edward E. Jones’s
seminal studies of ingratiation) increasingly
began utilizing impression management to ex
plain a whole host of research areas, including
cognitive dissonance, altruism, and aggression.
Rather than having independent theoretical
status, however, impression management was
often an alternative explanation for established
social psychological laboratory phenomena
(Baumeister, 1982).

The social psychological legacy of impression
management theory also gave it a harsh stigma
that it still struggles to overcome. Impression
management became synonymous with unscru
pulous, reprehensible, nefarious, disingenuous,
and deceptive actions. People who practiced im
pression management did not necessarily believe
in the impressions they were claiming, but were
saying and doing things to gain favor in the eyes
of significant audiences as part of a general
motive of manipulative social influence
(Tedeschi, 1981).

While this highly pessimistic view of impres
sion management undoubtedly plays a role in
explaining some behaviors, it is currently seen
by scholars and practitioners alike as portraying
only a limited aspect of a broader and more
positive impression management motivation.
Schlenker and Weigold (1992) distinguished be
tween restrictive and expansive views of impres
sion management. The restrictive view sees
impression management as a generally negative
and deceptive set of behaviors aimed at illicitly
gaining social power and approval. The expan
sive view sees impression management as a
fundamental aspect of social and organizational
interactions. As Tetlock and Manstead
(1985: 61-2) noted: “Although some writers
have used the term impression management
to refer to the self conscious deception of
others.. .. there is no compelling psychological
reason why impression management must be
either duplicitous or under conscious control.
Impression management may be the product of
highly overlearned habits or scripts, the original
functions of which people have long forgotten.”
It is perhaps best to view impression manage
ment behaviors as falling on a continuum
ranging from sincere, accurate presentations to
conscious deception.



The popularity of impression management in
organizational behavior is a relatively recent
phenomenon. While many of the concepts of
impression management were utilized in areas
such as organizational politics (se¢ POLITICS),
there were few organizational investigations of
impression management before the early 1980s.
It is only relatively recently that the organiza
tional impression management literature has
expanded into the full range of management
and organizational behavior topic areas. With
this recent increase in research activity, impres
sion management now provides explanatory
power for a wide range of topics across both the
social and organizational sciences.

A number of challenges remain for future
organizational impression management research,
three of which are of note. First, can impression
management be trained? Although training in
impression management performance and
detection has been recommended (Rosenfeld,
Giacalone, and Riordan, 2002), impression man
agement has yet to have true research based
practitioner applications. A first step may
require viewing impression management as a
desirable set of skills rather than a deficit.

Second, are impression management motiv
ation and tactics applicable to a culturally diverse
and multinational workforce? As organizations
grow increasingly diverse and multinational
impression management may be crucial to
members of racial/ethnic minority groups,
women, immigrants, and expatriates who often
need to please majority group members in pos
itions of greater social power. Understanding
how impression management behaviors are in
terpreted by others can also serve as the basis for
smoother interactions and a means for solving
potential communication problems among indi
viduals from diverse backgrounds.

Third, does impression management play a
role in functional and dysfunctional interper
sonal relationships at work? Limited impression
management research has been done with indi
viduals in ongoing professional relationships. It
would be of interest to know what types of im
pression management behaviors are associated
with stable and successful relationships in the
areas of organizational citizenship, coaching,
mentoring, and in the emerging area of work
place spirituality. At the same time, organiza
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tions would benefit from understanding
conditions that elicit impression management
behaviors that are dysfunctional or destructive
from the individual or organizational point of
view (e.g., substance abuse, sabotage, withhold

ing of effort).

See also diversity management, halo effect; influ
ence; performance appraisal/ performance manage
ment
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incentives
George T. Milkovich and Yoshio Yanadori

Incentives are financial or non financial induce
ments offered to influence employees’ future
behavior. Narrowly defined, incentives are
valued returns expected by employees in ex
change for achieving various performance levels.
Organizations use incentives to motivate
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employees’ behaviors, which lead to better indi

vidual and organization performance (Bartol and
Locke, 2000; Kanfer, 1990; Lawler, 1990).
Organizations can be conceived as networks of
incentives, offering various anticipated returns
for work (e.g., earnings, promotions, recogni

tion, challenging work, learning opportunities)
that motivate certain desirable employees’ be

haviors (Milkovich and Newman, 2002).

INCENTIVE AND RETURNS

Although valued returns can be labeled as both
incentives and rewards, a distinction can be
made. Rewards reinforce employees’ past behav
iors and performance. Incentives influence em
ployees’ expectations and future behaviors. A
promotion received is a reward. Expecting a
promotion acts as an incentive. It is a matter of
expectations and timing. These expectations
may be formed through experience and formal
COMMUNICATION.

INCENTIVE PAY

Incentive pay is widely used in organizations
(Watson Wyatt, 2002; Brown and Heywood,
2002). Specific criteria for payment (e.g., per
formance measure, performance target, payment
calculation formula) are determined and com
municated to employees. Once the performance
target is achieved, employees receive the pay
ment based on the preestablished criteria. The
size of payment typically varies depending on
performance levels achieved. Incentive pay
does not add to base salary, and therefore the
payment of an incentive in one period must be
re earned in subsequent periods (Milkovich and
Newman, 2002).

Incentive pay plans come in many varieties
which can be described on several dimensions.
One dimension is whether the payment is based
on individual or group performance. Under
piece rate systems or sales commissions, em
ployees receive payment based on their individ
ual performance (e.g., output volume, sales
volume). Under profit sharing plans or gain
sharing plans, the size of the payment pool varies
based on unit or firm performance (e.g., profit,
return on assets).

A second dimension is the time frame. Short
term incentives are based on performance in a
specific period (one quarter or annually). Profit

sharing is a typical short term incentive since its
payment generally depends on annual perform
ance. Stock options, by which recipients can
realize financial gains only several years after
the grant, is an example of a long term incentive.
The form of an incentive payment can also vary.
Some pay in cash; others offer stock or stock
options, or even all expense paid vacations or
tickets to concerts.

THEORIES AND RESEARCH

Multiple theories and considerable research in
psychology and economics deal with the incen
tive pay—performance relationship (Gibbons,
1998). Agency theory addresses optimal con
tracts in which principals delegate work to
agents in exchange for valued returns. Due
to the divergence of interests, agents may not
necessarily act for the principals’ benefit. A
solution is to establish an incentive tied to out
comes desired by the principal. Employees will
be motivated to achieve the outcomes to increase
their own earnings.

Expectancy theory also explains the influence
of incentive pay on employees’ motivation.
This theory describes MOTIVATION as a multi
plicative function of three factors: expectancy,
instrumentality, and valence. Instrumentality is
the employees’ beliefs that their performance
is associated with pay increments. If its instru
mentality is greater than non incentive pay
forms (e.g., salary, benefits), incentive pay has
greater motivational effect. Valence is the value
individuals attach to the amount of incentive
pay. Larger amounts tend to have greater
valences and therefore larger motivational
effects. Furthermore, the performance target
itself motivates employees to achieve the goal,
as posited by goal setting theory (Bartol and
Locke, 2000).

OTHER WORKPLACE INCENTIVES

Various other organization systems also influ
ence employees’ behaviors. A future, expected
stream of earnings influences employees’ inten
tion to stay. For instance, under a seniority
based pay system, younger employees may be
underpaid and senior employees may be over
paid relative to their actual productivity. Conse
quently, employees are more likely to stay in
their organizations to offset their lower pay



during the early stage of their careers. Deferred
pay (e.g., pensions) has a similar incentive
effect on employees’ behaviors. Employees are
unwilling to leave their organizations until
they are eligible for the payment (Lazear,
1998).

The expectation of promotion may also mo
tivate employees. TOURNAMENT THEORY
argues that pay differentials between two job
levels can be regarded as the prize of promotion.
Given that larger prizes hold higher valences,
the larger the potential pay increase associated
with promotion, the greater its motivational
effects. Thus, the pay structure across job
levels (e.g., entry—associate—-middle managers—
senior managers) can be viewed as financial
inducements motivating employees to seek
promotions.

The valence of a promotion is not limited to
financial returns. Higher status is attached
to higher job levels and titles; consequently,
employees may put forth greater efforts to attain
not only higher pay, but also higher status. In
addition to promotion, several non monetary
returns act as incentives to motivate employees’
behaviors. A number of organizations adopt
non monetary recognition such as acknowledg
ing employees’ achievement in organization
newsletters to reinforce employees’ superior be
haviors. The expectation of challenging new as
signments motivates employees to complete
their current assignment. The prospect of
improved learning opportunities may also influ
ence employee behaviors.

However, incentives may also motivate unin
tended behaviors. Individuals may manipulate
results by violating accounting practices, collude
with customers over fictitious sales, or otherwise
behave unethically (Kerr, 1995; Milkovich and
Newman, 2002).

Research has yet to focus on understanding
the overall incentive network. Under what con
ditions, external and organizational, are various
incentives most likely to work? How do organ
izations structure their network of incentives?
How do the different incentives interact? The
various types of incentives tend to be considered
separately by both researchers and practitioners.

See also contracts; equity theory; performance ap
praisal/ performance management
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individual differences
Lisa M. Moynihan

Individual differences is the term used to denote
any characteristic on which individuals can be
compared and contrasted, generally referring to
enduring rather than transient or ephemeral fea
tures of individuality. The study of individual
differences and their significance is one of the
cornerstones of applied psychology as a discip
line and the practice of management.

People can be differentiated from one another
on the basis of surface level or deep level indi
vidual differences. The former are those that are
easily recognizable at first sight or on initial
interaction with a person. They include demo
graphic characteristics such as age, gender,
“race,” nationality, ethnicity, education, func
tional background, and job and organizational
tenure. Deep level individual differences,
which are not so readily visible, include PER
SONALITY traits, VALUES, work attitudes, skill,
and ABILITIES. In organizational research, in
dividual differences may figure as independent
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variables, moderators, or dependent variables. In
the case of some of the deep level constructs
(e.g., attitudes) they can be all three simultan
eously. Individual differences are also the build
ing blocks of research examining diversity,
which is essentially the study of the social effects
of variation of individual differences. The diver
sity of group composition is an important con
struct in the group process and performance
literature.

Surface level individual differences have been
found to be predictors of getting a job, attitudes
towards work, and career success. For example,
individual differences in physical attractiveness
and d