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Social Research in Changing
Social Conditions

According to Herbert Blumer (1969), method-
ology refers to the ‘entire scientific quest’
that has to fit the ‘obdurate character of the
social world under study’. Thus methodology
is not some super-ordained set of logical
procedures that can be applied haphazardly to
any empirical problem. In short methodology
constitutes a whole range of strategies and
procedures that include: developing a picture
of an empirical world; asking questions about
that world and turning these into researchable
problems; finding the best means of doing
so — that involve choices about methods and
the data to be sought, the development and
use of concepts, and the interpretation of
findings (Blumer 1969: 23). Methods per se
are therefore only one small part of the
methodological endeavor.

In producing this book we address the
methodology of social science research and
the appropriate use of different methods. The
contributors describe and question different
phases of the research process with many
focusing upon one or more methods, often
in combination with others. What unites
their contributions is the way they relate
the discussion of method to the broader

methodological work in which they were
engaged. Thus, the contributors draw not
only upon their own research experiences but
relate their discussions in Blumer’s terms to
the larger issue of strategy, that is tailoring
methodological processes to fit the empirical
world under study.

Across the social sciences and humanities,
there are differences in the development and
popularity of particular methods, differences
that are also evident cross-nationally. From
the 1930s onward survey research and sta-
tistical methods have assumed a dominant
position, whereas qualitative methods have
gained ground more recently. There has also
been a recent resurgence of interest both
in the social sciences and humanities in
quantitative methods and in mathematical
modes of inquiry, for example, fuzzy logic
(Ragin 2000). Mixing different methods (e.g.
Goldthorpe et al. 1968) and the innovative
use of statistical analysis (e.g. Bourdieu 1984)
are not, however, recent phenomena. The
growth of explicit interest in mixed-methods
research designs dates from the late 1980s,
resulting in a number of specialist texts
(Brannen 1992, Bryman 1988, Creswell 2003,
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Tashakkori and Teddlie 2003) but the practice
has historically been intrinsic to many types
of social science research. In qualitative
research, many researchers have incorporated
several quantitative approaches such as cross-
tabulation of their data (Alasuutari 1995,
Silverman 1985, 2000); and some have
adopted a multivariate approach (Clayman
and Heritage 2002). In 1987 Charles Ragin
published his text on qualitative compara-
tive methods (Ragin 1987), which lies in
between qualitative and quantitative methods
and draws upon logic rather than statistical
probability. Historically there has been a
plurality of practices of social research.

What distinguishes the social sciences
today is a positive orientation toward engag-
ing in different types of research practice.
Present-day scholars undertaking empirical
research view methods as tools or optics
to be applied to several different kinds
of research questions that they and their
funders seek to address in carrying out
research. Coding observations and subjecting
them to statistical processes is one way of
creating and explaining patterns. Case study
and comparative approaches are others: the
explication of the logic that brings together
the clues about a case and has an explanatory
purpose with reference to other cases. These
two approaches can also be combined as in
embedded case studies that employ both a case
study design and a survey design.

Although qualitative and quantitative meth-
ods have evolved from very different scientific
traditions as, among others, Charles Ragin
(1994) points out, from the viewpoint of how
empirical data are used to validate and defend
an interpretation, they form a continuum. It
can be argued that the two concepts, ‘qualita-
tive’ and ‘quantitative’, are not so much terms
for two alternative methods of social research
as two social constructs that group together
particular sets of practices (see Chapter 2).
For instance, quantitative research draws on
many kinds of statistical approaches and is
not necessarily epistemologically positivistic
in orientation. While the social survey is the
current dominant, paradigmatic form, there is
no uniform ‘quantitative research’. Similarly,

there is no uniform ‘qualitative research’
either. Because much of the craft of empir-
ical social research cannot be classified as
either qualitative or quantitative, an increased
permissiveness toward mixing methods and
questioning of the binary system formed by
the terms ‘qualitative’ and ‘quantitative’ are
welcome trends.

In this new paradigmatic situation many
contemporary scholars no longer regard it as
reasonable to divide the field of methodology
into opposing camps. On the one hand,
researchers are willing to learn more about the
possibilities of applying survey methods and
statistics to their data analysis. On the other
hand, what is known as ‘qualitative research’
has gone a long way since Malinowski’s
(1922) principles of ethnography or Glaser
and Strauss’ (1967) grounded theory. Dif-
ferent methods of analyzing talk, texts and
social interaction have multiplied the ‘optics’
available to scholars who want to study social
reality from different viewpoints.

This book charts the new and evolving
terrain of social research methodology in
an age of increasing pluralism. By putting
together different approaches to the study
of social phenomena within a single vol-
ume, the Handbook serves as an invaluable
resource for researchers who wish to approach
research with an open mind and decide
which methodological strategies to adopt in
empirical research in order to understand the
social world. Given the scope of the field
of social research methodology, this volume
concentrates on mapping the field rather than
discussing each and every aspect and method
in detail. In this way the Handbook serves not
only as a manual but also as a roadmap. If and
when the reader wants to learn more about a
particular aspect of methodology or method,
he or she can consult other literature.

CHALLENGING THE PROGRESS
NARRATIVE

Why social research seems to be heading
toward greater open-mindedness in method-
ological strategies can easily be interpreted
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as proof of scientific progress. It is tempting
to think that after decades of hostility
between different methodological camps,
notably between qualitative and quantitative
researchers, we have now finally acquired
the wisdom to see that the best results can
be achieved by addressing different ways of
framing research questions and by bringing
to bear the means to ensure the validity of
data analysis and interpretation. This may
imply the use of a mixed method design; in
qualitative research it may mean employing
innovative approaches such as hypermedia
or, in social surveys, multi-mode approaches.
When researchers adopt new methods they
will require the guidance of methodological
texts. The Handbook represents our attempt
to provide such guidance.

When discussing developments in social
research methodology, it is also common to
justify change through a narrative in which
problems and omissions in past research
practices and paradigms have led to new
approaches. For instance, in the influential
Handbook of Qualitative Research Denzin
and Lincoln recount the development of
qualitative research in terms of a progress
narrative (Denzin et al. 2000). According to
them, the history of qualitative research in
the social and behavioral sciences consists
of seven moments or periods: the traditional
(1900-1950); the modernist or golden age
(1950-1970); blurred genres (1970-1986);
the crisis of representation (1986-1990);
the postmodern, a period of experimental
and new ethnographies (1990-1995); post-
experimental inquiry (1995-2000); and the
future (2000-). As informative as their
description of the development of qualitative
research is, their story also testifies to the
problems and dangers of such a narrative.
Despite their caveats, their progress narrative
functions implicitly as an enlightenment
discourse, suggesting where up-to-date, well-
informed researchers should be heading if
they are not already there and likewise
identifying exemplary studies that represent
the avant-garde or the cutting edge of present-
day qualitative research. It is hardly a surprise
that the researchers in question are a very

small band and that practically all of them are
American, because both authors come from
the United States. Moreover, the closer to the
present, the more frequently there are new
moments, and the narrower the group.

To follow suit in this book, it would be
quite easy to find good reasons for arguing
that the methods represented here are a
natural outcome of scientific progress in social
research methodology. One such argument
may be that scientific progress constitutes
the closure of the gap between qualitative
and quantitative methods; that by pursuing
a multi-method approach we can best tackle
the tasks of the social sciences in today’s
society.

Even though we are not unsympathetic
to such a view, there are also problems
with that argument. Unlike natural science,
whose development can be described as the
vertical accumulation of knowledge about
the laws of nature, human sciences are quite
different. They are more like a running
commentary on the cultural turns and political
events of different societies, communities,
institutions and groups that change over time.
Social science research not only speaks to
particular social conditions; it reflects the
social conditions of a society and the theories
that dominate at the time. Because there
is no unidirectional progress in social and
societal development, the theoretical and
methodological apparatus available to social
scientists change as they too are shaped by
historical, structural and cultural contexts.
The notion that eventually methodology may
consist in a collectively usable toolbox of
methods is illusory. Methodological traditions
vary across societies and they are also subject
to fashion with some more popular at one
moment in time and in a particular context
than others. In any case it is rare for a wholly
new method to be developed.

METHODOLOGICAL PLURALISM AND
EVIDENCE-BASED RESEARCH

From this viewpoint, changes in social
research must always be seen in their social
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and historical contexts. Thus, our assumption
that there is a trend toward greater permis-
siveness in methodology stems from our own
experience as scholars working in countries
that belong to the Organisation for Economic
Co-operation and Development (OECD)!.
In addition, our experience stems from
primarily following the English language
literature. According to our analysis, that trend
is due to the position that social research has
been required to adopt. During recent decades,
the OECD countries have experienced a
climate of increased accountability in public
expenditure and a requirement that research
should serve policy ends and ‘user’ interests?.
In particular the promotion and dominance
of the concept of new public management
by the OECD and its member countries
is a key factor. As part of the growing
pervasiveness of neoliberal principles, public
policy decisions are required to be grounded
in evidence-based, scientifically validated
research. This has also led to developments
in social science research: the ‘systematic
review’ process, one of the catchwords also
promoted by the OECD, has become a major
area of methodological investment in the
social sciences.

For instance in the United States, although
the emphasis on policy is not as strong, the
tradition of action research and the account-
ability of research to a diversity of ‘user’
groups is longstanding. Program evaluation is
a significant player in the policy environment.
Most government agencies require that their
demonstration programs be evaluated. One
research agency, the Institute of Educational
Sciences, has in the last few years shifted to
rigorous randomized experiments. There are
forces promoting evidence-based treatments
in health, mental health and education. Even
though the evidence-based medicine approach
originated in Great Britan, the United States
is emphasizing the existence of such evidence
in the funding of health and mental health
services. The U.S Department of Education,
through its No Children Left Behind pro-
gramme is requiring quantitative evidence of
academic improvement. The establishment of
the Campbell Collaborative, modeled after

medicine’s Cochrane Collaborative, focuses
on systematic evidence of the effectiveness
of programs in mental health, education
and criminal justice. At the federal level
of government the agencies themselves are
now responsible for providing formal reviews
of their agency’s performance through the
Government Performance and Results Act
(GPRA).

The systematic review of social research
evidence is widespread in quantitative
research whose quality is seen to be mea-
surable in ‘scientific terms’. Systematic
review is also being applied to qualitative
research, a process that is requiring
researchers in this genre to develop more
rigorous and convincing arguments for their
evidence as well as criteria against which
such studies may be measured.

Social research is also affected by the
increasing prevalence of cross-disciplinary
pilot or applied projects that serve as tools
to develop solutions to social, economic
and environmental problems. Typically such
projects, often developed in co-operation
between public, private and civil society
sectors, include a practical research element
and the evaluation of results. One of the
aims is to generate ‘best practices’ that are
to be promoted worldwide>. Such a model for
the improvement of governance creates new
roles and requirements for social research.
The close co-operation of researchers with
policy-makers and the merging of the roles
of project manager and researcher challenge
the ideals of rigorous science, thus creating
an increased interest in action research
methodology. Second, the evaluation of pilot
or demonstration projects has contibuted to
the further development of a whole evaluation
research industry. Additionally, the marketing
of such pilot projects as best practice creates
an aura of research as scientifically system-
atic, although the emphasis is on practical,
policy-directed research.

The growing market for policy-directed
and practice-oriented social research does not
necessarily or directly affect academic social
science the same way in all contexts. In some
contexts universities need to complement
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shrinking public funding with money from
external sources, while in other countries
such as the UK universities are increasingly
being seen and run as businesses, with
research income from external sources sought
at ‘full economic cost’. Within Academe,
one consequence of the growing market of
policy-directed research is that the position of
traditional disciplines is weakened as a result
of the growth of cross-disciplinary theme-
based research programmes, which are fishing
in the new funding pools of research and
development. This, in turn, affects the field
of methodology. Cross-disciplinary applied
research improves the transfer of knowledge
between hitherto bounded disciplines, thus
constructing methodology as an arena and
area of expertise that spans disciplines.
In some ways, this has also meant that
methodology has become a discipline in
itself, or at least it has assumed part of
the role of traditional disciplines. Vocational
apprenticeships conducted within a particular
discipline have been overtaken by training
courses for the new generation of researchers
who are schooled in a broad repertoire
of methods. While it is always useful to
master a large toolbox of methods, the
danger is that without a strong link between
theory and practice via a particular discipline,
for example sociology, people lack what
C. Wright Mills (1959) called the ‘sociolog-
ical imagination’. As methodology acquires
a higher status across all the social sciences
and more emphasis is placed on displaying
methodological rigour, there is the need to be
mindful of Lewis Coser’s admonition to the
American Sociological Association in 1975
against producing researchers ‘with superior
research skills but with a trained incapacity
to think in theoretically innovative ways’
(Coser 1975).

THE RELEVANCE OF QUALITATIVE
RESEARCH

In recent years advanced capitalist societies
have indeed witnessed increasing method-
ological pluralism and a resurgence of interest

in quantitative methods. This development,
however, must be seen against the larger
picture in which qualitative research can be
placed at the forefront, because qualitative
methods have gained popularity particularly
during the past two or three decades. Despite
increasingly pluralist attitudes toward quanti-
tative methods, a major proportion of British
sociologists, for instance, conduct qualitative
inquiries. A recent study shows that only
about one in 20 of published papers in the
mainstream British journals uses quantitative
analysis (Payne et al. 2004). The figures are
about the same in Finland (Résédnen et al.
2005), and the same trend, a forward march
of qualitative research particularly from 1990s
onward, can also be detected in Canada (Platt
2006) and the U.S. (Clark 1999).

The increase in the popularity of qualitative
methods has coincided with new theoretical
trends that have many names. One talks, for
instance, of a linguistic or cultural turn, or
about interpretive social science. Overall, we
could say that constructionist approaches have
gained ground from scientific realism and
structural sociology. Along with this paradigm
shift, personal experience, subjectivity and
identity have become key concerns for many
social researchers. For instance in British
sociology, as Carl May (2005: 522) points
out, ‘after the political watershed of the early
1980s, much explicitly Marxist analysis dis-
appeared, to be subsumed by social construc-
tionism and postmodern theoretical positions
that also privilege subjectivity and experience
over objectification and measurement’. He
emphasizes that in different ways, subjectivity
seems to have been one of the central concerns
of British sociology since the 1980s, which
according to him also explains the popularity
of qualitative investigation. Indeed, a recent
study shows that only about one in 20 of
published papers in the mainstream British
journals uses quantitative analysis (Payne
et al. 2004).

An interest in cultural studies and construc-
tionist research grew up out of a desire by
social scientists to distance themselves from
economistic Marxism and structural sociol-
ogy, particularly in the UK. Other political
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influences were also important. For example,
under the influence of the Women’s Move-
ment in the 1970s feminist social scientists
sought to address gender inequality and
to focus upon women’s perspectives in
public and private spheres. By the early
1980s qualitative research had established
a foothold, and by the early 1990s qual-
itative methods had become mainstream
in Finnish sociology (Alastalo 2005) and
pervasive in the UK. Theory-wise, differ-
ent strands of constructionist thought have
gained popularity, and the development has
meant an increased interest in questions of
identity.

In the United States qualitative research
developed particularly in response to ‘scien-
tistic’ sociology and to research techniques
that require a deductive model of hypothesis
testing. The more inductive approach of
qualitative research was seen not only as a
better way to explain social phenomena by
understanding the meaning of action, but it
was also seen as a way to ‘give voice’ to
the underdog, to help see the world from the
viewpoint of the oppressed rather than the
oppressor (Becker 1967, Becker and Horowitz
1972). Like European sociology, the rise of
qualitative research has meant a trend ‘away’
from determinism to active agency and to
questions of subjectivity.

It seems that the increased interest in
qualitative research is partly due to recent
policy changes, which have foregrounded
questions of subjectivity in many ways. For
instance, when public services are marketized
or privatized and citizens are turned into
customers, there is demand for expertise on
subjectivity (Rose 1996: 151). Sometimes
the link between policy changes and an
increasing demand for qualitative research
can be quite direct. For instance, when
the deregulation of the Finnish electronic
media system started during the first part
of the 1980s, YLE, the national public
broadcasting company quickly launched a
fairly big qualitative research program to
study the audiences, their way of life and
viewing preferences to fight for its share of
the audience. There appears to be a similar

link between media research and changes in
media policy throughout the OECD countries:
while the deregulation of public broadcasting,
promoted and reviewed by the OECD (OECD
1993, 1999), was started during the 1980s,
reception studies and qualitative audience
research gained in momentum from the 1970s
onward*. For the most part, however, the
increased interest in subjectivity and identity
construction within academic (qualitative)
research is only indirectly related to its policy
relevance.

THE IMPORTANCE OF REFLECTIVITY

All in all, social research is being forced to
perform a more strategic role in society than
hitherto. Our argument is not that this strategic
role is the sole determinant of developments
in social research, or the kinds of research
methods that are used. However, we think
it is important for social scientists to be
conscious of the social conditions of our
profession. In that way we are likely to be
better equipped to meet the changing demands
upon us, for instance the need to argue for
the methodological strategies we employ and
the way we interpret our data. On the one
hand, we need to retain a sense of integrity
about the claims we make for our research
evidence while, on the other, we need to take
part in a dialogue with the funders and users of
social research. Reflectivity about the position
of social scientists and their public role will
enable them to retain a critical edge toward
research.

Under the present conditions in which
social research has an increasingly close
link with policy-makers and methodology is
assuming higher status in the social sciences, it
is more important than ever to emphasize that
methods cannot be seen as separate from the
‘entire scientific quest’ and should include the
inspiration of theory. This is the spirit of this
book. It is meant to be an aid to researchers in
their attempt to perform innovative research.
As researchers have always known, one of the
keys to good research is to challenge one’s
own assumptions and to carry out the study in
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such a way that the data have the possibility
of surprising the researcher.

USING THE HANDBOOK

The Handbook is structured around the differ-
ent phases of the research process: research
design, data collection and fieldwork, and the
processes of analyzing and interpreting data.
First, however, it begins with several chapters
of more overarching importance that set out
some important current issues and directions
in social research: such as the history and
present state of social research, the debate
about research paradigms, the issue of judging
the credibility of different types of social
science research, and the importance now
being placed upon research ethics.

The contents of the Handbook have several
features that are not present in all such texts.
As well as ranging widely across the field of
social research methodology, we have been
selective in including a number of chapters
that discuss the combining of qualitative
and quantatiative methods and integrating
different types of data. The book is also
particularly strong in its section on data
analysis and includes four chapters on the
analysis of quantitative data, five devoted
to qualitative data analysis, and three to the
integration of data of different types. It also
covers the secondary analysis of qualitative
and quantitative data with one chapter on
meta-analysis, and another on writing up and
presentation of social research.

NOTES

1 Originally set up in 1947 with support from
the United States and Canada to co-ordinate the
Marshall Plan for the reconstruction of Western
Europe after World War 1l, today the OECD consists
of 30 member countries sharing a commitment to
democratic government and the market economy. It
plays a prominent role in fostering good governance
in the public service and in corporate activity and
helps governments to ensure the responsiveness of
key economic areas with sectoral monitoring. By
deciphering emerging issues and identifying policies
that work, it helps policy-makers adopt strategic

orientations. It is well known for its individual country
surveys and reviews.

2 European Union funding requires research that
produces ‘impacts’ and addresses the concerns of the
social partners.

3 For this task, there is an international Best
Practices database, maintained by the United Nations,
UNESCO and non-profit organizations (http://Awww.
bestpractices.org/index.html).

4 For the development of qualitative audience
research, see Alasuutari 1999.
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PART |

Directions in Social Research

What is the state of the art of social research?
What are its new directions in terms of
methods, credibility, ethical questions, and its
relationship to the users of research? As was
discussed in the introduction, to understand
better the current trends we need to place
them in historical and societal context. Social
research does not only follow its own logic of
scientific progress but rather responds to and
at times also influences social change.

Part I of this book discusses the current
state of social research and places it in
historical context. The chapters approach the
present condition of social research from
different angles and complement each other
in producing a picture of the field, in which
some of the earlier controversies or tensions
are left behind and new ones emerge.

It is interesting that methodology, as the
means of knowing, has become a forum
for furious disputes, generally known as the
paradigm wars. More generally, there is a
tendency in the field of social science for
researchers to define themselves and the
other in terms of differentness. As Alan
Bryman argues in Chapter 2, while these
differences are referred to as paradigms or
philosophical positions in practice they often
represent technical decisions about the use
of methods — qualitative or quantitative. In
a similar vein, Marja Alastalo points out in
Chapter 3 that the paradigm wars between
qualitative and quantitative methods have

contributed to an exaggerated distinction
between two camps, when in fact social
researchers using quantitative methods have
always been innovative and pragmatic in
applying different approaches. Because of the
focus upon differences between methodolo-
gies, we tend to miss the continuing diversity
that exists within qualitative and quantitative
research. On the other hand, as Bryman
(Chapter 2) notes, there is a hierarchy of status
given to particular research designs within the
quantitative tradition in which experimental
methods with their superiority in offering
causal explanations are positioned at the top.
In contrast, qualitative research is represented
by diversity rather than hierarchy. The trend
is, however, towards an increase in the explicit
use of mixed methods research designs and a
growing pragmatism and diversity in the ways
in which such researchers view the integration
of qualitative and quantitative data.

Why is it, then, that the self-identity
of social researchers is caught up in the
idea of incommensurable paradigms, which
tends to exaggerate differences and downplay
diversity and a pragmatic use of methods?
One possible explanation is given by Marja
Alastalo in Chapter 3, in which she laments
the scarcity of empirical research about the
history of social research. Instead, method
textbooks, for instance, contain histories
of methodological development that aim at
legitimating the writers’ own approaches.
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Such descriptions tend to paint a picture
of the field in black and white and ignore
details that do not fit nicely into stereotypical
representations of the different camps. For
instance, in many accounts of the history
of social research, the contradiction between
case study and statistical methods is presented
in terms of differences of tradition in the
universities of Chicago and Columbia. Such
accounts ignore the fact that the Chicago
School, often mentioned as the birthplace of
case study, also contributed to quantitative
social research, and the Columbia School
was a dominant force in the development of
qualitative research. All in all it is evident
that despite the paradigm wars between case
study and statistical research, or qualitative
and quantitative approaches, in actual prac-
tice many social researchers have always
been quite flexible in applying different
methods.

Currently methodological pluralism is on
the rise, and this development calls for a
rethinking of the nature of research, both
quantitative and qualitative, and of how it
can be assessed. Reflecting the exagger-
ated contrast drawn between qualitative and
quantitative methods, it is often suggested
that quantitative research has a clear set of
assessment criteria, whereas in the case of
qualitative inquiry no agreed validity criteria
are available. However, Martyn Hammersley
argues in Chapter 4 that the general standards
in terms of which both the process and
products of research should be judged are
the same whichever approach is employed.
Hammersley stresses that whether we are talk-
ing about quantitative or qualitative inquiry,
there cannot be tests that measure validity;
there is substitute for judgement.

In addition to aiming at true findings
or conclusions in their inquiries, social
researchers also need to think about the
questions they pose in their research. From
which perspectives are they relevant, and
whose interests does the knowledge produced
serve? In light of Michel Foucault’s (Foucault
1977, 1980a, 1980b) point about the power-
knowledge couplet, it is evident that no neutral
observer position exists. Instead, forms of

knowledge imply and produce forms and
relations of power. However, this does not
mean that researchers can select a standpoint
and an audience of their own choice and
only produce knowledge that serves interests
of which they approve. First, as Karen
Armstrong (Chapter 5) remarks, researchers
are dependent on research funding; this
affects the topics they study and often
reflects the influence of dominant interests in
society. Second, the audiences of ethnography
with which Armstrong deals are increasingly
global. The text may be written from a
perspective of a Western academic —‘we’ —
but as Armstrong points out, the audience
may be any number of people with an interest
in the place, the topic, or for other reasons.
Ethnographers —and other social researchers —
are faced, therefore, with the situation in
which data are collected from a variety of
people who themselves have a variety of
interests, while a variety of readers bring
their own interests to understanding the text.
Thus the work produced will be read for its
relevance by readers who assign meaning to
it according to their own evaluations.

The observation that social research has an
increasingly diverse audience and serves the
interests of a diversity of social groups, as
reflected in the trend towards participatory
methods, is part of the general picture of
the changes taking place in the role of
social inquiry in advanced capitalist societies.
These changes are outlined from different
perspectives by Marja Alastalo (Chapter 3),
Pekka Sulkunen (Chapter 6) and Ann Nilsen
(Chapter 7). As Pekka Sulkunen discusses,
there has been a major trend over the last
three decades from Mode 1 ‘pure’ science
to Mode 2 knowledge production, in which
the latter relies on pragmatic criteria of
evaluation and is trans-disciplinary (Gibbons
et al. 1994).

This change in the role of social science
knowledge in society is part of the regime
change from Keynesian liberalism to neolib-
eralism, in which there has been a move from
‘resource steering’ to ‘market steering’ within
public administration and in the privatization
of many public services. The change has
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affected social research in several ways.
On the one hand, structural functionalism
and other holistic theories of society, which
served the interests of Keynesian-planned
economy, have been challenged by construc-
tionist approaches, which direct attention
to questions of subjectivity and identity.
Because the regulation of human beings is
increasingly based on one’s own ability to
foresee and manage ‘choices’, there is demand
for expertise in subjectivity (Rose 1996: 151).
Consequently, qualitative research has gained
in momentum from the 1970s onwards.
On the other hand, the requirement that
public policies and practices are grounded
in evidence-based, scientifically validated
research has also gained in momentum, since
the early 1990s (Dixon-Woods et al. 2006: 27).
That is one reason why there is increased
demand for quantitative research skills. Under
these conditions it is predictable that along
with the attitude of methodological pluralism
there continues to be tension between realist
and constructionist approaches, as discussed
by Ann Nilsen in Chapter 7.

Albeit the role of social research in
society is changing, its importance is not
decreasing. As Celia B. Fisher and Andrea
E. Anushko (Chapter 8) argue, increased
public recognition of the value of social
research has been accompanied by a height-
ened sensitivity to the obligation to conduct

social science responsibly. Insuring ethical
competence in social research is a difficult
task for social researchers and for institutional
review boards. Social scientists are addi-
tionally challenged because of the historical
biomedical bias in the way in which ethical
questions are perceived and handled. More
generally they are challenged by increased
open access to information (Freedom of Infor-
mation laws) and increased legal protection of
informants.
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The End of the Paradigm Wars?

INTRODUCTION

The term ‘the paradigm wars’ is not easy to pin
down, in that there is likely to be some debate
about which paradigms were involved and the
dates signalling the beginning and the end of
the conflict (in addition, of course, the matter
of whether there really has been a cessation of
hostilities). One of the main meanings of the
term in social research and kindred fields is the
reference to the debates that have raged about
the merits and assumptions of quantitative
and qualitative research, although alternative
terms are sometimes employed to express
these contrasting positions. This is certainly
the meaning that can be gleaned from such
prominent writers as Hammersley (1992) and
Oakley (1999). This was also one of the battle
lines in an article by Gage (1989) which was
one of the earliest uses of the term, although
he employed alternative terms to quantitative
and qualitative research.

The paradigm wars in this sense centre on
the contrasting epistemological and ontolog-
ical positions that characterize quantitative
and qualitative research and their various
synonyms. At the level of epistemology,
there is the issue of desirability of a natural

Alan Bryman

scientific programme for social research, as
against one that eschews scientific pretensions
and the search for general laws and instead
emphasizes humans as engaged in constant
interpretation of their environments within
specific contexts. This contrast is one that
is frequently drawn up in terms of a battle
between positivist philosophical principles
and interpretivist ones, based on general
theoretical and methodological stances, such
as phenomenology, symbolic interactionism
and a verstehende approach to social action.
At the ontological level, there is a contrast
between a belief that there is a social
realm waiting to be uncovered by the social
researcher and which exists externally to
actors and on the other hand a domain that
is in a continuous process of creation and
recreation by its participants. This contrast is
often drawn up in terms of a contrast between
objectivist and constructionist accounts of
the nature of society. Quantitative research
is typically associated with a positivist and
objectivist stance, while qualitative research is
associated with an interpretivist and construc-
tionist one. However, the often stark contrasts
that are sometimes drawn up in accounts
of the differences between quantitative and
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qualitative research possibly exaggerate the
differences between them.

It is striking that this contrast is drawn
up in predominantly philosophical terms. The
presence or absence of quantification, as
symbolized by the terms quantitative and
qualitative research, is not the issue that is
the focus of conflict between the warring
parties; rather, quantification and its absence
act as ciphers for the underlying philosophical
issues. Had the issue that divides the parties
simply been a technical matter of the desir-
ability or otherwise of quantification, it is
likely (or at least possible) that the differences
between the proponents of quantitative and
qualitative research would not have been as
intractable as they have been. It is the fact
that debate about quantitative and qualitative
research is to do with such fundamental philo-
sophical matters as how humans and their
society should be studied and the very nature
of ‘the social’ that has contributed towards
making the paradigm wars so resistant to
mediation, although the parties sometimes
alternate between philosophical and technical
discourses (Bryman, 1984, 1988). Quite why
philosophical issues became entwined with
matters of research practice to this degree
is unclear. One factor may be that drawing
on philosophical ideas provided an intellec-
tual rationale and legitimacy to qualitative
research as it emerged from the shadows of
quantitative research in the 1970s. Indeed,
our understanding of quantitative research and
its philosophical bases and biases is largely
founded on the account of it provided by qual-
itative researchers since that time (Brannen,
2006). Quantitative researchers tend to be
less reflective than qualitative researchers
concerning the fundamental nature of their
approach.

THE ISSUE OF INCOMPATIBILITY

The association of the two approaches
with the idea of paradigms represented an
implicit reference to the influential work of
the American historian of science Thomas
Kuhn (1970). Kuhn memorably argued that a

science proceeds through successive scientific
revolutions whereby one paradigm of scien-
tific understanding is replaced by another.
A paradigm, then, represents a cluster of
beliefs about the proper conduct of science.
One further important element in Kuhn’s
argument was that paradigms within a field
are incompatible. Their fundamental beliefs
cannot be reconciled. There is no common
ground between paradigms in terms of their
underlying tenets.

One of the over-riding implications of con-
struing quantitative and qualitative research
as paradigms in Kuhn’s sense, and therefore
as incompatible approaches, was that this
implied to many commentators that it was
not appropriate to combine them in an
investigation. In other words, it denied the
legitimacy of conducting a research project
in a manner that combined, say, a survey with
unstructured interviewing or with any other
research method associated with qualitative
research. While the term ‘paradigm wars’ may
seem a rather dramatic — some might say
overly dramatic — way of characterizing the
debates that were going on about methodolog-
ical issues, it does give a sense of the intensity
of these debates.

Whether it is justifiable to treat quantitative
and qualitative research as paradigms is a
separate issue. It is probably the case that it
is quite inappropriate to designate them as
paradigms because neither of them can be
viewed as indicative of the normal science of
a discipline, which is how Kuhn employed
the term, although it has to be recognized
that his use of the term was somewhat
slippery. Quantitative and qualitative research
are probably closer to being ‘pre-paradigms’.
As Kuhn noted: ‘it remains an open ques-
tion what parts of social science have yet
acquired ... paradigms at all’ (1970: 15).
However, the language of scientific paradigms
is deeply ingrained in many discussions of
social research methods and even when the
term is not used, there is a sense that the
‘paradigmatic mentality’ (Hammersley, 1984)
lies behind those discussions. Moreover,
the notion of incommensurability is deeply
ingrained so that any recourse to the language
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of paradigms tends to be associated with a
sense of the differentness and incompatibility
of approaches.

One of the most influential statements
revealing a preoccupation with paradigms is
Burrell and Morgan’s (1979) account of the
ways in which organization theory could be
viewed in terms of four distinct paradigms.
Two of the paradigms they identified — the
functionalist and interpretive paradigms —
correspond closely to quantitative and qual-
itative research. For these authors, the four
paradigms ‘define four views of the social
world based upon different meta-theoretical
assumptions with regard to the nature of
science and society’ (1979: 24) and as such
are incompatible.

It is this sense of paradigm incompatibility
that lies at the heart of the paradigm
wars. The discussions about quantitative and
qualitative research tended to be underpinned
by a sense of their incompatibility, as long as
the debates about them remained at the level of
what Burrell and Morgan refer to in the above
quotation as ‘meta-theoretical assumptions’.
In fact, as I noted in my early discussions
of these issues, writers on these issues were
not consistent about the levels at which they
explored quantitative and qualitative research
(Bryman, 1984, 1988). While the discussion
sometimes operated at an epistemological
level, and as such was concerned with ‘meta-
theoretical assumptions’, it also sometimes
took place at a technical level. At this latter
level, the debate about quantitative and quali-
tative research was fundamentally concerned
with the technical merits and limitations
of each of the two approaches and the
research methods with which they tend to be
associated.

The distinction between epistemological
(along with ontological) and technical levels
of the debate is crucial from the point of view
of the paradigm wars and the prospects for
their resolution. At the epistemological and
ontological levels there is an incompatibility
of fundamental assumptions in terms of what
should be regarded as acceptable knowledge
and how society and its institutions should be
characterized (although some positions may

be more determinative with regard to research
approach than others). At the technical level,
the differences are more to do with the
character of the data generated by the research
methods associated with quantitative and
qualitative approaches and their relevance
to different kinds of research questions or
roles in the overall research process (Bryman,
2004).

THE RISE OF MIXED METHODS
RESEARCH

A crucial stage in the paradigm wars, and more
particularly in the production of some respite
in hostilities, has been the emergence of
mixed methods research. By mixed methods
research I am referring to research that com-
bines quantitative and qualitative research.
This has become the most common meaning
of the term (Tashakkori and Teddlie, 2003).
Of course, it is possible to mix quantitative
research methods and it is also possible to
mix qualitative research methods, so that
the mixing is within a quantitative or a
qualitative strategy. Indeed, each of these is
quite a common occurrence, but the term
‘mixed methods research’ tends to be used to
represent the mixing of research methods that
cross the quantitative-qualitative divide.

Mixed methods research should not be
regarded as a new approach, even though
some writers are characterizing it as a
third way of conducting social research
(e.g. Creswell, 2003). For example, Fine
and Elsbach (2000) have noted that some
of the early classics in social psychology
were notable for their employment of both
quantitative and qualitative methods. Such
classic studies as Marienthal (Jahoda et al.,
1972), a study of a community with a
high level of unemployment and originally
published in German in 1933, is a veritable
smorgasbord of data sources, some of which
are quantitative and some qualitative.

The early existence of mixed methods
studies might seem to be inconsistent with the
paradigm wars and their timing, as outlined
above. If there are early mixed methods
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classics such as these, can it make sense to
date the paradigm wars from the 1970s and
to associate the hostilities with the rise of
qualitative research? The answer resides in
large part in the rise of quantitative research
as the dominant approach to the collection and
analysis of data in the years after the Second
World War. While this research strategy was
especially dominant in North America, it held
sway in many other countries as well, such
as the UK. Qualitative research continued to
enjoy support and to be practised but it was
often regarded as unscientific and as merely
occupying a preparatory role for the conduct
of quantitative social research.

We can see such a perception if we briefly
examine the chapter headings of Methods in
Social Research, a key text published in 1952
by William Goode and Paul Hatt. This book
was significant for two reasons. First, it was
written by two leading figures in the field.
Both authors were distinguished American
social researchers who also had made signifi-
cant contributions to social research method-
ology and to substantive areas. Second, the
broad structure formed a kind of template
that many other research methods texts would
follow over the succeeding years.

Three things are striking about this chapter
layout. First, virtually the first third of the book
in terms of the number of chapters concerns
issues to do with the scientific method.
Not only are there references to science
and scientific method but we also see key
terms often associated with the approach —
references to facts, hypotheses, proof, and
testing. These activities were seen as the
very stuff of scientific method at the time.
Second, most of the following chapters are
based on the discussion of methods that
are associated with the implementation of
the scientific method in social research —
questionnaires, interviews, probability ideas
and sampling, and scaling. Third, there is just
one chapter — Chapter 19 — that includes a
discussion of methods that stand outside the
mainstream methods with their scientific con-
notations. This chapter covers the discussion
of qualitative research and the examination of
single cases. However, it is telling that unlike

other chapters presenting specific methods,
this one is about problems in qualitative and
case analysis. In other words, the chapter is
not just an exposition of these methods but a
critique of them as well. Even the chapter on
observation (Chapter 10) was not concerned
with observation of the participant observa-
tion kind but that associated with structured
observation — a quantitative approach to
observation. This brief examination of a key
text provides a small insight into the marginal
status of qualitative research in the past.

An interesting insight into this neglect
of qualitative research during these years
is provided by Savage’s (2005) examination
of the Affluent Worker studies conducted in
Luton in England in the 1960s (Goldthorpe
et al., 1966). In various reports of their
findings, the Affluent Worker researchers
emphasized findings that could be expressed
in statistical terms. These were findings that
reflected a high level of consistency between
coders. As a result, the authors tended to
ignore:

the more qualitative features of the interview and
concentrating on those aspects of the respondent’s
testimony which could be quantified ... In the
process, a huge amount of evocative material
was left ‘on the cutting room floor’. Having
gathered rich qualitative material, the researchers
then effectively stripped out such materials in favour
of more formal analytical strategies when they came
to write up their findings. (Savage, 2005: 932)

Savage observes that his re-analysis of
the qualitative data did not lead him to cast
doubt on the broad conclusions Goldthorpe
et al. proffered, such as their significant
findings concerning the prevalence of instru-
mentalism among a broad swathe of the
work force. However, there is evidence
from the transcripts and the field notes that
both the respondents and their interviewers
thought in different ways about class from
the researchers, especially David Lockwood,
who was a member of the team and a
prominent theorist of social stratification
in the 1960s. It is plausible that had the
researchers not been so clearly locked into
a quantitative research approach, they might
have taken the qualitative nuances in their data
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more seriously. The general point is that
Savage’s exercise sheds light on the relatively
low esteem in which qualitative research was
held at the time.

It is difficult and probably impossible to
chart the point that qualitative research came
out of the shadows and closer to the main-
stream, although it is questionable how far it
has entered the mainstream in North America.
From 1970 onwards, there is evidence of a
growing number of books (Filstead, 1970;
Schwartz and Jacobs, 1979). Journals with
a qualitative research emphasis began to
appear: Qualitative Sociology was started in
1978 and Urban Life and Culture (later named
Urban Life and then Journal of Contemporary
Ethnography) began life in 1972. The reasons
probably had a lot to do with a certain amount
of disillusionment in some quarters regarding
the utility of quantitative research and its out-
comes. Critiques of the quantitative research
orthodoxy like those written by authors like
Cicourel (1964) and Phillips (1971, 1973)
probably played a significant role in the rise
of qualitative research, although qualitative
research itself was not immune to their
critical gaze. Further, as previously suggested,
the growing awareness of theoretical ideas
and philosophical positions that offered an
alternative viewpoint to the positivist position
that was seen as the motor behind quantitative
research probably played a significant role
and almost certainly accounts for the way
in which quantitative and qualitative research
became entangled with philosophical issues.
Along with a growing awareness of theoretical
ideas and philosophical positions that offered
an alternative to positivism, it served to
legitimate the use of qualitative methods in the
face of the hegemony of quantitative research.

Thus, although there is evidence of ear-
lier generations of researchers combining
quantitative and qualitative research, the
emergence of the paradigm wars was a product
of the way in which philosophical issues
became attached to research methods and the
domination of social research by quantitative
research.

There is little doubt, as previously noted,
that there has been an increase in interest

in and use of mixed methods research.
I conducted a content analysis of articles
using a mixed methods approach covering the
period 1994-2003. This research is described
in Bryman (2006a) but one unreported
finding relevant to the present discussion is
that if we compare the number of articles
which combined quantitative and qualitative
research in 2003 with the number in 1994,
there was a threefold increase. However, it
would be wrong to depict the paradigm wars
as having totally come to an end. The growth
of mixed methods research may give the
impression that there has been an abatement
in the hostilities but that is not the case.

THE CONTINUED EXISTENCE OF
PARADIGM DISPUTES

In the rest of this chapter, I will draw attention
to three areas which suggest that there
are lingering signs of paradigm hostilities.
In other words, although mixed methods
research represents a sign that one of the
main cleavages in the paradigm wars has
been bridged, this is not to say that paradigm
disputes have been totally resolved. First,
it is important to appreciate that there are
fundamental differences within both quan-
titative and qualitative research. Insofar as
quantitative and qualitative research might
be described as paradigms, these represent
what could be termed ‘intra-paradigmatic
differences’. Second, there are some fairly
fundamental differences among social and
other researchers concerning how mixed
methods research should be viewed. Third,
there are signs in fields that are very adjacent
to social research that the dust has not settled
on the paradigm wars and that in fact there
are occasional paradigm skirmishes. Each of
these three areas will form the basis for the
remainder of this chapter.

Intra-paradigmatic differences

Quantitative research is sometimes viewed
as though it is a monolithic, undifferen-
tiated approach that is completely imbued
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with positivism. However, there is a growing
recognition of a post-positivist position that,
while it shares many of positivism’s basic
tenets, it differs in certain respects. Post-
positivism differs in its more accommodating
stance towards qualitative data, which are
given short shrift in traditional positivist
conceptions other than in a very limited role.
It typically shares with positivism the view
that there is a reality that is independent of
and external to the researcher but tends to
recognize that reality can only be understood
in a limited way because that understanding
derives from the researcher’s conceptual
tools. As such, post-positivism accommodates
many of the critiques of the positivist view of
science by recognizing that there cannot be
theory-neutral observation (Wacquant, 2003).

Further, there are fundamental differences
in some areas of social research, such as social
psychology, between those who prioritize
experiments and those who include non-
experimental research methods, such as the
sample survey, within their purview. For the
former, it is not possible in non-experimental
research unambiguously to attribute causality
to relationships between variables, whereas
the second group accepts that causal impacts
can be gleaned through statistical controls.
As an example of the former position, an
experimentalist writes:

For strict experimentalists, factors that differentiate
participants (e.g., sex, gender, religion, 1Q, per-
sonality factors), and other factors not under the
control of the researcher (e.g., homicide rates in
Los Angeles), are not considered independent and
thus are not interpreted causally. However, in some
research traditions, variables under experimental
control sometimes are suggested as causes. ...
Owing to the possibility of ... third-variable causes,
causal inferences based on correlational studies are
best offered tentatively. (Crano, 2004: 484)

It is precisely for this reason, that a hier-
archy of research methods is sometimes
presented which implies that evidence from
experimental studies is or should be at the
top after systematic reviews of experiments
(Becker and Bryman, 2004: 57). Arguably,
the ‘research traditions’ (to use Crano’s term)

associated with experimentalists and non-
experimentalists do not warrant the appel-
lation ‘paradigms’. On the other hand, they
do reflect a fundamental difference in the
degree to which a strict positivist position
should be followed and what value can
and cannot be placed on non-experimental
investigations. Such considerations also elide
with disciplinary contexts, in that a view like
Crano’s is more likely to be associated with a
discipline like psychology which has a strong
inclination towards experiments.

However, there are even more intra-
paradigmatic differences within qualitative
than within quantitative research. A glance at
the latest edition of the Handbook of Quali-
tative Research (Denzin and Lincoln, 2005b)
displays an extraordinary and apparently
growing diversity of approaches within the
qualitative research community. At one point
in the volume, Denzin and Lincoln (2005a: 24)
outline a table that presents this diversity.
They delineate several paradigms (their term)
that share three features —relativist ontologies,
interpretivism at the epistemological level,
and interpretive and naturalistic methods.
They then outline several paradigms that
share these three criteria but differ in other
fundamental ways, including constructivism,
feminism, ethnic, Marxist, cultural studies and
queer theory.

Other writers have drawn attention to
additional basic differences among qualitative
researchers. Charmaz (2000, 2005) discusses
a basic difference between objectivist and
constructivist stances within expositions of
and studies using grounded theory. Whereas
the former is founded on the assumption
that there is an ‘external world that can be
described, analyzed, explained, and predicted’
(2000: 524), a constructivist grounded theory
‘recognizes that the viewer creates the data
and ensuing analysis through interaction with
the viewed’ (2000: 523). A further fundamen-
tal difference between forms of or approaches
to qualitative research centres on the approach
to the use of language. Much qualitative
research treats language as a mechanism
for understanding the social world, so that
interviewees’ replies are treated as a means
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of understanding the topics about which they
are asked questions. For researchers working
within traditions like conversation analysis
and discourse analysis, language is a topic in
its own right. It is viewed as constitutive of
social reality and is a form of action in its own
right, not simply a window on action. Given
these different stances on the role of language
in social research, it is not too fanciful
to suggest that they represent paradigmatic
differences in the ways in which social
reality should be apprehended. For example,
the conversation analyst’s disinclination to
take context, as identified by researchers,
into account in examinations of talk is in
stark contrast to the significance of context
for many qualitative researchers (Schegloff,
1997). For example, Morse (2001) talks
about evidence of a degree of ‘paradigm
asynchronicity’ when referring to the rise of
a debate within qualitative research implying
that approaches like grounded theory and
narrative analysis are less rigorous than
conversation analysis.

Differences in positions on mixed
methods research

Mixed methods research has attracted a
variety of positions on its prospects and on
what it can and cannot achieve. Some writers
have been extremely resistant to the idea
that quantitative and qualitative research
might be combined. Smith and Heshusius
(1986) have provided one of the strongest
and clearest statements of such resistance.
These authors argue that treating quantitative
and qualitative research as compatible and
therefore as combinable neglects the fact that
they are based on fundamentally different
and irreconcilable foundations. Theirs is an
example of what I have referred to as the
‘paradigm argument’, which stresses the dif-
ferences between quantitative and qualitative
research in terms of foundational assumptions
about the nature of knowledge rather than
in terms of technique (Bryman, 2004).
The paradigm argument rests upon another
argument which is often employed in such
discussions. This is the ‘embedded methods’

argument which depicts research methods
as associated with a set of epistemological
assumptions. A research method is thus a
cipher for underlying philosophical ideas.
Smith and Heshusius write:

This disregard of assumptions and preoccupation
with techniques have had the effect of transforming
qualitative inquiry into a procedural variation of
quantitative inquiry. ... That certain individual
procedures can be mixed does not mean that there
are no differences of consequence. (1986: 8, 9)

This is in reality a re-statement of the bases
on which the paradigm wars were waged.
It depicts two irreconcilable sides, so that no
fraternizing with the enemy is legitimate.

In recent years, this position on mixed
methods research has become less frequently
voiced and in its place an attitude of
pragmatism has permeated the field. Initially,
this sense of a pragmatist position was
most often in evidence in the more applied
fields in the social sciences, such as eval-
vation research. Indeed, practitioners from
such fields have been especially prominent
advocates of and writers on mixed methods
research (e.g. Greene et al.,, 1989). Essen-
tially, the pragmatist position either ignores
paradigmatic differences between quantita-
tive and qualitative research or recognizes
their existence but in the interests of exploring
research questions with as many available
tools as possible, it shoves them to the
side. For example, Maxcy (2003: 79) argues
that pragmatism ‘seems to have emerged
as both a method of inquiry and a device
for the settling of battles between research
purists and more practical-minded scientists.
The point about pragmatism is that in place
of an emphasis on philosophical issues and
debates that were a feature of the paradigm
wars and which were the province of the
‘research purists’ to which Maxcy refers,
issues to do with the mixing of methods
become matters of technical decisions about
the appropriateness of those methods for
answering research questions. Issues to do
with the appropriateness of research methods
for answering research questions or ensuring
continuing funding in the modern competitive
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academic environment became the criteria for
judging the desirability or otherwise of mixing
methods, rather than philosophical principles.

In 2003, I interviewed 20 UK social
scientists who were known to be mixed
methods research practitioners. The details
of this research can be found in Bryman
(2006b). The pragmatist stance was very
much in evidence among these researchers.
In the words of one of my interviewees:
‘So we’ve taken that pragmatic decision
to do it that way because that’ll generate
something that either method, standing alone,
is not gonna give us’ (quoted in Bryman,
2006b: 117). Another referred to the fact
that he/she was located in an entrepreneurial
research centre where ‘there’s always been
so much more of a pragmatic approach to
doing things’ (quoted in Bryman, 2006b: 117).
On other occasions, it was striking that
although the term ‘pragmatism’ was not
employed, it could be clearly discerned in
interviewees’ replies. One interviewee replied
that the crucial issue was:

attempting to better understand what it is you're
trying to understand, and in that way, you then have
to ask how appropriate are the sorts of methods I'm
using and are they going to give me the information
to understand what it is I'm researching? (Quoted
in Bryman, 2006b: 117)

Further evidence of the sidelining of philo-
sophical issues among many mixed methods
researchers is that the previously mentioned
content analysis revealed that only 6 percent
of the 232 articles examined referred to episte-
mological or ontological issues or to paradigm
conflicts in the combined use of quantitative
and qualitative research (Bryman, 2006a).
The coding of this dimension required only
amention of these issues; it was not concerned
with the way in which the issue was couched.
Thus, the coding was neutral about whether
paradigm issues were depicted in articles as
impeding or irrelevant to the combination
of the mixing of quantitative and qualitative
research. This finding provides further sug-
gestion that mixed methods researchers adopt
a pragmatic view of the research process that

prioritizes finding out whatever is needed to
address the researcher’s objectives.

As such, there would seem to be two
distinct stances on mixed methods research:
one which emphasizes paradigm differences
between quantitative and qualitative research
and which stresses their incompatibility, and
another which emphasizes a pragmatist posi-
tion of depicting research as using whichever
research methods are most appropriate regard-
less of the supposed epistemological location.
These might usefully be labelled the paradig-
matic and pragmatic stances on the prospects
of doing mixed methods research, although
these do not exhaust the range of possibilities
(Greene and Caracelli, 1997).

The growth of mixed methods research has
to a significant extent occurred because the
pragmatic stance became ascendant in the
years after Smith and Heshusius articulated
their views, although it is important to
appreciate that similar views continued to be
expressed (e.g. Buchanan, 1992). However,
the very surge of interest in doing mixed
methods research has been accompanied by
assessments of its prospects and potential.
One of the themes that can be discerned among
these appraisals is some recourse to paradig-
matic arguments. Three examples can be used
to illustrate this point. Sale et al. (2002)
write that because they represent different
paradigms with contrasting epistemologi-
cal positions, quantitative and qualitative
research involve the study of different phe-
nomena and therefore cannot be compared.
This means that they cannot be used for
exercises like triangulation of findings, but
can be employed to study complementary
issues. This argument does not represent an
outright rejection of mixed methods research
at all, but it does imply that there are limits to
its use. A second example is Giddings’ (2006)
suggestion that mixed methods research ‘is
positivism dressed in drag’. As she puts it:
‘mixed methods dwells within positivism;
the ‘thinking’ of positivism continues in the
‘thinking’ of mixed methods. ... [It] rarely
reflects a constructionist or subjectivist view
of the world’ (2006: 200). The point here is
very consistent with Smith and Heshusius’s
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concerns in that Giddings is arguing that in
the service of mixing methods, qualitative
research becomes what they called in the
quotation above a ‘procedural variation’ of
quantitative research. The concern here seems
to be that by colonizing qualitative research,
mixed methods research may marginalize
philosophical traditions that have come to the
fore in recent years and which have drawn
significantly on qualitative methods (e.g. crit-
ical approaches, interpretivism). A similar
kind of concern has been expressed by Howe
(2004) who argues that in mixed methods
research, qualitative methods have become
adjuncts to quantitative ones. He suggests that
such research is founded on the same episte-
mological principles as quantitative research
and argues for mixed methods research that
draws explicitly on interpretivism. We see
here a clear example of a paradigmatic stance
on mixed methods research.

The point of this brief discussion of these
views that are critical of the use of mixed
methods research is that they imply that
paradigmatic views of the approach have
not gone into abeyance and indeed may be
involved in something of a renaissance in
response to its growing prominence. What we
see here as well is a suggestion that the
paradigm wars are not over or that clashes
continue even when a truce has been declared.

Paradigm wars in applied fields

It is very striking that, as previously noted,
applied fields like evaluation research and
nursing research have been very receptive to
mixed methods research, as can be seen when
the contents of the Handbook of Mixed
Methods in Social and Behavioral Research
(Tashakkori and Teddlie, 2003) are exam-
ined. However, at the same time, some
applied fields continue to provide something
of a battleground in which clashes akin to the
paradigm wars can be encountered.

One of the most prominent forms of what I
am suggesting here is the rise of systematic
review in areas that overlap with social
research, such as health research, educa-
tion, social policy research, and organization

studies. In these fields, systematic review is
sometimes promoted as a yardstick for con-
ducting literature reviews and, as previously
noted, is often regarded as occupying the top
spot in hierarchies of evidence in fields like
social policy research (Becker and Bryman,
2004). It has emerged out of medical research,
where it has been used to inform evidence-
based medical decision-making. In this field,
meta-analyses of trials and other kinds of
investigation have become gold standards on
which important decisions rest. Systematic
review draws on and incorporates many of
the insights and procedures with which meta-
analysis is associated. Indeed, it is to all intents
and purposes a form of systematic review.
Systematic review has been defined as:
‘a replicable, scientific and transparent pro-
cess, in other words a detailed technology,
that aims to minimize bias through exhaustive
literature searches of published and unpub-
lished studies and by providing an audit trail
of the reviewer[’]s decisions, procedures and
conclusions’ (Tranfield et al., 2003: 209).
Systematic review begins with an explicit
statement of the purpose of the review and
specifies the criteria by which studies are
to be included in the review. The issue of
criteria operates on at least two levels. One is
that the criteria should specify such things
as the limits in terms of geography and
time. The other is that the reviewer should
specify quality criteria, that is, that only
research that meets the pre-set criteria should
be included in the review. This has become one
of the most contentious areas of systematic
review because it has sometimes been viewed
as discriminating against the inclusion of
qualitative studies within its purview, because
they cannot meet the criteria that are specified
which presume that the studies derive from
quantitative research. Further, qualitative
research, until fairly recently, has been viewed
as less obviously capable of synthesis than
quantitative research. These features have
resulted in considerable interest since the
late 1990s in the development of quality
criteria for qualitative studies to inform
their inclusion or exclusion from systematic
reviews and of approaches to aggregating
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qualitative studies. The issue of synthesizing
qualitative studies has been explored in terms
of both aggregating qualitative studies with
quantitative ones and aggregating qualitative
studies in domains where most of the literature
draws on qualitative evidence.

Two things are relevant to the discussion
of the supposed termination of the paradigm
wars. One is that the systematic review
approach is very much predicated upon
principles that can be traced to a quantitative
research stance and its association with pos-
itivism. These principles include an empha-
sis on: transparency, replicability, and the
application of apparently neutral procedures.
These principles can then be deployed against
conventional reviews to suggest that they are
lacking in rigour and are biased. For example,
Tranfield et al. write: ‘applying specific
principles of systematic review methodology
used in the medical sciences to management
research will help in counteracting bias by
making explicit the values and assumptions
underpinning a review’ (2003: 208). There
is a glimpse in these discussions of the
remnants of paradigm war issues or at least the
potential for them. For example, Hammersley
has argued that systematic review ‘assumes
the superiority of what ... can be referred
to as the positivist model of research’
(2001: 544). Much like in qualitative research,
the reviewer is almost seen as a contaminant
whose biases and predilections have to be
minimized. Hammersley also observes that
evidence is not typically presented to suggest
that systematic reviews are superior to non-
systematic (increasingly called ‘narrative’)
reviews. Instead, narrative reviews are con-
demned by innuendo — they are not system-
atic, they do not use explicit procedures, etc.

Hammersley (2001) also argues that it is not
easy to see how qualitative studies fit with a
systematic review approach. In fact, one of the
most notable aspects of the discussion of sys-
tematic reviews in the social sciences since he
wrote this article is the growing discussion of
ways of making qualitative research amenable
to systematic review. As previously noted, this
includes developing quality criteria specifi-
cally for qualitative studies and mechanisms

for synthesizing such studies. However, at
the time of writing there has been no
agreement about either of these areas. Instead,
there has been a proliferation of attempts
to specify quality criteria for qualitative
research, both within and beyond the context
of systematic review (Bryman, 2006b; Dixon-
Woods et al., 2004; Spencer et al., 2003).
Also, several approaches to synthesis have
been promoted but there is little consensus
about which to use or when (Sparkes, 2001).
The approaches include: meta-ethnography;
content analysis; and critical interpretive
synthesis (Dixon-Woods et al., 2006; Mays
et al., 2005). In itself, the lack of agreement
concerning how qualitative studies can best
be incorporated into systematic reviews is
not a problem. However, it does make it
difficult for qualitative researchers to acquire
legitimacy beyond the qualitative research
community for their literature reviews. This is
not unlike the situation that pertained in
the early years of the paradigm wars when,
from the point of view of many qualitative
researchers, quantitative researchers were
perceived as defining what constituted an
appropriate approach to the research process.

What is not clear is how far the predilection
for systematic reviews will diffuse beyond the
applied fields where it has been especially
promoted. Systematic review works best
when research questions are of the ‘what
works?’ kind but in less applied fields this kind
of research question is uncommon or unlikely.
The main point that is being registered at
this juncture is that the creation of a contrast
between systematic and narrative reviews,
along with the problems of incorporating
qualitative studies into the former, reveals
vestiges of issues that were long associated
with the paradigm wars.

A further example of a resurgence of
paradigm hostilities can be found in educa-
tional research. In this field, there has been
a recognition in both the USA and the UK
that there have been attempts to restrict the
acceptability of empirical research to just
studies that conform to what is taken to be
scientific research. Feuer et al. (2002) note
that in the context of educational research
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in the USA, ‘scientifically based research’
has become a watchword for what is to
be treated by government departments as
valid and acceptable knowledge. The authors
counted no fewer than 111 references to the
term in the No Child Left Behind Act of
2001. Scientifically based research perhaps
unsurprisingly rests on the same or at least
similar principles to those that have long
been held among quantitative researchers in
the social sciences. As Hodkinson (2004)
notes, this valorization of a set of epistemo-
logical principles means that methodological
procedures associated with certain research
methods come to be seen as the ones most
likely to generate acceptable knowledge.
A similar kind of stance could be discerned
in the UK in the Tooley report (Tooley with
Darby, 1998). This report provided a critique
of much educational research in the UK
largely using principles associated with quan-
titative research to criticize qualitative studies.
These discussions have caused considerable
consternation among educational researchers
and others working within a qualitative
research tradition (e.g. Hodkinson, 2004;
Lather, 2004; Ryan and Hood, 2004). The
subtext of much of this discussion is to argue
against the tendency to attach greater value to
a set of methodological principles and to carve
out some space for qualitative investigations
in the face of a perceived hostility.

As Hammersley has acknowledged, the
creation in the education field of an ortho-
doxy around so-called scientific research
principles ‘may amount to a new round in
the paradigm wars’ (2005: 141). However,
Hammersley writes that it is doubtful whether
this means that a period of paradigm peace
has been shattered because there have been
other paradigmatic battles. He mentions the
battle over postmodernism as one such area.
This is an important point. It is easy to
view the paradigm wars purely in terms of
quantitative and qualitative research and their
various synonyms. However, these were never
the only ways of conceiving of paradigm
conflicts. It is worth recalling that in Burrell
and Morgan’s (1979) scheme there were four
paradigms and only two of these mapped

onto the quantitative-qualitative distinction.
In many fields, the existence of a critical
paradigm, as noted by Denzin and Lincoln
(2005b) and mentioned above, has been a
constant companion to the quantitative and
qualitative ones (see, for example, Deetz,
1996). While critical studies tend to be
associated with qualitative approaches, this
need not be so (Morrow and Brown, 1994).

CONCLUSION

In this chapter, I have sought to outline
the grounds on which it is sometimes
claimed that the paradigm wars have come to
an end. At a superficial level, there has been
something of a lessening of hostilities around
the quantitative-qualitative divide. At this
level, the rise of mixed methods research and
a commitment to pragmatism would seem to
act as a high-profile indicator of this détente.
However, the evidence that the paradigm
wars have come to an end can be countered
with some trends that point in the opposite
direction. I have mentioned three areas that
suggest this: the continued presence of intra-
paradigmatic differences; the existence of
different stances on mixed methods research;
and signs of paradigm wars in applied fields
that are adjacent to social research. Thus, even
the rise of mixed methods research has not
brought the paradigm wars to an end, although
it may have lessened the mutual hostility.
The issue then becomes does the continued
presence of paradigm divergences matter?
Some social scientists may feel uncomfortable
about the lack of resolution to some of the
main debates in the area of social research
methodology. For others, the existence of
competing paradigmatic positions is a cause
for celebration and offers the opportunity to
examine the social world through different
lenses. Such a stance may reflect the way
in which although postmodernism is often
regarded as having lost its potency as a force
within social theory, its influence still lingers
in diverse ways (Bloland, 2005). It may
be that postmodernism’s commitment to the
co-presence of different ways of viewing the
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world and the diffusion of constructivist ideas
has resulted in a greater tolerance of such
paradigm diversity.

ACKNOWLEDGEMENTS

I wish to thank Martyn Hammersley for
discussions of some of these issues as well as
for his comments on this chapter. His ideas
greatly helped to sharpen my thoughts on
many of these topics, although I alone am
responsible for the deficiencies in this chapter.
I also wish to thank the Economic and
Social Research Council for funding the
research project ‘Integrating quantitative and
qualitative research: prospects and limits’
(Award number H333250003) which made
possible the research on which parts of this
chapter are based.

REFERENCES

Becker, S. and Bryman, A. 2004. Understanding
Research for Social Policy and Practice. Bristol: Policy
Press.

Bloland, H.G. 2005. ‘Whatever happened to post-
modernism in higher education?’ Journal of Higher
Education 76: 121-150.

Brannen, J. 2006. ‘Mixed Methods Research: A Discus-
sion Paper’ NCRM Methods Review Papers: ESRC
National Centre for Research Methods.

Bryman, A. 1984. 'The debate about quantitative
and qualitative research: a question of method
or epistemology?’ British Journal of Sociology
35: 75-92.

Bryman, A. 1988. Quantity and Quality in Social
Research. London: Unwin Hyman.

Bryman, A. 2004. Social Research Methods. Oxford:
Oxford University Press.

Bryman, A. 2006a. 'Integrating quantitative and
qualitative research: how is it done?’ Qualitative
Research 6: 97-113.

Bryman, A. 2006b. 'Paradigm peace and the implications
for quality’. International Journal of Social Research
Methodology 9: 111-126.

Buchanan, D.R. 1992. ‘An uneasy alliance: combin-
ing qualitative and quantitative research’. Health
Education Quarterly 19: 117-135.

Burrell, G. and Morgan, G. 1979. Sociological Paradigms
and Organisational Analysis. London: Heinemann.

Charmaz, K. 2000. ‘Constructivist and objectivist
grounded theory" in Denzin, N.K. and Lincoln, Y.S.
(eds.) The Sage Handbook of Qualitative Research.
Thousand Oaks, CA: Sage.

Charmaz, K. 2005. ‘Grounded theory in the 2 1st century’
in Denzin, N.K. and Lincoln, Y.S. (eds.) The Sage
Handbook of Qualitative Research. Thousand Oaks,
CA: Sage.

Cicourel, A.V. 1964. Method and Measurement in
Sociology. New York: Free Press.

Crano, W.D. 2004. ‘Independent variable in experimen-
tal research” in Lewis-Beck, M.S., Bryman, A. and
Liao, T.F. (eds.) The Sage Encyclopedia of Social
Science Research Methods (Vols. 1-3). Thousand
Oaks, CA: Sage, pp. 483—-4.

Creswell, J.W. 2003. Research Design: Qualitative,
Quantitative, and Mixed Methods Approaches.
Thousand Oaks, CA: Sage.

Deetz, S. 1996. 'Describing differences in approaches
to organizational science: rethinking Burrell and
Morgan and their legacy’. Organization Science
7:191-207.

Denzin, N.K. and Lincoln, Y.S. 2005a. ‘Introduction:
the discipline and practice of qualitative research’
in Denzin, N.K. and Lincoln, Y.S. (eds.) The Sage
Handbook of Qualitative Research. Thousand Oaks,
CA: Sage.

Denzin, N.K. and Lincoln, Y.S. 2005b. The Sage
Handbook of Qualitative Research. Thousand Oaks,
CA: Sage.

Dixon-Woods, M., Cavers, D., Agarwal, S,
Annandale, E., Arthur, A., Harvey, J., Hsu, R,
Katbamna, S., Olsen, R., Smith, L.K. and Sutton, A.J.
2006. 'Conducting a critical interpretive synthesis of
the literature on access to healthcare by vulnerable
groups'. BMC Medical Research Methodology 6: 35.

Dixon-Woods, M., Shaw, R.L., Agarwal, S. and Smith,
JLA. 2004. 'The problem of appraising qualitative
research’. Quality and Safety in Health and Social Care
13:223-225.

Feuer, M.J., Towne, L. and Shavelson, R.J. 2002.
‘Scientific culture and educational research’. Educa-
tional Researcher 31: 4-14.

Filstead, W.J. 1970. Qualitative Methodology: First-
hand Involvement with the Social World. Chicago:
Markham.

Fine, G.A. and Elsbach, K.D. 2000. ‘Ethnography and
experiment in social psychological theory building:
tactics for integrating qualitative field data with
quantitative lab data’. Journal of Experimental Social
Psychology 36: 51-76.

Gage, N. (1989). ‘The paradigm wars and their
aftermath: a 'historical sketch of research on teaching
since 1989'". Fducational Researcher 18: 4-10.



THE END OF THE PARADIGM WARS? 25

Giddings, L.S. 2006. 'Mixed-methods research: posi-
tivism dressed indrag?’ Journal of Research in Nursing
11:195-203.

Goldthorpe, J.H., Lockwood, D., Bechhofer, F. and
Platt, J. 1966. The Affluent Worker: Industrial
Attitudes and Behaviour. Cambridge: Cambridge
University Press.

Goode, W.J. and Hatt, P.K. 1952. Methods in Social
Research. New York: McGraw-Hill.

Greene, J.C. and Caracelli, V.J. 1997. 'Defining and
describing the paradigm issue in mixed-method
evaluation’ in Greene, J.C. and Caracelli, V..
(eds.) Advances in Mixed-Method Evaluation: The
Challenges and Benefits of Integrating Diverse
Paradigms. San Francisco: Jossey-Bass.

Greene, J.C., Caracelli, V.J. and Graham, W.F. 1989.
"Toward a conceptual framework for mixed-method
evaluation designs’. Educational Evaluation and
Policy Analysis 11: 255-274.

Hammersley, M. 1984. 'The paradigmatic mentality:
a diagnosis’ in Barton, L. and Walker, S. (eds.)
Social Crisis and Educational Research. London:
Croom Helm.

Hammersley, M. 1992. ‘The paradigm wars: reports from
the front". British Journal of Sociology of Education
13:131-143.

Hammersley, M. 2001. 'On ‘systematic’ reviews of
research literatures: a ‘narrative’ response to Evans &
Benefield'. British Educational Research Journal
27: 543-554.

Hammersley, M. 2005. ‘Countering the ‘new ortho-
doxy’ in educational research: a response to Phil
Hodkinson'. British Educational Research Journal
31: 139-155.

Hodkinson, P. 2004. 'Research as a form of work:
expertise, community and methodological objectiv-
ity'. British Educational Research Journal 30: 9-26.

Howe, K.R. 2004. ‘A critique of experimentalism’.
Qualitative Inquiry 10: 42—61.

Jahoda, M., Lazarsfeld, P.F. and Zeisel, H. 1972.
Marienthal: the Sociography of an Unemployed
Community. London: Tavistock.

Kuhn, T.S. 1970. The Structure of Scientific Revolutions.
Chicago: University of Chicago Press.

Lather, P. 2004. 'Scientific research in education: a
critical perspective’. British Educational Research
Journal 30: 759-772.

Maxcy, S.J. 2003. 'Pragmatic threads in mixed methods
research in the social sciences: the search for multiple
modes of enquiry and the end of the philosophy of
formalism’ in Tashakkori, A. and Teddlie, C. (eds.)
Handbook of Mixed Methods in Social and Behavioral
Research. Thousand Oaks, CA: Sage.

Mays, N., Pope, C. and Popay, J. 2005. 'Systematically
reviewing qualitative and quantitative evidence to
inform management and policy-making in the health
field". Journal of Health Services Research and Policy
10: S6-520.

Morrow, R.A. and Brown, D.D. 1994. Critical Theory and
Methodology. Thousand Oaks, CA: Sage.

Morse, J.M. 2001. ‘A storm in an academic teacup'.
Qualitative Health Research 11: 587-588.

Oakley, A. 1999. 'Paradigm wars: some thoughts on a
personal and public trajectory”. International Journal
of Social Research Methodology 2: 247-254.

Phillips, D.L. 1971. Knowledge from What? Theories and
Methods in Social Research. Chicago: Rand McNally.

Phillips, D.L. 1973. Abandoning Method. San Francisco:
Jossey-Bass.

Ryan, K.E. and Hood, L.K. 2004. ‘Guarding the castle and
opening the gates'. Qualitative Inquiry 10: 79-95.
Sale, J.E.M., Lohfeld, L.H. and Brazil, K. 2002. 'Revisiting
the gquantitative-qualitative debate: implications for
mixed-methods research’. Quality and Quantity

36: 43-53.

Savage, M. 2005. ‘Working-Class identities in
the 1960s: revisiting the Affluent Worker study’.
Sociology 39: 929-946.

Schegloff, E.A. 1997. 'Whose text? Whose context?’
Discourse and Society 8: 165—187.

Schwartz, H.D. and Jacobs, J. 1979. Qualitative
Sociology: A Method to the Madness. New York: Free
Press.

Smith, J.K. and Heshusius, L. 1986. 'Closing down the
conversation: the end of the quantitative-qualitative
debate among educational researchers’. Educational
Researcher 15: 4-12.

Sparkes, A. 2001. 'Myth 94: qualitative health
researchers will agree about validity’. Qualitative
Health Research 11: 538-552.

Spencer, L., Ritchie, J., Lewis, J. and Dillon, L. 2003.
Quality in Qualitative Evaluation: A Framework for
Assessing Research Evidence. London: Government
Chief Social Researcher’s Office.

Tashakkori, A. and Teddlie, C. 2003. Handbook of Mixed
Methods in Social and Behavioral Research. Thousand
Oaks, CA: Sage.

Tooley, J. and Darby, D. 1998. Educational Research:
A Critique. London: Ofsted.

Tranfield, D., Denyer, D. and Smart, P. 2003. ‘Towards
a methodology for developing evidence-informed
management knowledge by systematic review'.
British Journal of Management 14: 207-222.

Wacquant, L.J.D. 2003. 'Positivism’ in Outhwaite, W.
(ed.) The Blackwell Dictionary of Modern Social
Thought. Oxford: Blackwell.



The History of Social
Research Methods

Not only theories but also methods change in
the course of history and these changes have
had consequences for what is known about
societies. However, less attention is paid to
the history and formation of research methods
than to the history of theoretical ideas and the
thinking of key scholars (Platt, 1996: 1). There
has also been a related tendency to discuss
methods and methodological issues on a rather
abstract and philosophical level, instead of
studying what has actually been done.

In this chapter my aim is to briefly
outline the history of social research methods
on the basis of earlier accounts of that
history. I try to cover the wide-ranging and
incoherent histories of both quantitative and
qualitative research methods. The focus is
unavoidably but regrettably in the Anglo-
American traditions. The Anglo-American
social research is often a starting point
that is taken for granted (Alasuutari, 2004).
To compensate the brevity of this text an
extensive listing of references in the history
of social research methods is provided.

Marja Alastalo

In this chapter social research is understood
as empirical research on the society that can
also be conducted in other institutions than
universities!. By the concept of ‘method’ I
refer to techniques of gathering and analyzing
data. I also make an analytical distinction
between ‘a method of data collection’ and
‘amethod of analyzing data’, because changes
in the methods of data collection and the
methods of analysis have not occurred
simultaneously. Textbooks also often focus
on either specific methods of gathering data
(e.g. Gubrium & Holstein, 2002; Kvale,
1996) or methods of analysis (Hardy &
Bryman, 2004) and they may contain different
sections for each (Denzin & Lincoln, 2000a).
Methodology is often understood and defined
as a normative attempt to find and discuss
‘the good and the bad practices’. However,
here methodology is understood as a research
performed on research methods. ‘Sociologists
study man in society; methodologists study
the sociologist at work’ (see Lazarsfeld,
1993a: 236).



THE HISTORY OF SOCIAL RESEARCH METHODS 27

VARIATIONS IN THE HISTORY OF
SOCIAL RESEARCH METHODS

The history of social research methods has
been told in many ways and with different
emphases for different purposes. Basically
two types of histories can be found: in addition
to actual studies on the history of methods,
method textbooks, for instance, contain histo-
ries of methodological development that aim
at legitimating the writers’ own approaches.
Research on the history of research methods
has been rare compared with the numerous
brief accounts in method textbooks.

A comprehensive history of social research
methods is still unwritten because social
research is fractured and exercised in various
disciplines and on all continents. Even the
most extensive histories have concentrated on
one country and on a certain period of time
(e.g. Bulmer, 1985; Kent, 1981; Oberschall,
1965; Platt, 1996, 2006b). In most cases,
historical research on methods has focused
on a limited period prior to the 1960s, which
means that very little research has been
conducted on the second half of the twentieth
century. According to Jennifer Platt there
is a shortage of serious historical work on
empirical research and its methods since the
1930s (Platt, 1996: 4).

A great deal of the historical research has
focused on the rise of statistical thinking
and the formation of survey research. History
and formation of qualitative methods is
less studied than the history of survey
methods, although a number of articles have
also been written on the developments in
qualitative methods (e.g. Platt, 1983, 1986,
2002; Vidich & Lyman, 1994)2. Historical
overviews of some quite prominent subfields
of qualitative research — such as ethnog-
raphy and feminist research — still remain
unwritten.

The emergence of qualitative research
methods is often told in the textbooks on
qualitative methods (e.g. Bogdan & Taylor,
1975; Denzin & Lincoln, 2000). The stories
of the emergence are sometimes called origin
myths. In an origin myth the method at
hand is told a glorious history. These origin

myths typically cover a long time-span. Thus,
for instance qualitative methods are often
said to stem from Max Weber’s thinking
and the Chicago School. This story has been
disproved by showing that actually there was
no continuity from Weber to the Chicago
school (Platt, 1983). Another characteristic
feature of an origin myth of qualitative
methods is that the writer’s own approach
is contrasted to the claimed weaknesses
of quantitative methods that are criticized
for not being able to tackle the current
challenges>.

The histories of social research methods
are not written in a vacuum, but always in a
specific temporary-spatial context. The con-
current methodological disputes, controver-
sies and conflicts have often guided the choice
of focus in the histories of research methods.
Despite the good intentions of the author
there is always the possibility of a teleological
interpretation and overdetermination of the
course of history. That is why past events are
inevitably seen to lead to the current state
of art: ‘It is observable that much writing
about the history of sociology (...) starts
from the moving frontier of contemporary,
and works forward to it from ancestors
chosen for their perceived contemporary
relevance’ (Platt, 1996: 3). Another tendency
has been to narrate the history of a discipline
as a progress narrative, where science is
assumed to develop through successive and
increasingly comprehensive paradigms (see
Alasuutari, 2004)*.

AN OUTLINE OF THE HISTORY OF
SOCIAL RESEARCH METHODS

The roots of social research methods go
back to the seventeenth century, when evi-
dence based science started to take shape
(see e.g. Oakley, 2000: 73-160). It is often
claimed that the rise of capitalism with the pro-
cesses of urbanization and industrializations
gave impetus for empirical social research.
A special need for knowledge of society is
said to have arisen. ‘Almost the very day on
which the European feudal order suffered its
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first political defeat became the birthday of the
first sociographic study’ (Zeisel, 2002: 100).

In the following, the history of social
research will be reviewed from the beginning
of the twentieth century to the turn of the
millennium. My aim is to trace both the
continuities and discontinuities and to present
an outline of the history, drawing on earlier
research.

The methods of social research
before the First World War

A prehistory of qualitative methods has not
been traced to the same extent as the prehistory
of the survey, and especially the formation
of ideas that led to the rise of modern
statistics and statistical institutions, which
have been carefully studied (Hojer, 2001;
Lazarsfeld, 1977; Porter, 1986; Stigler, 1986;
Zeisel, 2002). Also the history of empirical
social research and the formation of social
survey from the end of the nineteenth century
to the First World War in particular are
outlined in several countries (Abrams, 1981;
Converse, 1987, 11-53; Kent, 1981,1985;
Marsh, 1982; Oberschall, 1965; Young, 1949).
With few exceptions (e.g. Converse, 1987;
Young, 1949) these histories discuss the
course of events in Europe, as the roots
of empirical social research actually lie in
Europe, not America:

All European countries have conducted empirical
social research for nearly 200 years. As a matter
of fact, many of the techniques which are now
considered American in origin were developed in
Europe 50 or 100 years ago and then they were
exported from the United States after they had been
refined and made manageable for use on a mass
scale. (Lazarsfeld, 1965: v.)

The pioneer surveys in Britain and
Germany dealt with poverty and the material
and moral living conditions among working
class and agricultural labour (Oberschall,
1965: 3). The aim was to provide infor-
mation on contemporary social problems.
The pioneers of social survey had various
backgrounds from non-academics, such as
Charles Booth and Seebohm Rowntree, to
the classics of sociology such as Max Weber,

who also conducted a considerable amount
of empirical research during his career
(Lazarsfeld, 1993b: 283-298).

The pioneers did not aim at testing theories
but collecting facts and sometimes also
changing the state of affairs. At that time
even the idea of collecting empirical material
on ordinary people for research was novel.
The early studies were influenced by various
Christian, philanthropic and socialist ideas but
also scientific ideas from statistics to national
economy. The social reforms suggested by
Booth and his successors are often interpreted
as early steps taken towards the welfare
state. In these interpretations the divergent
suggestions — such as the segregation of
the casual poor to ‘labour colonies’ and the
loafers to detention centres — are forgotten
(Kent, 1985: 55).

The early social survey in America was
influenced by the European counterpart and
at least one part of it has been defined
as a social movement ‘dedicated to putting
science (...) in the service of social reform’
(Converse, 1987: 21). In addition to the social
surveys in the United States, election and
opinion polls also started to evolve very early
(Hoinville, 1985: 106). So, the new ideas
of studying and describing the society were
applied and advanced by various actors and
for various interests.

Neither the methods of data collection nor
the methods of analysis in the pioneer surveys
meet the definition of the modern survey.
The data collected in the early surveys can be
considered miscellaneous because structured
questionnaires were not yet an established
mode of data collection. For example Booth,
with his assistants, ‘used a variety of meth-
ods, consulting existing statistics, conducting
interviews with informants, and making
countless observations of real conditions’
(Converse, 1987: 15). What was characteristic
of Booth and also of Max Weber was that they
collected the data from informants instead
of relying on the poor people themselves.
Weber assumed that direct interviewing was
impossible with low-income people because
they were not able to describe their own situ-
ation. Later Weber changed his mind on this
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and became convinced that also low-income
people are able to speak for themselves
and thus they can be directly interviewed
(Lazarsfeld, 1993: 286, 290).

Catherine Marsh (1985) has noted that even
the idea of a respondent who is both a subject
of the study and an informant at the same
time was slow to develop. Once the ideas of
direct data collection and interviewing were
invented, researchers started to pay attention
also to the questionnaire design and question
wording.

These early surveys were not sample
surveys, so in this respect too they differed
from the modern surveys. Probability
sampling was invented in statistics at the
turn of the century, but the usefulness of
sampling was not found in social research.
The pioneers of survey aimed at covering
everyone in the area that was chosen.
This led to the encyclopaedic endeavours
where huge amounts of data were collected.
A.L. Bowley discovered the useful properties
of probability sampling for social research.
He applied probability sampling for the first
time in his study of five English townsin 1915.

The methods of analysis were also elemen-
tary before the First World War. The data
drawn from various sources were usually
counted, classified and presented in percent-
age tables and sometimes in cross-tabulations.
Early surveys have been criticized for being
unsophisticated as they did not connect with
the developments in correlational techniques
that were invented by the turn of the century
(Selvin, 1985).

According to Catherine Marsh, major
advances in the survey technology were
already made before the First World War
(Marsh, 1982: 27). By major advances Marsh
means the idea of probability sampling, the
use of structured questionnaires, and the basic
tools of statistical analysis such as correlation
and regression coefficients. However, these
innovations did not spread overnight. It took
a long time before these methodological
inventions were refined operational and
widely accepted as self-evident established
practices. Backward technical conditions
are probably one explanation for the slow

diffusion of these ideas. For instance,
most tabulations were carried out by hand,
because machines for sorting and counting
punch-cards were rare and mainly used by
statistical offices. Random sampling was also
technically difficult as it was laborious to
compile lists of people suitable for sampling.

The imperfection of the methods used
was not the only weakness of the early
British social surveys; they were also often
both conceptually and theoretically vague.
As Raymond Kent has put it:

Investigators did attempt to explain their findings
by looking for causes, but the attempt was not
very successful. (...) What they failed to realize
was that explanation of the facts could never be
based on yet more facts. Such an explanation
was always a question of interpretation of the
facts, and for that they would have needed
the kind of theories being proposed by political
economists and academic sociologists of the day.
(Kent, 1985: 68.)

In the Continent attempts to combine theory
and methods in empirical research were
made in the field of sociology. The first
method textbook The Rules of Sociological
Method by Emile Durkheim was published
in 1895 in French. Later on Max Weber
wrote some methodological texts®. Because
of the language barrier these texts did
not influence the Anglo-American tradition
before they were translated into English at
the end of the 1930s and 1940s (see Platt,
1996: 69-70, 117-119 on the reception of
these classics). In the United States the
European tradition was seen through the
contemporary frame. For example, Emile
Durkheim’s Suicide was presented as an early
example of quantitative reasoning conducted
in the Lazarsfeldian style (Selvin, 1958; also
Madge, 1963; Riley, 1963).

The interwar period: A tension
between case study and statistical
method

Most writings on social research methods
from the 1920s onwards deal with the
development of methods in the United States.
According to Jennifer Platt this emphasis
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can be considered justified because after
the First World War American sociology
‘became dominant quantitatively and qual-
itatively’ (Platt, 1996: 2). Platt emphasizes
the importance of American development
by saying that ‘the directions in which
they (national sociologies, MA) have moved
cannot be understood without understanding
what happened in America, even if they
have often reacted strongly against American
influence in general, as well as particular
American tendencies’ (Platt, 1996: 2). This
influence already began during the interwar
period, but had the strongest impact after the
Second World War.

The studies dealing with the history of
social research during the interwar period
have concentrated on the Chicago School
and also on the research conducted in
Columbia University. Otherwise the interwar
period has not been paid much attention to
(Bulmer, 1984; Harvey, 1987; Platt, 1996: 4)6.
Despite the scarcity of research on this era,
quite remarkable changes happened within
both quantitative and qualitative methods.
The debate from the 1920s onwards took place
between — in terms that were in use then — the
case study and statistical method. The front-
line between case study and statistical meth-
ods s typically drawn between the universities
of Chicago and Columbia. The terms ‘quanti-
tative’ and ‘qualitative’ were not commonly
used at that time, although they have been
employed when the developments in the
1920s and 1930s have later been described.

Case study was used to refer to the collec-
tion and presentation of detailed, relatively
unstructured information from a range of
sources. As a scientific enterprise the case
study was as much associated with social work
as with sociology (Platt, 1992: 19). The con-
cept of case study originates from the case
work techniques developed by social workers.
The influence of case reports was twofold:
first they provided social researchers a model
of reporting their fieldwork and second they
were a source of data for social researchers.
In addition, case study was rooted in the
clinical methods of doctors, the methods of
historians and anthropologists and qualitative

descriptions provided by basically quantita-
tive researchers such as Le Play (Hammersley,
1989: 93). As a consequence of this diversity
there was not any shared understanding of
case study as a method (Platt, 1992).

The Chicago School is often mentioned as
a birth home of case study and it is strongly
identified with the birth of qualitative
methods. Following from this emphasis
The Polish Peasant in Europe and America
by Znaniecki and Thomas has been presented
as a foremost landmark of the Chicago
School. No doubt it deserves to be praised.
It moved academic sociology towards the
empirical world and ‘attempted to integrate
theory and data in a way no American
study had done before’ (Bulmer, 1984: 45).
Its importance was already acknowledged
in 1937, when members of the American
Sociological Association nominated it as
the most influential sociological monograph
(Hammersley, 1989: 71).

However, the situation in Chicago was
more complex in that statistical methods and
case study were seen both as complementary
and as opposing approaches’. There were
researchers (such as Ernest W. Burgess)
who advocated a research style where after
analyzing the symbolic culture and subjective
meanings in a single case, a study was con-
tinued with statistical methods to search for
more general patterns (Bulmer, 1984: 151).

The Chicago School also contributed to
quantitative social research, as some
prominent figures of survey — for instance
William Ogburn, Samuel Stouffer and
L.L. Thurnstone — worked there®. The tech-
nique of mapping was especially elaborated
in the field of urban studies. Mapping was
a simple quantitative technique where any
available data were used to make maps of the
city to show population density, the distribu-
tion of nationalities, land values, businesses
and so on. Ernest Burgess contributed to
census statistics by formulating the basic
principles of modern census tract statistics
and is recognized as the father of the idea.
L.L. Thurnstone made advances in developing
attitude measurement scales and in the anal-
ysis of such data (Bulmer, 1984: 151-89)°.
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The Chicagoans’ contributions to statistical
methods discussed above shows that it is
misleading to equate the Chicago School
merely with qualitative methods (see also
Platt, 1996: 264—65). Considerable advances
in statistical methods were also made outside
Chicago during the interwar period. Statistical
methods were widely practised by social
surveyors, social researchers, pollsters and
market researchers; all of them made method-
ological contributions. At that time these fields
were not separate but there was interaction
as, for instance, some of the academic social
researchers worked in community survey
programmes and then moved back to the
universitylo. Also, at least some of the
academic departments and research institutes
appear to have formed multidisciplinary —
before the word was invented — environ-
ments, where social scientists, statisticians
and psychologists met.

In the interwar years the development of
sampling techniques continued, as did the
discussion on the use and choice of sampling
methods which were far from being matters
of course. By the end of the 1930s probability
sampling became customary. Furthermore,
advances were made by Louis Guttman
and Rensis Likert in the attitude scaling
techniques as they both invented scales
which still carry their names (for details see
Converse, 1987: 54-76).

Not surprisingly, these advances were
not mobilized simultaneously in different
disciplines and non-academic environments.
They were also slow to spread, which
can at least partly be explained by the
material prerequisites of the time: ‘Tasks
now routinely carried out by computer were
then done by hand, very laboriously. (...)
Quantitative analysis required much more
intensive use of manpower than is the case
today’ (Bulmer, 1984: 169).

Regarding these developments there is
one study from Europe: Marienthal (Jahoda
et al., 2002), published in Austria in 1933,
which is worth mentioning. This study which
became a classic of social research dealt
with unemployment during the depression in
an industrial village. The study combined

various data types such as life histories,
time sheets, school essays, meal records and
statistical data. The authors — Marie Jahoda,
Paul Lazarsfeld and Hans Zeisel — crystallized
the atmosphere of the moment:

But there is a gap between the bare figures of
official statistics and the literary accounts, open
as they invariably are to all kinds of accidental
impressions. The purpose of our study of the
Austrian village, Marienthal, is to bridge this gap.
(Jahoda et al., 2002: 1)

The study is said not to be directly influenced
by American sociology or German social
research (Fleck, 2002: viii). This conclusion is
difficult to draw from the book itself because
it is unconventional in a sense that there are
no references. As an afterword, there is a short
history of sociography by Hans Zeisel where
he writes about ‘the American survey’. This
proves that the authors were at least to some
extent aware of American social research and
the writings of the Chicago School. However,
it can be said with certainty that this trio
influenced American social research more
thoroughly after their immigration to the
United States in the 1930s'!.

All in all, it would probably be more apt
to refer to both traditions in plural and speak
about case studies and statistical methods.
This would also direct more attention to
the obvious diversity within the traditions,
even though a similarity is found between
the sides of the controversy as both of
them are said to have adhered to the
realistic approach (Hammersley, 1989). In
America, the controversy between case study
and statistical methods faded away before
the Second World War (Platt, 1992). The
case study vanished for decades and the
conceptual repertoire changed so that the
concept of ‘statistical methods’ was replaced
by the concept of survey without the epithet
‘social’.

From the 1940s to the end of the
1960s: The rise of survey

The Second World War can be considered
as a watershed in the sense that almost
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everything written on social research methods
in the after-war period has focused on survey
methods from different angles. Like the
economic depression of the 1930s in America
stimulated social research, the Second World
War also fuelled empirical research and
especially the diffusion of survey methods.

The two volumes of The American Soldier
are often recognized as the keystones of
modern survey (Stouffer et al., 1949a, 1949b).
They belong to the monumental four-volume
research entitled Studies in Social Psychology
in World War II, which were published in
1949-50. The huge volumes consisted of
reanalysis and rewriting of the data collected
during the wartime by the Research Branch of
the Army.

With data gathered from individuals largely by
written questionnaires, Stouffer and his colleagues
tried to capture some of the dynamic influence
of group membership and context on individual
perceptions, attitudes, opinions, morale, adjust-
ment, and behaviours. Though they had few means
of measuring group process directly, through
tireless replication and imaginative analysis, they
were able to cast some light on the interplay
between individual and group characteristics.
(Converse, 1987: 220)

Most of the reviewers noticed the contri-
butions American Soldier made to social
research. According to Platt the significance of
the study was that it established survey as the
leading method of data collection (Converse,
1987: 217-24; Madge, 1963: 287-332; Platt,
1996: 60-61).

If methodological advances were made in
empirical research, the logic of survey anal-
ysis was recorded and established in method
textbooks. Since the 1940s several influential
textbooks were published (Lundberg, 1942;
Jahodaetal., 1951a,b; Hyman, 1960) and they
spread widely outside America'?. In his text-
book Social Research (1942) Georg Lundberg
formulated the steps to be taken in most
advanced level scientific research: “The work-
ing hypothesis; the observation and recording
data; the classification and organisation of the
data collected; generalisation to a scientific
law, applicable to all similar phenomena in
the universe studied under given conditions’.

Lundberg considered his model apt to social
as well as to natural sciences (Platt, 1996: 78).
Afterwards Lundberg has been labelled as an
extreme operationalist and his approach has
been criticized for being atheoretical (Platt,
1996: 93)13.

These decades are widely recognized as
the heyday of survey. However, surprisingly,
some of the best-known method textbooks
do not focus in a blinkered way only on
the collection of survey data (Jahoda et al.,
1953a, 1953b; Riley, 1963; Selltizet al., 1961;
Young, 1949). On the contrary, the use of
historical and personal documents, statistical
data and field observation are also presented
extensively, but when the focus turns to the
methods of analysis then most of the pages
are reserved to statistical methods. There were
also exceptions to the dominance of survey
analysis in the 1940s and 50s. For instance
William Whyte used participant observation
and attempted to systematize the case study
method (Platt, 1996: 62-63).

After the war a change happened in social
research in relation to theory. The British
interwar sociology has been described in
this way: ‘These individuals who conducted
survey before 1939 were not for the most part
consciously trying to develop or test socio-
logical theory. Their motives lay elsewhere
but the end result of their endeavours was
often the formulation of ideas and theories’
(Kent, 1985: 52). This statement appears also
to be apt of the American counterpart. After
the war empirical research was often explicitly
grasped as an effort to test a theory. However,
a slightly different conception of theory is
implicated by Stouffer and Lazarsfeld whose
main goal, according to Converse was to keep
the scientists shuttling back and forth between
theory and data (Converse, 1987: 219).

The controversies within survey are sel-
dom taken into consideration either in ori-
gin myths or in the critiques of survey.
In reality, in the 1940s and 50s, there
were tensions and disagreements on var-
ious issues. For example, the usefulness
of statistical tests in social sciences was
disputed (Morrison & Henkel, 1970) and there
was no consensus on whether questionnaires
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should be based on open-ended or structured
questions. Jean M. Converse claims that
the controversy ended up in the structured
questionnaires’ favour, but not by evidence
(Converse, 1984, 1987). Many of these con-
troversies can be interpreted as consequences
of strong departmental traditions, which also
influenced the style of analysis that was
preferred (Platt, 1996: 133).

Simultaneously with the rise of popularity
also the critique of survey increased. Because
of his central position in the field, Paul
Lazarsfeld was one of the main targets.
‘Great man theories of history may be
unfashionable, but they are hard to avoid
here; the whole pattern of publication after
the war is marked by Lazarsfeld’s influence’
(Platt, 1996: 61). Altogether his reception,
as it has emphasized only his impact on
survey methods, is criticized to have been
lopsided compared to his contribution (Platt,
1996: 64). It has not been remembered for
instance that he insisted that quantitative
and qualitative analysis should be combined
(Boudon, 1993: 23) and that he promoted
research on the history of social research.

Herbert Blumer, the inventor of symbolic
interactionism, criticized statistical methods
since the end of the 1920s. In the mid
1950s he targeted his critique especially on
‘variable sociology’ as a method of data
collection and analysis and he saw Lazarsfeld
as the main proponent of survey research.
Blumer defined the process of interpretation
as ‘the core of human action’ and considered
variable sociology incapable of catching its
essence. Blumer saw the potential of ‘variable
sociology’ as very restricted. He notes that
it is applicable to ‘those areas of social life
and formation that are not mediated by an
interpretative process’ but gives no examples
of what such might be (Blumer, 1956; see
also Hammersley, 1989: 113-36.) Despite his
searing criticism against survey, Blumer did
not suggest an alternative way of doing social
research as he conducted very little empirical
research himself (Platt, 1996: 120)!4.

In 1959 in The Sociological Imagination
C. Wright Mills attacked what he called
‘abstracted empiricism’. Again Lazarsfeld

was seen as its leading exponent. A few
years later in Method and Measurement
Aaron Cicourel discussed the problems that
come up when sociologists try to measure
meaningful action. He did not even intend
to offer a solution either; if anything he
called for clarification of sociological theory
(1964: iii). Since the 1950s Howard S.
Becker contributed to the use of qualita-
tive methods and especially to participant
observation with his studies on collective
action: ‘I conceive of society as collective
action and sociology as the study of the
forms of collective action’ (Becker, 1970: v).
Becker’s methodological writings differed
from the ones mentioned above as he did
not concentrate on dissecting the weaknesses
of the survey method. All these researchers
prove that besides the mainstream of survey,
there were efforts towards more qualita-
tively orientated methods of social research.
Textbooks on qualitative methods did not
appear until the end of the 1960s, when The
Discovery of Grounded Theory was published
(Glaser & Strauss, 1967).

In the late 1960s and 70s it was common
to claim that there is a connection between
functionalism and survey method since they
were the leading tendencies in the post-
war social research. These views rested
on the assumption that ‘(t)he relationship
between method and theory is one of elective
affinity, but not symmetrical: theory is more
fundamental, and leads to the corresponding
method or (...) the epistemological leads to
the technical’ (Platt, 1996: 106). Later on
Jennifer Platt claims that it was more of a
coincidence that functionalism and survey
dominated at the same time and there is no
causal or logical connection between them
(Platt, 1996: 113-17; 2006a).

Treating three post-war decades together
gives necessarily a rough-grained picture.
It does not do justice to the variety of social
research during this period. For instance, the
year 1960 has sometimes been considered
a watershed, because, first, the pioneers,
e.g. Lazarsfeld, Stouffer and Likert, were no
longer active in survey work and, second,
the modern survey had also been established
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in an institutional sense (Converse, 1987:
381). Anyway in the 1960s survey methods
were widely exercised and had such a domi-
nant position in the field that it provoked an
increasing amount of criticism.

The 1970s and 1980s:
The paradigm war

The beginning of the 1970s can be considered
as a turning point, when the unexplored era
of social research methods begins. Not much
is known about the formation of research
methods from 1970 onwards. After the turn of
the decade, the discussion on research meth-
ods became structured by the quantitative-
qualitative distinction. The whole period is
known for this debate.

In this debate, strong epistemological
assumptions were made about methods. Con-
sequently, they were described to be rooted
in contradictory epistemological traditions.
Positivism as an epistemological stance was
firmly connected to quantitative methods and
to survey. Correspondingly the arising qual-
itative methods were related to the traditions
of phenomenology and hermeneutics. Follow-
ing from these epistemological assumptions
quantitative methods, especially survey, and
qualitative methods were conceived of as
incompatible. In these critiques positivism
became a new nickname for survey; such a
labelling had not been made by the critics of
the 1950s and 60s. At this point the concept
of a paradigm was also employed to refer
to the opposite nature of the qualitative and
quantitative traditions.

Positivism is an example of a label that is
given to a tradition from the outside. It is well
known that there is no shared understanding
of ‘positivism’, but numerous contradictory
ways of using the term. In fact, there have been
several distinct debates on social research
and positivism in the course of the twentieth
century (Bryant, 1985; Halfpenny, 1982; an
insightful summary of survey critiques is
presented by Marsh, 1982: 48-68).

In the textbooks of qualitative meth-
ods the authors’ own approach since the
1970s was often justified by contrasting it

to the weaknesses of survey (Bogdan &
Taylor, 1975). As areaction to the mushroom-
ing survey critiques the textbooks of survey
methods also started to go through and to reply
to these critiques (e.g. De Vaus, 1995: 7-10;
Marsh, 1982).

If the tension between the quantitative and
qualitative approaches is seen characteristic
to this period, that is not all; one should
also remember that both approaches have
transformed. From the survey textbooks and
empirical articles it can be inferred that
more complicated methods of multivariate
analysis were applied to survey data. In the
beginning of the decade new opportunities
opened up for quantitative analysis along with
the development of computers:

The development of electronic computers has
led to tremendous advances in survey analy-
sis. Not only has it resulted in great ease in
tabulation but, more importantly, it has led
to the use and development of high-powered
multivariate statistical procedures. Before the
advent of computers, the enormous amount
of computation required for multivariate sta-
tistical analyses in large-scale surveys limited
the use of these methods drastically. Mul-
tivariate methods were employed by only a
few survey researchers, and even they had to
restrict their analyses severely. (Moser & Kalton,
1986: 432)

Furthermore the methods of survey data
collection have been shaped by the evolution
of techniques, which for instance led to the
emergence of the new forms of computer-
assisted interviewing. In addition, more sub-
stantial work has been done to improve the
questionnaire design (for a summary of this
research see Schaeffer & Presser, 2003). What
is often forgotten is the importance of data
archives especially for the use of survey. Data
archives highly increased the availability of
survey data and made the secondary analysis
attainable.

In a review on the history of quali-
tative methods the time-span from 1970
to 1986 has been designated as a period
of ‘blurred genres’. This refers to the
situation where ‘qualitative researchers had
a full complement of paradigms, methods,
and strategies to employ in their research’
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(Denzin & Lincoln, 2000b: 15). On the list
a wide range of theories is mentioned such
as symbolic interactionism, ethnomethod-
ology, critical theory, feminism and neo-
Marxist theory. Furthermore Denzin and
Lincoln remind us that ‘diverse ways of
collecting and analysing empirical materi-
als were also available, including quali-
tative interviewing (...) and observational,
visual, personal experience, and documentary
methods’ (Denzin & Lincoln, 2000b: 15).
Exceptionally, the authors draw attention
to computers that were also beginning to
influence the methods of qualitative data
analysis. Surprisingly, they do not recognize
the impact of new technical devices (such
as tape recorders and video cameras) on the
methods of data collection'>.

All in all, during these two decades qual-
itative methods were established in several
method textbooks and journals that certainly
do not make up a coherent unity. The nat-
uralistic, postpositivistic and constructionist
traditions of thinking have been seen as
distinctive to qualitative methods of this
period. By the 1980s the linguistic turn started
to challenge the more naturalistic lines of
thinking. The linguistic turn probably also
directed the attention from the qualitative-
quantitative divide for instance to the contro-
versies within qualitative methods.

There is some indication that at this point
the American and European methodologi-
cal traditions differentiated at the level of
empirical research. In America the success
story of survey methods continued and
there was serious work done to advance
the methods of survey research. In Britain,
and maybe more generally in Europe, sur-
vey methods gained a bad reputation in
academic research and the listings of their
failings started to spread (see e.g. Marsh,
1982). In the beginning of this period the
quantitative and qualitative traditions were
defined as incompatible, but as time went
by the juxtaposition was questioned and
by the end of the 1980s the possibility of
mixing the methods was taken under con-
sideration (e.g. Bryman, 1988). For example
David Silverman (1985) ‘radically’ suggested

combining quantitative and qualitative analy-
sis of qualitative data.

From the 1990s onwards:
Unavoidable fragmentation?

Apparently, the most difficult task for a
historian is to try to find current patterns.
Every reader can make a trial and try to
figure out the essential trends of contemporary
social research after reading this handbook.
However, two tendencies of the evolution of
social research methods since 1990 will be
discussed here with some, but not systemat-
ically selected evidence. The first one is the
fragmentation or diffusion of methodological
approaches, and the second one is the
increasing tolerance between various methods
of analysis and data collection.

I claim that the differentiation of
methodological approaches has continued
to escalate both within qualitative and
quantitative methods since the beginning
of the 1990s. There are highly specialized
approaches within both traditions — one can
specialize in conversation or correspondence
analysis, choose to construct a structural
equation or multilevel models or end up with
one of the many variations of discursive
or narrative analysis, just to mention a
few alternatives. The increasing number of
analytical approaches can partly be seen as a
consequence of interaction between different
disciplines and traditions. Simultaneously,
numerous narrowly focused textbooks and
journals have emerged to institutionalize
them.

The abundance of different methodological
and theoretical approaches or traditions comes
out clearly from the periodization of quali-
tative methods presented by Norman Denzin
and Yvonne Lincoln (2000b). They divide
the field of qualitative methods since 1986
into four separate, but partly overlapping,
phases that relate to successive waves of
epistemological theorizing that have ensued
a crisis of representation. Each of the
‘moments’, as they are called, cover only a few
years and take different stances to the crisis
representation.
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The four moments are the crisis of represen-
tation, the postmodern period of experimental
ethnographic writing, the post-experimental
moment, and the future. The crisis of
representation is associated with some
methodological texts (e.g. Clifford & Marcus,
1986; Turner & Bruner, 1986) that made
research and writing more reflexive and
conscious of questions of gender, class and
race. As the crisis of representation meant that
researchers were not any longer seen able to
capture the lived experience, it changed the
relations of fieldwork, analysis and scientific
writing. This led to the search for new models
of truth, method and representation. The post-
modern period of experimental ethnographic
writing struggled with the triple crisis of
representation (i.e. crisis of representation,
legitimation and praxis). In this moment effort
was made to search for more local and small-
scale theories instead of grand narratives
and writers also looked for new ways of
composing ethnography. According to Denzin
and Lincoln the post-experimental moment
and the future were upon ‘us’ by the turn of
millennium. In the post-experimental phase
researchers try ‘to connect their writings to
the needs of a free democratic society’ and to
answer to the demands of a moral qualitative
social science (Denzin & Lincoln, 2000a,
16-18; 2000b).

Even though this delineation has been
criticized (e.g. Alasuutari, 2004), it proves
that the field appears quite complex even to
the insiders. The complexity of the qualitative
methods is also pointed out by Jaber Gubrium
and James Holstein (1997). Their overview is
illuminating also historically as it goes to the
roots of diverse lines of qualitative methods
and takes into account the European tradition.
What is still missing is a corresponding study
of the ramifications of quantitative methods
since the 1970s.

Concurrently with this fragmentation, tol-
erance between different methodological
approaches seems to have slightly increased.
A growing amount of methodological texts
have been published during this period first
exploring and pondering the possibility of
mixed methods research (usually asking

whether qualitative and quantitative meth-
ods can be combined) and later on more
confidently proclaiming the use of mixed
methods research (Brannen, 1992, 2005;
Tashakkori & Teddlie, 1998). The number
of textbooks that include chapters on both
qualitative and quantitative traditions has
recently increased (e.g. Bernard, 2000; May,
2003). Also the new Journal of Mixed
Method Research is an indicator of this kind
of change. In its very first number, the
journal presents an outline of a transition
in relation to mixed methods research as
well as a detailed analysis of various types
of multi-methods research (Morgan, 2007).
This tendency has been interpreted as a
sign of increasing popularity of a more
pragmatic approach to research methods
(Tashakkori & Teddlie, 1998).

These two tendencies raise two questions.
First, the motto of mixed methods approach
has proclaimed a ‘dictatorship of the research
question’ in the choice of research methods
(Tashakkori & Teddlie, 1998: 20-22), but
how can one rationally choose the method
in a situation where it is impossible even to
master the whole spectrum of alternatives by
names? Second, is the suggested tolerance
between the various methodological traditions
only superficial? Is dialogue and deeper
understanding between the diverse lines of
thinking on research methods possible'®?

THE ACTUAL USE OF DIFFERENT
METHODS

So far the evolution of social research methods
has been the centre of attention and very little
has been said about the actual use of research
methods. However, there are some empirical
studies that have grasped the actual use of
different research methods, mainly during
the post-war decades. They will be shortly
discussed to shed more light on some points
of the history that have been dealt with earlier
on in this chapter.

These studies are indicative of the
proportions of the different research methods
at various points in time (Snizek, 1975;
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Wells & Picou, 1981; cf. Platt, 1996: 124-25;
Bechhofer, 1996; also Platt, 2006b). Most of
the studies draw on analyses of journal articles
and cover a time-span from the end of the
1930s to the mid 1970s; only one of the studies
goes back to the interwar decades.

However, regardless of the differences
in the periods and categorizations of the
research methods, the main results are
parallel. Not surprisingly, the studies show
the rise of survey and other methods based
on quantification especially in the leading
journals of sociology in America during the
post-war decades. But they also show that
survey methods never — not even in the 1950s
and 60s — were the only ones applied. Other
apparently more qualitative approaches such
as ‘observation’, ‘the interpretative method’
and ‘the qualitative method’ were always used
to some extent, although clear trends can be
found in popularity of the different methods
in America. One of the studies also shows
that a small amount of experimental research
was published around the Second World
War (Wells & Picou, 1981). Because the
experimental approach never gained success
in social research, it is easily forgotten
in method histories that it was regarded
a promising — and sometimes even only
rigorously scientific — method supported, for
example by Samuel Stouffer.

Quite recently, on the basis of studying
journal articles and conference abstracts the
decline of survey and more sophisticated
statistical methods has been shown in Britain
(Bechhofer, 1996; Payne et al., 2004). This
data on the actual use of methods also provides
some evidence for the assumption that social
research has gone to different directions in
America and Europe.

Given the attention that these studies have
directed to the quantitative-qualitative divide,
they appear to be motivated by contemporary
methodological debates. Yet most of the
articles have been descriptive, and attempts
to explain the changes in the popularity of
particular research methods have been rare.
Not even sloppy explanations drawing on the
concepts of science studies, like ‘paradigm’,
can be found.

CONCLUSION AND DISCUSSION

Up to now sociologists have scarcely occupied
themselves with the task of characterising and
defining the method that they apply to the study
of social facts. (Durkheim, 1982: 48)

Since Durkheim’s time social scientists have
spared no effort when writing on research
methods. Enormous amounts of methodologi-
cal texts have been written and also numerous
controversies have arisen on methodological
issues.

The twentieth century has been a period
of great expansion and institutionalization for
social research and its methods. To sum-
marize, not only the methods as such but
also the relationships of different methods
and methodological approaches have changed
considerably during the period considered
here. There have also been numerous method-
ological debates both within the quantitative
(e.g. on probability sampling, questionnaire
construction, statistical testing and causal-
ity) and qualitative approaches (Denzin &
Lincoln, 2000b). Less attention is often paid
to these controversies than to the dispute that
is now being referred to as the paradigm war
and which has drawn most of the attention.

There are some issues that seem to occur
frequently in methodological writing. One is
the relationship between theories and methods
and another is the relationship of qualitative
and quantitative methods (in whatever ways
they are called). The first one is here passed by
with only wonder as to whether there has been
a shift in the interrelations between methods
and theories during the past decade or two
so that methods are more frequently seen as
matters of a technical nature, not as theories
of reality in themselves.

The controversy between qualitative and
quantitative approaches is the most discussed
topic; it has come up frequently with different
names (case study vs. statistical method,
participant observation vs. survey, qualitative
vs. quantitative) (cf. Platt, 1996: 45). The
divide has not only split methods textbooks
and teaching but also the research on social
research methods. There are only very few
texts that even try to cover both approaches.
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This divide has also drawn attention from
the attempts being made to combine the two
approaches. The earliest attempts to bridge
the gap between qualitative and quantitative
methods, that was just about to become
important, were made in the 1930s. For
instance, Hans Zeisel concluded his history
of sociography in a way that still sounds
familiar: ‘The task of integration lies still
ahead’.

An interesting question is why methods, the
means of knowing, have become a subject
of furious disputes — or wars. Why have
just methods been so emotionally loaded for
such a long time? Ann Oakley has suggested
that the paradigm war is to continue as long
as there are communities that take sides
(Oakley, 2000: 41-42). Another reason may
be that research methods have been connected
with theoretical approaches. Similarly, as
the rise of survey methods was connected
with the rise of structuralist-functionalist
approach, the rise of qualitative methods
has been concomitant to the expansion of
constructionism.

This chapter has largely drawn on studies
in the history of methods. From time to
time the importance of such a research has
been noticed. Paul Lazarsfeld was one of
the first people who recognized the need
for research on research methods. He even
wished that ‘perhaps soon a historian of
empirical sociology will be an acknowledged
specialist of his own, where familiarity with
contemporary work, skill in archival inquiry,
and creativity in interpretation will be equally
required’ (Lazarsfeld, 1972: xv).

One can doubt whether the history of
methods will ever be a specialist area or
even whether it should be one. Yet research
on social research methods is needed to
prevent the origin myths or other empirically
ungrounded narratives from becoming the
only versions of the course of history. If any
version of history can be considered partial,
one can remember Jennifer Platt’s comforting
words that ‘(p)robably it is most fruitful to see
the attempts to write the history of empirical
social research as a necessarily continuing
discussion’ (Platt, 1996: 4).
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NOTES

1 Martin Bulmer has discussed the terminological
differences between ‘social research’, ‘sociology’ and
‘social science’ in the British context and notes
that they are indicative of underlying tensions.
According to Bulmer there has been a discontinuity
between sociology and empirical research as the latter
cannot be treated as a part of the former, because
of both intellectual and institutional differences
(Bulmer, 1985: 4-5).

2 Here | must remind of the importance of Jennifer
Platt's work in this field. She has not only spoken for
the empirical research on the methods history, but
also conducted a significant amount of research in
this area.

3 Similarly, the formation of survey is often told in
the method textbooks in a way that can be viewed as
an origin myth. An origin myth of survey can begin,
first, with the ancient censuses; second, with the
history of statistics; or third, from the early (British)
social surveys. These histories may contain leaps of
hundreds of years and they are often quite brief
listings of methodological improvements and the most
important empirical studies.

4 Paradoxically researchers of the history of
methods have seldom paid any attention to the
methods of their own research —neither in the sense of
data collection nor analysis — or to methods used in this
kind of historical research more generally. However
if the methods are explicated, the datasets drawn on
typically consist of empirical research (journal articles),
method textbooks, interviews and syllabi.

5 Weber's three methodological writings originally
published between 1904 and 1917 were translated
and edited into English in 1949 under the title
Methodology of the Social Sciences by Edward A. Shils
and Henry A. Finch.

6 The notion of ‘school’ is discussed e.g. by Bulmer
(1984: 2-3) and Platt (1996: 230-37).

7 An anecdote is told that in the 1930s in Chicago
‘baseball sides at the annual faculty-student picnic
were chosen to represent case study vs statistical
method’ (Platt, 1992, 19). Martyn Hammersley
discusses at length the case study vs statistical
method controversy focusing especially on the argu-
ment between Herbert Blumer and Georg Lundberg
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(Hammersley, 1989: 92-112). He notes that in
this debate ‘we can see the emergence of many
arguments that are used today by the advocates of
qualitative and quantitative approaches’ (Hammers-
ley, 1989: 111-12).

8 William Ogburn, trained in Columbia, was
appointed to Chicago to strengthen the quantitative
side of the department of sociology in 1927. That
same year the psychologist L.L. Thurnstone was
also nominated as associate professor of psychology.
Bulmer notes these nominations as signs of the
collective commitment to excellence, because they
were made despite the diversity in the department’s
interests (Bulmer, 1984: 170-72, 176). Ogburn was
spokesman for the use of statistical methods, as
he wrote that ‘a body of knowledge ought not
to be called science until it can be measured’
(Hammersley, 1989: 95).

9 Charles E. Merriam’s and Harold F. Gosnell's
study Non-Voting (1924) has been celebrated because
of its complex and innovative research design and data
collection which was based on personal interviews
as well as written questionnaires. Gosnell is usually
given merit for the methodological expertise. Despite
its high quality the study is seldom recognized in
the histories of survey (Converse, 1987: 79-83; also
Bulmer, 1984: 164-69).

10 The career of Samuel Stouffer can be considered
as an example of such interaction. He graduated
from Chicago, worked in the Research Branch of the
US Army, and ended up at Harvard.

11 Marienthal was translated into English as late as
in 1972, although it was reviewed in various journals
in a number of languages at the time of publication
(Fleck, 2002).

12 These textbooks spread in several editions.
There is even a legend that modern sociology
was founded in Norway when during the Second
World War Lundberg’s Social Research was found
in the backpack of a member of the resistance
movement, who had died in the combat (Eskola,
1992: 260).

13 These characterizations were made by social
scientists interviewed by Platt in the beginning of the
1980s, so they do not necessarily correspond to the
reception of Lundberg’s writing at his own time.

14 Again this may be a statement that is not signed
by everyone, e.g. Martin Hammersley has extensively
written on Blumer’s alternative (1989: 155-220).

15 One can ponder whether it is apt to refer to this
as a period of ‘blurred genres’ or whether the label is
due to lack of research on developments in qualitative
methods.

16 Frank Bechhofer describes the British situation in
the mid 1990s in this way: ‘There is no sign of a move
away from two empirical cultures within the discipline,
one growing the other static, with little commu-
nication between them’ (Bechhofer, 1996: 588).
By ‘growing’ Bechhofer refers to qualitative and by
‘static’ to quantitative ‘empirical culture’.
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Assessing Validity in
Social Research

Much discussion of how validity should be
assessed in social research has been organized
around the distinction between quantitative
and qualitative approaches, with arguments
over whether or not the same criteria apply
to both. It is often suggested that quantitative
inquiry has a clear set of assessment criteria,
so that readers (even those who are not
researchers) can judge the quality of such
research relatively easily, whereas in the case
of qualitative inquiry no agreed or easily
applicable set of criteria is available. While
this is often presented as a problem, some
qualitative researchers deny the possibility or
even the desirability of assessment criteria.
In this chapter I will argue that this
contrast between the two approaches is, to
a large extent, illusory; that it relies on
misleading conceptions of the nature of
research, both quantitative and qualitative,
and of how it can be assessed. I will suggest
that the general standards in terms of which
both the process and products of research
should be judged are the same whichever
approach is employed. Furthermore, when it

Martyn Hammersley

comes to more detailed criteria of assess-
ment these need to vary according to the
nature of the conclusions presented, and the
characteristics of the specific methods of
data collection and analysis used. In the
course of the chapter, I will raise questions
about both older positivist conceptions of
quantitative research, and of how it should be
assessed, and those more recent relativist and
postmodernist ideas, quite influential among
qualitative researchers, which reject epistemic
criteria of assessment, and perhaps even all
criteria.

In the first section, I will examine the
criteria normally associated with quantitative
work. This discussion will raise several
questions. One of these concerns what is
being assessed, and the need to make
some differentiation here, notably between
assessing findings and assessing the value of
particular research techniques. Another issue
relates to what is meant by the term ‘criterion’
and what role criteria play in the process of
assessment. In the second half of the chapter
I will examine some of the arguments in
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the qualitative research tradition about how
studies ought to be evaluated.

QUANTITATIVE CRITERIA?

If we look at the methodological literature
dealing with quantitative research, and indeed
at many treatments of the issue of validity
in relation to social inquiry more generally,
several standard criteria are usually men-
tioned. These concern three main aspects
of the process of research: measurement,
generalization, and the control of variables.

In relation to measurement, the require-
ments usually discussed are that measures
must be reliable and valid. Reliability is
generally taken to concern the extent to
which the same measurement technique
or strategy produces the same result on
different occasions, for example when used
by different researchers. This is held to
be important because if researchers are
using standard measurement devices, such as
attitude scales or observation schedules, they
need to be sure that these give consistent
results. Furthermore, it is often argued that
any measure that is not reliable cannot be
valid, on the grounds that, if its results are
inconsistent, the measurements it produces
cannot be consistently valid. As this argument
indicates, validity of measurement is seen as
important by quantitative researchers, even
though it is usually taken to be more difficult
to assess than reliability. Indeed, given the
link between the two criteria, reliability
tests are often treated as one important
means for assessing validity. Nevertheless,
separate validity tests may also be used, for
instance checking whether different ways of
measuring the same property produce the
same findings, or whether what is found when
measuring the property in a particular set
of objects is consistent with the subsequent
behaviour of those objects. These tests are
often described as assessing different kinds of
validity, in this case convergent and predictive
validity!.

On the basis of this initial discussion, we
canidentify a first key question to be applied in

assessing the validity of quantitative research:
were the measurement procedures reliable
and valid? And it is often suggested that,
in evaluating a study, the way to go about
answering this question is to ask whether
reliability and validity tests were carried out,
and whether the scores on these tests were high
enough to warrant a positive evaluation. This,
then, is one set of commonly used criteria.

The second key area to which well-known
criteria of assessment relate concerns the
generalizability of the findings. This is an
especially prominent issue in the context of
survey research, where data from a sample of
cases are often used as a basis for drawing
conclusions about the characteristics of a
larger population. In this context, the issue
is relatively clear: are the statements made
about the sample also true of the population?
Short of investigating the whole population,
which would render sampling pointless, there
is no direct means of answering this question.
However, statistical sampling theory provides
a basis for coming to a reasonable conclusion
about the likely validity of inferences from
sample to population. If the sample was
sufficiently large, and was drawn from
the population on the basis of some kind
of probability sampling, then a statistical
measure can be provided of how confident we
can be that the findings are generalizable. The
criteria involved here then, are the sampling
procedures employed and the results of a
statistical significance test?.

The final area where quantitative criteria are
well established concerns whether variables
have been controlled in a sufficiently effective
manner to allow sound conclusions to be
drawn about the validity of causal or predic-
tive hypotheses; this sometimes being referred
to as causal validity. Experimental designs
employing random allocation of subjects to
treatment and control groups are often seen
as the strongest means of producing valid
conclusions in this sense. However, statistical
control, through multivariate analysis, is an
alternative strategy that is employed in much
social survey research. Moreover, with both
forms of control, statistical tests are often
applied to assess the chances that the results
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were a product of random error rather than
of the independent variable. Here, then, the
criteria concern whether physical or statistical
control was applied, and the confidence we
can have in ruling out random error.

Undoubtedly the most influential account
of evaluative criteria for quantitative research
that draws together these three different
aspects into a single framework is that
developed by Campbell and his colleagues
(Campbell 1957; Campbell and Stanley 1963;
Cook and Campbell 1979). This distinguishes
between internal and external validity, where
the former is usually seen as incorporat-
ing measurement and causal validity, while
external validity refers to generalizability?.
Campbell et al.’s scheme was originally devel-
oped for application to quasi-experimental
research, but it has subsequently been applied
much more widely.

There is no doubt that these three issues are
potentially key aspects of any assessment of
validity in quantitative research, and perhaps
in social inquiry more generally. However,
there are a number of important qualifications
that need to be made.

First, we must be clear about what
we are assessing. There is confusion in
much discussion of measurement between
a concern with assessing the findings of
the measurement process and assessing the
measurement technique or strategy employed.
Validity relates only to the former, while
reliability concerns the latter. We can talk
about whether the findings are or are not
valid, but it makes no sense to describe a
measurement technique as valid or invalid,
unless we are adopting a different sense
of the term ‘validity’, using it to mean
‘appropriately applied’. It is, of course, true
that we should be interested in whether a
measurement technique consistently produces
accurate results. In fact, as is sometimes
done, there would be good reason to define
‘reliability’ of measurement techniques as
the capacity to produce consistently valid
measurements”.

Second, itis misleading to believe that there
can be different fypes of validity. Validity
is singular not multiple; it concerns whether

the findings or conclusions of a study are
true. The three aspects discussed above refer
to areas where error can undermine research
conclusions. For example, what was referred
to as ‘causal validity’ is concerned with threats
to valid inferences about causality arising
from confounding factors. Furthermore, the
distinction between types of measurement
validity actually refers to ways in which
we can assess whether our measurements
are accurate. There is also the problem that
the distinction between internal and external
validity obscures the fact that ‘causal validity’
implies a general tendency, for the cause to
produce the effect, that operates beyond the
cases studied (Hammersley 1991). As aresult,
internal validity is not distinct from external
validity.

Rather than differentiating types of validity,
we need to distinguish between the different
sorts of knowledge claim that studies pro-
duce. There are three of these: descriptive,
explanatory, and theoretical’. Recognizing
the particular sort of conclusion a study makes
is important because each of the three types of
knowledge claim has different requirements,
and therefore involves somewhat different
threats to validity. This is true even though
there is some overlap caused by the way
that these types of knowledge are interrelated:
descriptive claims are required as subordinate
elements in the other two kinds; and explana-
tions always depend upon implicit or explicit
theoretical knowledge®.

In assessing the validity of descriptions, we
must be concerned with whether the features
ascribed to the phenomena being described
are actually held by those phenomena, and
perhaps also with whether they are possessed
to the degrees indicated. Also of importance
may be whether any specification of changes
in those features over time, or any account of
sequences of events, are accurate.

In assessing the validity of explanations we
first of all need to consider the validity of
the subordinate descriptions: those referring
both to what is being explained and to the
explanatory forces that are cited. Second, we
must assess the validity of the theoretical
principle that provides the link between
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proposed cause(s) and effect(s). Third, we
need to consider whether that theoretical
principle identifies what was the key causal
process in the context being investigated.

Finally, in judging the validity of theoretical
conclusions, we will also need to assess the
validity of any descriptive claims on which
they rely, both about the causal mechanism
involved and about what it produces. In
addition, we will need to find some means of
comparing situations in which it does and does
not operate, and of discounting other factors
that could generate the same outcome.

There is also variation in the threats to
validity operating on different sources of
evidence, and this variation must also be
taken into account in assessing knowledge
claims. What is involved here is partly that
some methods have distinctive validity threats
associated with them. For example, if we rely
on the accounts of informants about some set
of events, then we must recognize that there
are distinctive potential biases operating on
these accounts, in addition to those operating
on researchers’ interpretations, for example,
to do with whether the informant is able or
willing to provide accurate information in
relevant respects. By contrast, in the case of
direct observation by a researcher only one
of these two sources of bias operates. (At the
same time, it is perhaps worth underlining that
closely associated with many sources of bias
are sources of potential insight, for instance,
informants may be able to recognize what is
going on in ways that are less easily available
to an external researcher.)

Equally important is the fact that particular
threats to validity vary in degree across
methods. Reactivity is little or no threat with
some sources of data, such as the use of extant
documents or covert observation of public
behaviour. By contrast, it is a very significant
danger in the case of laboratory experiments,
where subjects’ actions may be shaped by the
experimental setup and by the appearance and
behaviour of the experimenter. At the same
time, we should note that what is threatened
by reactivity, the extent to which we can safely
generalize our findings from the situations
studied to other relevant situations in the

social world, is an issue that is relevant to
all kinds of research, even those that manage
to achieve low reactivity (Hammersley and
Atkinson 2007: chapter 1).

In summary, then, validity is a crucial
standard by which the findings of research
should be judged, and it is a single standard
that applies across the board. However, what
is required for assessing likely validity varies
according to the nature of the findings,
and also according to the research methods
employed. From this point of view, the
argument that qualitative and quantitative
approaches require different assessment cri-
teria is defective both in drawing a distinction
where none exists and in obscuring more
specific and essential differences (in relation
to types of knowledge claim and specific data
sources).

Another important point relates to the
notion of assessment criteria. There is some-
times a tendency within the literature of
quantitative methodology to imply that there
are procedures which can tell us whether or
not, for instance, a measure is valid. Thus,
reliability and validity tests are often said to
measure validity. However, they cannot do
that. They can give us evidence on which
we can base judgements about the likely
validity of the findings, but they cannot
eliminate the role of judgement. Similarly,
the use of experimental control, and random
allocation of subjects to treatment and control
groups, does not guarantee the validity of
the findings; nor does the absence of these
methods mean that the findings are invalid,
or even that the studies concerned provide us
with no evidence. In fact, there are usually
trade-offs such that any research strategy
that is more effective in dealing with one
threat to validity generally increases the
danger of other validity threats. Furthermore,
making sound judgements about validity
relies on background knowledge, both about
the substantive matters being investigated and
also about the sources of data and methods of
investigation employed. This means that there
will be significant differences between people
in how well placed they are to assess the
validity of particular sets of research findings
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effectively. The relevant research community
necessarily plays a crucial, but by no means
infallible, role here.

For all these reasons, it is misleading to
talk about criteria of assessment, if by that
is meant a universal and rigorous set of
procedures that, if applied properly, can in
themselves, and with certainty, tell us whether
or not the findings of a study are valid.
This notion is a mirage. How we assess
research findings must vary according to the
nature of the knowledge claims being made
and the methods employed. Furthermore,
this assessment will always be a matter
of judgement that relies on background
knowledge and skill.

QUALITATIVE CRITERIA?

Not surprisingly, much thinking about the
assessment criteria appropriate to qualitative
research has taken the quantitative criteria
mentioned in the previous section as a key
reference point. Some commentators have
attempted to translate these criteria into terms
that can be applied to qualitative work (see, for
example, Goetz and LeCompte 1984). Others
have replaced one or more of them by some
new criterion, or have added extra ones to the
list (see, for example, Lincoln and Guba 1985
and Lather 1986, 1993). Often, additions have
been motivated by a belief that research is not
just about producing knowledge but should
also be directed towards bringing about some
improvement in, or radical transformation of,
the world. Sometimes, this is linked to the idea
that application of knowledge is the primary
means of testing its validity, but this argument
is not always present. Indeed, increasingly in
recent years, among qualitative researchers,
there have been challenges to epistemic
criteria, with the proposal that these be
replaced by practical, ethical, and/or aesthetic
considerations (see Smith and Deemer 2000;
Smith and Hodkinson 2005).

Of central importance in these develop-
ments have been philosophical arguments
about foundationalism, as well as political and
ethical arguments about the proper purpose

of research. Epistemological foundationalism
was a strong influence on the development
of ideas about criteria of assessment within
social science research in the first half of the
twentieth century, and it underpins some dis-
cussions of the concepts mentioned in the first
part of this chapter. Foundationalism claims
that what is distinctive about science, what
makes the knowledge it produces superior to
that available from other sources, is that it
can rely on a foundation of absolutely certain
data, from which theoretical conclusions can
be logically derived and/or against which they
can be rigorously tested. Very often, these data
are seen as being produced by experimental
method, but what is also often stressed is
the requirement that the process of inquiry
follows an explicit set of procedures that are
replicable by others.

However, by the 1950s, most arguments for
the existence of an epistemological founda-
tion had been effectively undermined within
the philosophy of science (Suppe 1974),
though the impact of this on social research
was delayed until the following decades.
The claim that there could be perceptual
data whose validity is simply given, and the
idea that any particular set of data will only
validate a single theoretical interpretation,
were both challenged. Particularly significant
was the account of scientific development
presented by Thomas Kuhn, in which the
older view of science as involving a gradual
accumulation of facts on the basis of solid
evidence was overturned. In its place, Kuhn
presented a picture of recurrent revolutions
within scientific fields, in which one frame-
work of presuppositions, or ‘paradigm’, that
had previously guided research was rejected
and replaced by a new paradigm that was
‘incommensurable’ with the old one (Kuhn
1970). In other words, Kuhn emphasized
discontinuity, rather than continuity, in the
history of science, in the fundamental sense
that later paradigms reconceptualized the field
of phenomena dealt with by earlier paradigms,
in such a manner that even translation from
one to the other could be impossible. Rather,
what was involved, according to Kuhn, was
more like conversion to a new way of looking
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at the world, or gaining the ability to speak a
different language’.

These developments led the way for
some qualitative researchers to argue that
older conceptions of validity, and of validity
criteria, are false or outdated®. Many com-
mentators claimed that we must recognize
that there are simply different interpretations
or constructions of any set of phenomena,
with these being incommensurable in Kuhn’s
sense; they are not open to judgement in
terms of a universal set of epistemic criteria.
At best, there can only be plural, culturally
relative, ways of assessing validity. This
argument, variously labelled ‘relativism’ or
‘postmodernism’®, was reinforced by claims
from feminists, anti-racists, and others. They
argued that conventional social science sim-
ply reproduces the dominant perspectives
in society, that it marginalizes other voices
that rely on distinctive, and discrepant,
epistemological frameworks. From this point
of view, the task of social science should be to
counter the hegemony of dominant groups and
their discourses, and thereby to make way for
marginalized discourses to be heard and their
distinctive epistemologies to be recognized. In
this way, the original conception of epistemic
criteria, and perhaps even the very notion of
validity or truth, are rejected as ideological
and replaced by a political, ethical or aesthetic
concern with valuing, appreciating, or treating
fairly, multiple conceptions of or discourses
about the world.

These critics of assessment criteria claim
then, that since there can be no foundation of
evidence that is simply given and therefore
absolutely certain in validity from which
knowledge can be generated, or against
which hypotheses can be tested, then all
knowledge, in the traditional sense of that
word, is impossible. We are, to quote Smith
and Hodkinson (2005: 915) ‘in the era
of relativism’. This means that we must
recognize that any claims to knowledge,
including those of researchers, can only
be valid within a particular framework of
assumptions; or within a particular socio-
cultural context. And, as already noted, some
writers have concluded from this that the main

requirement is to challenge claims to universal
knowledge and to celebrate marginalized and
transgressive perspectives, perhaps in the
name of freedom and democracy. Here, ethics
and politics are foregrounded. Along these
lines, Denzin and Lincoln argue that the
criteria of assessment for qualitative research
should be those of a ‘moral ethic (which) calls
for research rooted in the concepts of care,
shared governance, neighbourliness, love and
kindness’ (Denzin and Lincoln 2005: 911).

Closely related to this line of argument is an
insistence on seeing all claims to knowledge
as intertwined, if not fused, with attempts
to exercise power. Thus, the work of social
scientists has often come to be analyzed both
in terms of how it may be motivated by
their own interests and/or in terms of the
wider social functions it is said to serve, in
particular the reproduction of dominant social
structures. In the context of methodology,
this has involved an emphasis on the senses
in which researchers exercise power over
the people they study; and this has led to
calls for collaborative or practitioner research,
in which decisions about who or what to
research, as well as about research method,
are made jointly with people rather than their
being simply the focus of study. Indeed, some
have argued that outside researchers should
do no more than serve as consultants helping
people to carry out research for themselves.
These ideas have been developed within the
action research movement, among feminists,
and are also currently very influential in the
field of research concerned with the lives
of children and young people (see Reason
and Bradbury 2001 and MacNaughton and
Smith 2005). Almost inevitably, this breaking
down of the barriers between researchers
and lay people, designed to undermine any
claim to authority based on expertise, leads
to epistemic judgements being made in ways
that diverge from those characteristic of
traditional forms of research (qualitative as
well as quantitative), and/or to them being
mixed in with or subordinated to other
considerations.

The problem with much of this criticism
of epistemic criteria is that we are presented
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with contrasting, old and new, positions as if
there were no middle ground. Furthermore,
the irony is that the radical critique of foun-
dationalist epistemology inherits the latter’s
definition of ‘knowledge’. Foundationalists
define ‘knowledge’ as being absolutely certain
in validity. The critics show, quite convinc-
ingly, that no such knowledge is possible.
But why should a belief only be treated as
knowledge when its validity is absolutely
certain? There is a third influential tradition
of philosophical thinking, fallibilism, that
is at odds with both foundationalism and
relativism/scepticism. This position can be
found in the writings of some contemporaries
of Descartes, such as Mersenne, in the work of
pragmatists like Peirce and Dewey, and in the
philosophy of Wittgenstein. From this point of
view, while all knowledge claims are fallible —
in other words, they could be false even when
we are confident that they are true — this does
not mean that we should treat them as all
equally likely to be false, or judge them solely
according to whether or not they are validated
by our own cultural communities. While we
make judgements about likely validity on the
basis of evidence that is itself always fallible,
this does not mean either that validity is the
same as cultural acceptability or that different
cultural modes of epistemic judgement are all
equally effective. Furthermore, in the normal
course of making sense of, and acting in, the
world we do not (and could not) adopt those
assumptions'©.

Where the sceptical/relativist position chal-
lenges the claims of science to superior
knowledge, the fallibilist position does not
do this, although it insists on a more
modest kind of authority than that implied by
foundationalism. It points to both the power
of, and the limits to, scientific knowledge
(Haack 2003). The normative structure of
science is designed to minimize the danger
of error, even though it can never eliminate
it. Moreover, while science can provide us
with knowledge that is less likely to be
false than that from other sources, it cannot
give us a whole perspective on the world
that can serve as a replacement for practical
forms of knowledge. Nor, in the event of

a clash between the latter and scientific
findings, can it be assumed that science must
always be trusted. From this point of view,
science, including social science, becomes a
more modest enterprise than it was under
foundationalism. But, at the same time, the
specialized pursuit of knowledge is justified
as both possible and desirable. By contrast
with relativist and postmodernist positions,
fallibilism does not reduce the task of social
science to challenging dominant claims to
knowledge or celebrating diverse discourses.
Nor is it turned into a practical or political
project directly concerned with ameliorating
the world.

From this point of view, then, epistemic
assessment of research findings is not only
possible but is also the most important form of
assessment for research communities. More-
over, while judgements cannot be absolutely
certain, they can vary in the extent to which
we are justified in giving them credence. In
my view, it also follows from this position
that the findings from qualitative research
should be subjected to exactly the same
form of assessment as those from quantitative
studies, albeit recognizing any differences in
the nature of the particular knowledge claims
being made and in the particular methods
employed.

OTHER RECENT DEVELOPMENTS

Within the last decade there has been a revival
of older, positivist ideas about the function
and nature of social research, and about
how it should be assessed. With the rise of
what is often referred to as the new public
management in many Western and other
societies (Pollitt 1990; Clarke and Newman
1997), along with the growing influence of
ideas about evidence-based policy-making
and practice, there have been increasing
pressures for the reform of social research
so as to make it serve the demands of policy
and practice more effectively. These pressures
have been particularly strong in the field
of education, but are also increasingly to
be found elsewhere!!. The task of research,
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from the viewpoint of many policy-makers
today, is to demonstrate which policies and
practices ‘work’, and which do not; and this
has led to complaints that there is insufficient
relevant research, and that much of it is
small-scale and does not employ the kind
of experimental method that is taken to be
essential for identifying the effects of policies
and practices. To a large extent, this attitude
reflects the fact that evidence-based practice
has its origins in the field of medicine, where
randomized, controlled trials are common?2.

At the same time, there have been attempts
on the part of some qualitative researchers
to show how their research can contribute to
evidence-based policy and practice, and also
to specify the criteria by which qualitative
studies can be judged by ‘users’. For example,
in the UK two sets of assessment criteria
for qualitative research have recently been
developed that are specifically designed to
demonstrate how it can serve policy-making
and practice. The first was commissioned by
the Cabinet Office in the UK from the National
Centre for Social Research, an independent
research organization (Spencer et al. 2003).
These authors provide a discussion of the
background to qualitative research, and of
previous sets of criteria, before outlining a
lengthy list of considerations that need to be
taken into account in assessing the quality of
qualitative research. They take great care in
making clear that these should not be treated
as a checklist of criteria that can give an
immediate assessment of quality. However,
perhaps not surprisingly, the authors have
been criticized, on one side, for producing
too abstract a list of criteria and, on the other,
for providing what will in practice be used as
a checklist, one which distorts the nature of
qualitative research!3.

Another recent set of criteria for assessing
research emerged in the field of educa-
tion (Furlong and Oancea 2005). While it
was not restricted to qualitative research,
being concerned with ‘applied and practice-
based educational inquiry’ more generally,
the authors clearly had qualitative work
particularly in mind. This venture had rather
different origins from the first, and differs

significantly in character. The project was
commissioned by the UK Economic and
Social Research Council, and the background
here was very much recent criticism of
educational research for being of poor quality
and little practical relevance. At the same
time, a prime concern of the authors seems
to have been to provide criteria for use in
the upcoming Research Assessment Exercise
(RAE) in the UK, a process that is used
to determine the distribution of research
resources across universities. A longstanding
complaint on the part of some educational
researchers has been that the RAE uses tra-
ditional scholarly criteria of assessment that
discriminate against applied work directed
at practitioner audiences. And there has
been much discussion of how this alleged
bias can be rectified. In addressing the
problem, Furlong and Oancea produce four
sets of criteria. The first is epistemic in
character, being concerned with issues of
validity and knowledge development. More
striking, however, are the other three sets of
criteria: technical, practical, and economic.
Here educational research is to be judged
in terms of the extent to which it provides
techniques that can be used by policy-makers
or practitioners; the ways in which it informs,
or could inform reflective practice; and/or
the extent to which it offers ‘added value’
efficiently'4.

There is an interesting parallel between
the emphasis placed by Furlong and Oancea
on non-epistemic criteria and the move,
outlined earlier, on the part of some qualitative
researchers to abandon epistemic criteria
completely. While many of the latter are
hostile to the pressure for research to serve
evidence-based policy-making and practice
(see, for instance, Lather 2004), there is
what might be described as a ‘third way’
approach championed by some, notably those
associated with the tradition of qualitative
action research. This redirects the pressure
on research for policy- and practice-relevance
away from a positivist emphasis on the need
for quantitative methods to demonstrate ‘what
works’ towards a broader view of worthwhile
forms of research and of the ways in which
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it can shape practice. It is seen as playing
a much more interactive and collaborative
role, at least in relation to practitioners
‘on the ground’. Advocates of this sort of
position, such as John Elliott, are as critical
of ‘academic’ educational research as the
advocates of the new positivism. Where they
differ is in the kind of research they believe is
needed to inform policy-making and practice
(see Elliott 1988, 1990, and 1991; see also
Hammersley 2003).

We can see then, that besides divergent
philosophical orientations between and
among  quantitative and  qualitative
researchers, equally important in shaping
ideas about how social research should be
assessed are views about its social function.
In crude terms, we can distinguish four broad
positions. First, there are those who see
most social science research, especially that
located in universities, as properly concerned
exclusively with producing knowledge
about human social life whose relevance
to policy and practice is indirect, albeit
not unimportant. Second, there are those
who share the belief that social research
must retain its independence, rather than
being subordinated to policy-making or
professional practice, but who regard the
criteria of assessment as properly political,
ethical, and/or aesthetic. For example, the task
may be viewed as to ‘disturb’ or ‘interrupt’
conventional thinking in a manner that is not
dissimilar to Socratic questioning, in its most
sceptical form. Third, there are those who,
while they see the purpose of social science
very much as producing knowledge, insist
that for this to be worthwhile it must have
direct policy or practice implications: the task
is to document what policies and practices
‘work’. Finally, there are those who doubt
the capacity of social science to produce
knowledge about the social world, in the
conventional sense of that term, and who
believe the task of social researchers is to
work in collaboration with particular groups
of social actors to improve or transform the
world?. Clearly, which of these stances
is adopted has major implications for the
question of how research should be evaluated.

Another recent development that has impor-
tant implications for assessing the validity
of research findings is a growing movement
among some groups of social scientists
towards championing the integration of quan-
titative and qualitative methods (see Bryman
1988; Tashakkori and Teddlie 2003a). ‘Mixed
methods’ research is promoted as capitalizing
on the strengths of both approaches. And
this movement raises at least two issues of
importance in the present context. First, there
is the question of what sort of philosophical
framework, if any, should underpin mixed
methods research, since this has implications
for how findings should be assessed. After all,
simply combining the various types of validity
identified by both quantitative and qualitative
researchers produces a formidable list (see
Teddlie and Tashakkori 2003: 13). A number
of alternative ways of formulating mixed
methods research as a ‘third way’ have been
proposed, from the idea of an ‘aparadigmatic’
orientation that dismisses the need for reliance
on any philosophical assumptions at all to
the adoption of one or another alternative
research paradigm, such as pragmatism or
‘transformative-emancipatory’ inquiry (see
Teddlie and Tashakkori 2003b). It should
be noted, though, that the reaction of many
qualitative researchers to mixed methodology
approaches 1is that, in practice, they force
qualitative work into a framework derived
from quantitative method, of a broadly
positivist character. And there is some truth
in this.

A second issue raised by mixing quan-
titative and qualitative approaches concerns
whether new, distinctive, criteria of assess-
ment are required, for instance relating
specifically to the effectiveness with which
the different kinds of method have been com-
bined. Here, as elsewhere, there is often insuf-
ficient clarity about the difference between
assessing research findings, as against assess-
ing the effectiveness with which particular
research projects have been pursued, the
value of particular methods, the competence
of researchers, and so on. Moreover, there
is also the question of whether combining
quantitative and qualitative methods is always
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desirable, and of whether talk about mixing
the two approaches does not in effect embalm
what is, in fact, too crude and artificial a
distinction.

CONCLUSION

Clearly, the assessment of research findings
is not a straightforward or an uncontentious
matter. In this chapter I began by outlining the
criteria usually associated with quantitative
research, and noted serious problems with
these: that there is often confusion about what
is being assessed, and a failure to recognize
differences in what is required depending
upon the nature of the knowledge claim made
and the particular research method used. In
addition, I argued that it is not possible to
have criteria in the strict sense of that term,
as virtually infallible indicators of validity
or invalidity. Judgement is always involved,
and this necessarily depends upon background
knowledge and practical understanding.

In the second half of the chapter, I consid-
ered the relativist and postmodernist views
that are currently influential among many
qualitative researchers. These deny the rele-
vance of epistemic standards of assessment, in
favour of an emphasis on political, ethical, or
practical ones. I tried to show how this stems
from a false response to the epistemological
foundationalism that has informed much
thinking about quantitative research. Instead,
I suggested that what is required is a fallibilist
epistemology. This recognizes that absolute
certainty is never justified but insists that it
does not follow either that we must treat all
knowledge claims as equally doubtful or that
we should judge them on grounds other than
their likely truth.

Of course, discussion of these issues never
takes place in a socio-cultural vacuum, and
I outlined some recent changes in the external
environment of social science research, in the
US and the UK and elsewhere, which have
increased demands that they demonstrate their
value. I examined a couple of the responses
to these pressures, in terms of attempts to
develop criteria that should be used to assess

the quality of qualitative research. Finally,
I considered the implications of the growing
advocacy of ‘mixed methods’ research, which
in some respects is not unrelated to these
external pressures.

We are a long way from enjoying any
consensus among social scientists on the issue
of how social research ought to be assessed.
However, the differences in view cannot
be mapped onto the distinction between
quantitative and qualitative approaches, even
though the argument is often formulated in
those terms. It is essential to engage with the
complexities of this issue if any progress is to
be made in resolving the disputes.

NOTES

1 These commitments to reliability and measure-
ment validity, and distinctions between types of
validity, are spelled out in many introductions to social
research. For a recent example, see Bryman 2001:
70-4. As Bryman indicates, the checking of reliability
and validity in much quantitative research is rather
limited, sometimes amounting to ‘measurement
by fiat'.

2 Of course, there are many other issues that survey
researchers take into account, not least non-response.

3 The different accounts produced over several
years allocate measurement somewhat differently: see
Hammersley 1991.

4 On the considerable variation in definitions
of ‘reliability’ and measurement ‘validity’, see
Hammersley 1987.

5 There are also value claims: evaluations and
prescriptions. | am taking it as given that research
cannot validate these on its own: see Hammersley
1997.

6 The last of these claims is controversial: there are
those, particularly among commentators on historical
explanation, who deny that explanations always
appeal to theoretical principles. For a discussion of this
issue, see Dray 1964.

7 For valuable recent accounts of Kuhn's complex,
and often misunderstood, position, see Hoyningen-
Huene 1993, Bird 2000, and Sharrock and Read 2002.

8 For an extended account of a more moderate
position, see Seale 1999.

9 Smith 1997 and 2004 distinguishes between
his own relativist position and that of some post-
modernists. However, the distinction is not cogent,
in my view (Hammersley 1998). At the very least,
there is substantial overlap between relativist and
postmodernist positions.
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10 For a sophisticated recent fallibilist account in
epistemology, see Haack 1993.

11 On the history of these developments in the UK,
see Hammersley 2002: chapter 1. On parallel changes
in the US, see Feuer et al. 2002, Mosteller and Boruch
2002, and Lather 2004.

12 For these arguments, see, for example, Oakley
2000 and Chalmers 2003; see also Hammersley 2005.

13 See Kushner 2004; Murphy and Dingwall
2004; Torrance 2004. One critique has dismissed it
as a 'government-sponsored framework’ (Smith and
Hodkinson 2005: 928-9).

14 Hammersley 2006 provides an assessment of
the case put forward by Furlong and Oancea for these
criteria.

15 These four positions are intended simply to
map the field; many researchers adopt positions which
combine and/or refine their elements.
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Ethnography and Audience

INTRODUCTION

The ethnographic method results in an analy-
sis of society which is built up from small facts
and details. It brings the distant near to point
out something not realized before, much like
poetry does in a different genre (Heidegger
1971). In ethnography, the data are generally
gathered from what people say and do in cer-
tain situations in order to illuminate broader
comparative questions. The contemporary
expansion of the audience! for ethnographic
writing affects the contextualization of data
by the researcher and raises questions about
the relation of theory to audience. I will use
some examples from anthropology to explore
issues that are widespread in qualitative
research to argue that, while the move to
‘critical ethnography’ raised issues about
representation, it did not fully address the
relation of ethnography to audience.

The problem of audience is apparent
already when collecting ethnographic data.
Typically, the researcher is a participant in the
immediate situation, translating it later into
a text. Implicit in this activity — talking,
performing, writing — there is an audience;
only some things are said to certain audiences,

Karen Armstrong

and other things are understood even if not
said. In most cases, the audience is expected to
do some of the work. What happens between
the speaker’s intention and the audience’s
understanding is a matter of interpretation.
For example, the Xavante of Brazil perform
dances for audiences of tourists in Brazil that
could be interpreted to be invented tradition
(Graham 2005). What the Xavante perform,
however, is not intended to be measured as
being true or not. They choose to perform
as they do because they would insult the
ancestors if they performed the full traditional
rituals for outsiders. When non-Brazilian
audiences appreciate their performance, the
Xavante interpret the response to mean that
their culture is recognized by outsiders as
meaningful. In other situations, fragments of
anarrative, or just allusions to a story, circulate
among Quechua speakers in Peru, while
place names summarize a moral story for
the Western Apache (Becker and Mannheim
1995; Basso 1996). The fragments or names
provide a cue; the audience does the work of
understanding and creating meaning. As can
be seen in these examples, being positioned
as an insider or outsider affects audience and
meaning.
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The problem of audience appears again
during the writing process. Whenever ethno-
graphers write up their data they engage in
an act of recontextualization (Duranti 1986:
244) by setting contextual clues, always
selective, for the intended audience to judge
the analysis. In anthropology, the ethnography
(or monograph) is considered to be the
account that pulls together the bits and pieces
of data into a single whole. An ethnography is,
by definition, comparative; it should address
central questions about the nature of human
existence through a specific society and its
cultural system. Therefore, the audience is
assumed to be both specific (academic, place,
etc.) and general in the sense that anyone may
engage with the broader questions addressed.

No good ethnography is self-contained.
Implicitly or explicitly ethnography is an
act of comparison. By virtue of comparison
ethnographic description becomes objective.
Not in the naive positivist sense of an
unmediated perception — just the opposite:
it becomes a universal understanding to the
extent it brings to bear on the perception of
any society the conceptions of all the others
(Sahlins 1996:10).

There have been ongoing debates about
the goals of ethnography. These debates
are commonly related to changing historical
conditions and the need for social scientists to
analyze what is going on in the contemporary
world. In the past, situations like colonial-
ism generated the need for new theoretical
and methodological approaches. It seems
appropriate, now that we live in a world
connected by the Internet, mobile phones, web
cameras, extensive media coverage, and so on,
that we should rethink problems of method
as related to audience. This is especially
true for anthropology since the ‘natives’
are professionals in many fields, including
anthropology.

In the most general sense, anthropologi-
cally informed ethnography is based on long-
term fieldwork, and participant observation
in a society other than one’s own has
been assumed and prioritized. Participant
observation includes the assumption of a
measure of fluency in the language of the

society being studied, spending enough time
among the people in order to know how
they live, what they say about what they do,
what they actually do, what they believe, and
their system of valuation. The fieldworker
may include archival and statistical data
and discuss the influence of national and
international organizations. Apart from these
general procedures, it can be said that there
is no distinct object of the anthropological
fieldwork method (Faubion 2001: 39, my
emphasis). What remains constant is the
recurring problem of self and other: how do
we know what we know, how do we assume
to speak for others, and who is the audience
being addressed? The first two issues have
been addressed as problems of validity and
representation; to address the third it is useful
to begin by looking at the relation of theory to
audience.

THEORY AND AUDIENCE

The sociologist, Arto Noro (2001, 2004),
argues that there are three genres of sociolog-
ical theory, each with an intended audience.
One is general theory; theories of this
type pose questions about how society in
general is constituted and try to answer
the questions. General theory is directed
toward a scientific audience and aims for
an interpretative synthesis by referring to
earlier questions, which are readdressed to
contemporary events. A second genre is
research theory; this level consists of research
projects that address or test the propositions of
general theory and, in turn, provide material
for general theory (2001: 1-2). As Noro
points out, there is a significant relationship
between these two. They lose their common
ground only when research theory turns
into administrative research or when general
theory becomes philosophy. Research theory
supplies material for general theory and is
intended for a scientific audience; alterna-
tively, it is directed toward specific social
problems and is intended for instrumental use
(for example, in forming social policy). Noro
calls the third genre ‘Zeitdiagnose’; this is
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theory that focuses on a diagnosis of the times
we live in. Zeitdiagnose is directed toward a
‘group-We’ audience and intends to encourage
‘us’ to think about our situation and perhaps
to change it accordingly.

Noro claims that Zeitdiagnose became
popular in sociology in the 1980s and 1990s
with books about risk society and modern
identity (e.g. Beck 1992, 1994; Giddens 1991,
1992, among others)?. The key characteristic
of Zeitdiagnose is that it offers an insight,
understanding or vision (Noro 2001: 5) about
our own times, something we have an inkling
about but cannot name without the synthesis
provided by the author. Zeitdiagnose tends
to be openly normative and political (ibid.).
Such texts are intensely seductive because
they tell us who ‘we’ are, although these
theories cannot be used in the interpretation of
empirical evidence because we would find in
the material what the diagnoses have already
named. As Noro says, the end result would be
poor mimesis (2001: 11).

As the audience for ethnographic research
becomes global and less contained, there can
be problems with the goals of research theory
and Zeitdiagnose theory. These issues were
anticipated in early discussions of the object of
ethnographic research and the use of analytic
concepts.

THE SCIENTIFIC AUDIENCE: EARLY
STUDIES

Ethnographies tend to fall into the above
classification of theories. An early example
of an ethnography framed by general theory
is Seasonal Variation of the Eskimo by
Marcel Mauss in collaboration with Henri
Beuchat (1979[1950]). It is based on field
research by Beuchat and others and organized
around Emile Durkheim’s concept of social
morphology to discuss the influence of
seasonal variation on both social and cultural
elements in Eskimo society and to propose
that there may be similar variation in other
societies. As with any good ethnography,
details about culture (house styles, naming
practices, hunting, etc.) and society (winter

and summer social groups) are presented to
argue the larger comparative point of social
morphology.

The concept of culture was the general
theory in American anthropology of the same
period where cultural relativism focused on
breaking the evolutionary model, a move
which was especially relevant in the context of
American society. Franz Boas and his students
typically made visits to the field to collect
cultural data and material artifacts. Much of
their work was based on textual material
collected from various North American Indian
groups in order to record so-called aboriginal
culture. This has been labeled ‘salvage
ethnography’ because they were aware that
most of the groups had been decimated
by war with the American government at
the end of the nineteenth century and they
understood that what they were witnessing
had been influenced and broken down by
historical events. Nevertheless, they were
looking at these groups to identify specific
culture traits and their local patterning, not as
an evolutionary process or a comparison of
the primitive with the civilized.

One student of Boas, Paul Radin, did
extensive fieldwork among the Winnebago
for nearly 50 years and wrote a book for
the method of studying culture (1987[1930]).
Radin did not deny history, but he denied
comparisons of cultures as being more or
less advanced in direct or implicit comparison
to ‘us.” He was critical, therefore, of those
who followed Malinowski’s universalistic and
functional style of description of ‘primitives’:
‘...whereas I see no necessity for proving
that culture is culture, they apparently feel
that it is incumbent upon them to laboriously
demonstrate that, among primitive people, we
are dealing with human beings who think as
we do, feel as we do, and act as we do’ (Radin
1987[1930]: 257). Radin’s method argued for
a study of culture based on ‘reconstruction
from internal evidence.’

The task, let me insist, is always the same:
a description of a specific period, and as much
of the past and as much of the contacts with
other cultures as is necessary for the elucidation
of the particular period. No more. This can be
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done only by an intensive and continuous study
of a particular tribe, a thorough knowledge of the
language, and an adequate body of texts; and
this can be accomplished only if we realize, once
and for all, that we are dealing with specific, not
generalized, men and women, and with specific,
not generalized, events. (ibid. 184-85)

Radin was critical of the categories imposed
by universalistic theory, although he recog-
nized that his method was similar to that
of Marcel Mauss: ‘In elucidating culture we
must begin with a fixed point, but this point
must be one that has been given form by
a member of the group described, and not by
an alien observer’ (ibid. 186). To demonstrate
his method, Radin uses one Winnebago man’s
(John Rave’s) account of his conversion to
the Peyote Cult. Radin traces themes in the
narrative and, along with other native texts
and his own observations, Radin shows how
Rave’s account is similar to and different
from previous Winnebago practices. Radin
thus analyzes how Rave could change his
beliefs and still remain within the general
Winnebago cultural framework. While the
analysis remains self-contained (about the
Winnebago), the method of eliciting native
accounts of specific events and tracing how
certain themes are replicated remains valid
today.

Boas and his students often commented on
issues in American society, especially about
race or in their role as experts on Native
American society. It has always been the
practice of social science research to com-
ment on contemporary issues; however, such
comments are not the same as Zeitdiagnose
when they are based on empirical research
and linked to general theory (Noro 2001).
A notable exception, Margaret Mead, came
close to Zeitdiagnose in her popular writing
and in her widely read ethnography, Coming
of Age in Samoa: A Psychological Study of
Primitive Youth for Western Civilisation (2001
[1928]). This book — not written strictly for
a scientific audience — caused furor inside
and outside academic circles. Mead used
her ethnographic knowledge about Samoa as
a basis for a critique of American culture,
and wrote the book for an American general

audience®. The book presents the transition
from youth to adulthood in Samoan culture as
being easy and without the stress and rebellion
found in American society. By using the
contrast of Samoan culture, Mead proposed
that the stress experienced in American
adolescence had social and cultural causes
which might be altered (see the discussion
in Marcus and Fisher 1986; Stocking 1992).
A friend of Mead, Edward Sapir, immediately
complained that a student of culture cannot
use what he knows as medicine for society
(Handler 1986). Mead’s book has generated
enormous commentary, the most famous
being numerous books and articles written
by anthropologist Derek Freeman to disclaim
the validity of Mead’s ethnographic method
and data (e.g. Freeman 1983, 1999, 2001).
George Marcus and Michael Fisher argue that
Mead failed because cultural juxtapositioning
between ‘us’ and ‘them’ requires equal
ethnography among ‘us’ (1986: 138). In the
same period, Mead also wrote an ethnographic
report on Samoa for the Bishop Museum
in Hawai’i: Social Organization of Manu’a
(1969[1930]). This is a standard research
report about social organization (chiefs, titles,
land arrangements) that does not attract
much attention apart from an audience of
anthropologists.

Coming of Age in Samoa reached an
audience beyond the US. It remains significant
in Samoa today, especially in American
Samoa where Mead did fieldwork on the
island of Ta’u in Manu’a. And, because texts
extend beyond the moment of their production
(Ricoeur 1991), Coming of Age continues to
frame the meaning of anthropology in Samoa
and of Samoa; my presence there in 2005 gen-
erated discussions of the book and the purpose
of anthropology. Coming of Age in Samoa is
cited by the American Samoan representative
to Congress, Faleomavaega Eni Hunkin, as an
insult to Samoan culture (Tavita 2004). He is
upset by Mead’s categorization of Samoa as
a primitive society and by her discussion of
Samoan sexuality. Perhaps more importantly,
Manu’a was at one time the sacred center of an
elaborate hierarchical culture and Mead does
not recognize this in the popular Coming of
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Age (although she does recognize it in Social
Organization of Manu’a). Faleomavaega feels
that the world continues to get the wrong
image of Samoa because, he claims, the
book is taught in introductory courses of
anthropology at American universities. Derek
Freeman does not escape criticism either; he is
accused of depicting Samoan culture as being
excessively violent. Both anthropologists are
criticized for their reduction of Samoan
culture. Samoan culture is not represented
according to Samoan norms; that is, the
Samoan voice is missing. In the research
and writing process Samoans were typed
by anthropological categories and Samoans
today reject the gloss.

Edward Sapir was a contemporary of Radin
and Mead, also a student of Boas, and
a linguist. Sapir noted that all people use
general categories as a way of making sense
of a huge amount of personal experience.
Because of this general tendency, he was wary
of concepts (such as ‘motivation’) because
they are generalizations that are imposed
on our perception of objects and events,
useful for talking about, in an analogical
sense, the actual phenomena but removed
from the phenomena (Preston 1966: 1115).
Concepts tend to become endowed with
what Sapir called a ‘peculiar quality of self-
determination’ (ibid. 1115). Social scientists
tend to prefer concepts and categories because
they offer precision and clarity and in
fact Sapir was criticized for his lack of
theory and refusal of categories (ibid. 1105).
However, when the categories are given
prime importance, the researcher tends to
use people selectively and only insofar as
they provide new material for the categories.
Sapir insisted that this was wrong, that ‘the
categories must be distinctively meaningful
in and therefore derived from, the particular
milieu, so that they will accurately describe
the milieu’ (ibid. 1120). For Sapir, the locus
of culture is in individuals and the experience
of actual individuals brings the researcher
closest to the inherent structure of culture.
He demonstrated this in his analyses of life
histories (Sapir 1922, 1995[1938]). As Sapir
defined method, you have to know the

overt forms (census materials, economic flow,
geography, language, material culture, etc.) as
well as how the forms are lived by individuals,
which Sapir called the analysis of variation
(Preston 1966: 1127). The cultural relativism
of Radin and Sapir proposed a method that was
based on internal evidence in order to avoid
imposing categories on other cultures, with a
focus on engaged individuals; this method was
later criticized as being too particularistic.

Regarding audience, Radin and Sapir
preferred to rely on texts, which turn out
to have a longer ‘shelf life’ than concepts.
The present-day Winnebago, or the Tikopians
described so thoroughly by Raymond Firth,
do not care about the concepts used by
the anthropologists or their interpretations.
The ‘native’ audience today is interested in
these old ethnographies for their descriptive
value as historical documents; they give them
their own interpretation.

In another school, methods were developed
to break out of the particularistic view and to
address contemporary issues through general
theory. Beginning in the 1940s, the so-called
Manchester School of anthropology, headed
by Max Gluckman, defined what became
called situational analysis (a slightly different
version was called social drama by his student,
Victor Turner). Most of these anthropologists
were working in Africa and trying to
develop theories and methods appropriate
for analyzing colonial relations. Gluckman
(1958 [1940]) insisted that Europeans and
Africans had to be seen as a total system,
not as isolated groups. This could be done
through the analysis of situations or events
where problems would become apparent;
the concept of ‘social fields’ was used to
recognize the unbounded nature of social
relations. Victor Turner used this method to
show the symbolic importance of events — for
example, rituals or conflicts — for individual
participants. In four volumes about the
Ndembu (cf. 1957, 1962, 1967, 1968) Turner
demonstrates, through the personal stories of
named individuals, how cultural categories
sustain a given social structure through
an intermingling of meanings. For Turner,
a social drama, which is often a moment of
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conflict, reveals a ‘moment of translucence’
when the positions and conflicts among
the involved individuals become apparent.
Turner (1957) concluded that changes brought
by colonial rule exacerbated the internal
contradictions in Ndembu social structure.
Whereas the contradictions caused by res-
idence and decent could be tolerated or
resolved before, they often collapsed into
unrestrained conflict under colonial rule.
Along with his analysis of conflict, Turner
looked for replication in the symbols and
concepts used by individuals in Ndembu
society. Key (or root) metaphors were defined
by Turner as those that occur at different
times in different situations to structure
meaning.

In a review of the Ndembu work, Mary
Douglas claimed that Turner solved the
problem of validation once and for all,
although she worried about what the named
individuals would think about their stories
being public. ‘It should never again be
permissible to provide an analysis of an
interlocking system of categories of thought
which has no demonstrable relation to the
social life of the people who think in these
terms’ (Douglas 1970:303).Whereas Sapir
and Radin focused on culture as a system,
Turner linked culture to practice, to the
concept of society, and to universal questions.
All these authors were attempting to address
broader contemporary issues — the decimation
of North American indigenous groups and the
disruption caused by colonialism in Africa.
The intended audience consisted of academics
and possibly administrators. Mary Douglas’
comment about named Ndembu individu-
als seems to anticipate that the audience
was not going to be so contained in the
future.

CRITICAL ETHNOGRAPHY

The emergence of a self-consciousness
regarding ‘self and other’ in the last quarter of
the twentieth century altered the way anthro-
pologists and sociologists write ethnography
and deal with data and representations of

others (see, for example, Gubrium and Hol-
stein 1997). ‘Critical ethnography’ introduced
reflexivity about what ‘we’ do and cast a
critical eye on writing practices, fieldwork
topics and research sites. In anthropology,
the emphasis has been on the production of
ethnography, especially the relation between
the fieldworker and those being researched.
Two popular books, Paul Rabinow’s (1977)
Reflections on Fieldwork in Morocco, and
The Headman and I by Jean-Paul Dumont
(1978), opened up the reflexive question
in the US about the relation between
the researcher and his or her informants®.
These were followed by Writing Culture
(Clifford and Marcus 1986) and Anthropology
as Cultural Critigue (Marcus and Fischer
1986). Writing Culture was a collection of
articles that questioned how the process of
writing established a self/other relationship
in ethnographic description. It questioned the
notion of ethnographic authority and how the
‘T’ of the anthropologist had fashioned the ‘we’
or the ‘other’ of the ‘natives.” Anthropology as
Cultural Critique called for a more politically
active engagement of anthropologists in
the issues of their times. Following these,
anthropology was challenged to drop the
‘savage slot’ and to undertake critical research
about the contemporary world (Trouillot
1991: 40). These works, and many others,
opened an experimental current that continues
today (e.g. Carucci and Dominy 2005).
As a result there have been various efforts
in writing, such as teamwork between the
anthropologist and the interlocutor in order
to produce ‘dialogue’ or ‘polyphony,” with
different measures of success (Faubion 2001;
Marcus and Mascarenhas 2005). Topics have
broadened to include the contemporary world
of elites, corporations, medicine, law and
environmental issues, to name a few. Along
with the focus on new topics, George Marcus
(1998) talks about the ‘complicity’ of the
fieldworker regarding his or her relation with
the events or people being studied while
others talk about ‘emergent practices’ (Mauer
2005: 1). Like Zeitdiagnose, these authors
aim to study issues that they are involved
in and to take a political, often a moral,
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position in order to describe what these times
are like.

The valuation of the sites of research
has also been redefined. Akhil Gupta and
James Ferguson (1997) critiqued the place
orientation of anthropology and called for
research that was not so place dependent.
Since we live in a world of transnational
flows, refugees, and exiles, a researcher
should adjust his or her methods appropri-
ately. For George Marcus (1998), multi-sited
ethnography recognizes that individuals in
today’s world are on the move; the anthro-
pologist therefore tracks these individuals and
their networks. James Faubion (2001: 52)
notes that, although this type of research
is easily justified, it has remained largely
an ideal model since it is hard to find
the time or funding to do it in practice.
And even if funded and attempted, Ghassan
Hage (2005) found that there are many pitfalls,
primarily the exhaustion of the ethnographer
and the unhappy expectations of reciprocity
by individuals who expect him to take them
seriously, not just to drop in for a short
visit. Faubion suggests an alternative, that
fieldwork might ‘proceed cross-sectionally
and sequentially,” and ends his review of
American anthropology strongly in the spirit
of Zeitdiagnose: ‘modernity is ...many things;
and it is up to the cultural (and social)
fieldworker to explore, describe and diagnose
at once what such a multi-scalar assemblage
of artifacts is, or what it might be’ (Faubion
2001: 52).

The resultant political positioning generally
puts the weight on categories or concepts
like ‘power,” ‘hybridity,” and ‘race,” and uses
individuals to fill in the story. One example is
a book about multi-sited memory and identity
in the border region of Trieste that ‘breaks
with relativism’ because it is ‘not a standard
ethnography of empathy’ but ‘an ethnography
of complicity’ (Ballinger 2003: 7). The author
analyses how average citizens make sense
of history by assimilating the events of their
lives into long-standing narratives that ‘are
legitimated or authorized precisely in moral
terms’ (2003: 9). Asked to tell about the
events of 1943-45, the speakers are said to

draw the listener (anthropologist) in, so that
the anthropologist shares their complicity in
the violent events being described, while at
the same time the narrators deny their own
complicity (2003: 147). The author reports to
a professional audience and determines the
truth of the narratives. But, were life story
narratives appropriate for talking about the
tensions of state formation? It is likely that a
different genre or domain was being addressed
by her interlocutors and here is where, again,
the problem of audience appears. Despite
the attention paid to writing, topics and
place, critical ethnography has not addressed
adequately the relation of theory to method
or the issues of ethnographic competence and
intended audience.

ETHNOGRAPHIC COMPETENCE

The subject matter for anthropology has
always been global but today its institutions,
practitioners and audiences are also global
(Lederman 2005: 321). The same can be
said for the other social sciences and this
expanded situation has implications for the
methods used as well as for reception.
However, with the exception of linguistic
anthropology, very little of the discussion
about fieldwork and representation addresses
the need for new methods to interpret the
data (e.g. Briggs 1986; Silverstein and Urban
1996). Although critical ethnography — and
taking a political and moral stand —is often the
goal, how do we know — and can we know? —
the truth and intentionality intended by our
interlocutors?

The move to critical ethnography defined
privileged sites and privileged topics with
sometimes unanticipated results. For exam-
ple, the site of Asale Angel-Ajani’s research
reveals a preference for certain sites, the
problem of speaking for someone else, and the
problem of audience. Angel-Ajani’s research
with women prisoners in Italy, most of whom
were from Africa, put her in the position of
listening to dramatic testimony of chaos and
violence, where what the prisoners say often
does not seem to be ‘really real.” She argues
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that in such situations the listener cannot
assume to be an expert or authority; instead,
the focus should be on critical reception,
on actually listening to what is being said
(2004: 142). Ironically, when she presented
her data at a conference the academic audience
rejected the prisoners’ stories as implausible.
Angel-Ajani suspects that the stories would
have been accepted if they had been situated
in a privileged site, such as a refugee camp or
a women’s shelter (ibid.).

Questions about intentionality raise issues
about audience and code that have been
addressed by discourse analysis in productive
ways. Charles Briggs reviews the problems
inherent in the interview as a genre. Briggs
criticizes the assumption that acceptable
questions are semantically transparent, that
the respondent’s assumptions will match
those of the researcher (Briggs 1986: 50).
He goes on to demonstrate the significance
of reference, indexicality, code and social
relations in interview situations. Responses
can address a given subject from many
different points of view (ibid. 54) and with
differing amounts of detail. Radin argued that
no one can say everything about the topic in
answer to a question (1957[1927]: 16); there
is always a selective process, a partial answer.
Add to this the fact that any researcher exerts
a certain amount of control over the situation
so that often one’s interlocutors are trying
to give the appropriate answer to what they
understand is the intended question. In other
words, there is a large gap between intention
and meaning which allows room for the
researcher to impose an external meaning onto
a response. A reliance on interviews, without
being aware of the nature of speech acts,
often reinforces our preconceptions rather
than raising new questions (Briggs 1986: 119).
However, interviews do not have to be thrown
into the scrap bin. The aim of Briggs’book is to
show that they require rhetorical competence:
an understanding of the modes of verbal
interaction among the group being studied,
the context and indexical meanings for what
is being said, and the fact that speech has the
possibility to create or transform a given state
of affairs (ibid. 45-46).

Because of the creative/transformative
nature of speech, intentionality and truth are
not as straightforward as question and answer
sessions might suppose. In spoken language,
not only do we communicate messages,
we communicate how to interpret those
messages, sometimes with additional devices
(tone, body language, etc.) to modify the
meaning. As has been shown in conversation
analysis and linguistic anthropology, acts
of speaking and interpretation are partly
constructed by the audience’s response and,
in fact, we would not be able to communicate
without others to carry, complete, expand
and revise our messages (Duranti 1993: 226).
Even the simplest routine like the opening of
a telephone call is a joint activity between
speaker and audience. When the audience is
cooperative this work is hardly recognized.
However, when the message is open to
dispute speakers use other techniques such
as verbal indirection, where the meaning is
not in the text alone, the speaker avoids
full responsibility for what is said, and the
audience is actively involved and compelled
to interpret the referent and the meaning
(Brenneis 1987: 504).

If a message has multiple goals, how is
it to be understood? Sometimes speakers
seem to be exploiting the truth rather than
to use it as the criterion for interpretation.
The goal might be to make truth irrel-
evant or to make the audience at least
partly responsible for what is being implied
(Duranti 1993: 233). If a researcher does
not fully account for the audience, he or
she might suppose that the analysis is
immune to the consequences of interpretation
due to the geographical and institutional
distance from their subjects (ibid. 229).
As this distance breaks down, however,
the notion of being objective is harder
to maintain. According to Duranti, the
emphasis must come away from the speaker
and move instead to the ‘coordinated role
played by the addresses or audience in
any kind of communicative act’ (ibid. 237).
And beyond this, truth has a different
meaning across sociocultural domains such
as domestic, political and ritual domains,
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so that an ethnographer’s observations must
be grounded in a careful analysis of discourse
patterns according to the appropriate domain
audience.

The issue of audience turns the atten-
tion from ethnographic authority (even a
reflexive one) to that of ethnographic com-
petence. One must be competent in order to
understand the subtle signals and shifts that
are occurring during the research. An example
of this is John Haviland’s (1991) recording
and analysis of the life story of Roger
Hart, an Australian aboriginal man. Haviland
demonstrates how the discourse constitutes —
brings into existence — a coherent view
of personal identity that goes to the heart
of the problem of individual participation
in a cultural order. Using the actual text
(which was also video-recorded), Haviland
demonstrates how others participated in the
performance (including the anthropologist),
the immediate context for what Roger Hart
says, as well as the background issues for why
he says what he says at this point in time.
The multiplicity of voices and the message of
the story replicate the themes of ambivalence
which surround the topic of aboriginality in
Australia (Haviland 1991: 347).

Likewise, an analysis of a misunderstand-
ing — a failure of competence — can open up
problems of intention as Johannes Fabian
(1995) found in a conversation he had while
doing fieldwork in Zaire. In an interview with
a woman leader of a charismatic prayer group,
the woman insists, by coming back to the topic
and addressing it openly, that they discuss
why Johannes Fabian is no longer a Catholic.
The ensuing conversation is full of evasion
and a certain level of embarrassment on the
part of the anthropologist. Both were speaking
Swahili — a language in which Fabian is very
competent — so there was not a language
problem. As Fabian realized, it was a problem
of intention. He understood the conversation
as an interview, while she was trying to engage
him in testimony (1995: 46). It is an example
of how one cannot assume that the context
is given; rather, Fabian argues, context works
in a dialectical, not a logical-methodological
way (ibid. 48).

The contradictions in narratives about colo-
nial memories encountered by Andrea Smith
(2004) were in fact examples of Bahktin’s
idea of heteroglossia. On the one hand,
informants told her that in colonial Algeria
people were ‘all the same, a melting-pot,’
and on the other hand they told stories about
an ethnic hierarchy and tensions due to
ethnic intermarriage. Her examples show that
memory is narrated contingent on audience
and on distinct voices. For a general audience,
Algeria was a melting pot, as the story is
replicated in official histories and discussions.
But when talking about personal history and
personal experience, people used the first per-
son ‘I’ and spoke about a colonial experience
marked by ethnic divisions and class. Distinct
voices index a distinct orientation; neither
version is intended to be the absolute truth
(Smith 2004: 265).

When the focus is on universal concepts
such as ‘power’ or ‘race,” combined with a
Zeitdiagnose purpose to describe ‘what these
times are like’ it is easy to read motives
into informants’ answers. Ethnographic com-
petence — the recognition of multiple voices,
intention and heteroglossia — draws attention
to the intended meaning and audience of the
speakers as well as to the work being done by
the audience.

INSIDERS AND OUTSIDERS

Due to the reflexive turn in ethnography, it is
not possible to produce texts without consid-
ering the relation of authors to their subjects.
Anthropology has generally practiced the
interpretative project of translating the con-
cerns of the research site and a certain group
for an audience unlikely to encounter them
directly (Lederman 2005: 322). However, an
important historical shift has occurred so that
it is often no longer clear who is a cultural
insider and who is an outsider. The situation
of ‘translation’ is changing as ‘insider’
anthropologists become more common and
because publications circulate beyond lim-
ited audiences. One way around translation
can be seen in the recent collaborative
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Zeitdiagnose has its own pitfalls. Because
it is aimed at identity audiences, it is often
based on fieldwork ‘at home’ and written for
a defined ‘we.” Since the content is already
known, the only novelty is in the production,
in the way the argument is written (Siikala
2004:202). Itis inevitable that certain identity
audiences will have priority over others
depending on the location and interests of
the major publishing houses. As ethnographic
texts become accessible — especially through
the Internet — they are not tied to the frame
of academic judgment or to a particular ‘we.’
If Zeitdiagnose defines a ‘we’ it runs the risk
of excluding others since any ‘we’ implies a
‘not-we’ (Urban 1996).

General theory is written for a global
scientific audience. When Marshall Sahlins
states that comparison is at the heart of
ethnography he is talking about general
theory, not the comparison of ‘these to
those.” At the level of general theory, broad
questions are addressed concerning the nature
of society, the relationship of individuals
to social structures, the way reciprocity
creates social relations, the processes of
social change, etc., and are argued with
detailed ethnographic data. The questions
can be revisited and revised in all sites as
historical changes affect the nature of society
and social relations. Ethnographies like The
Fame of Gawa by Nancy Munn (1992[1986]),
Marshall Sahlins’ Anahulu (1992) or Feast
of the Sorcerer by Bruce Kapferer (1997)
are explorations of general questions such as
(respectively) value and reciprocity, cosmol-
ogy and contact between different cultural
orders, and sorcery’s relation to the conditions
of human existence. These questions can be
explored anew in new sites, with new data,
according to new circumstances, because no
one instance of a phenomenon accounts for all
its dimensions (Kapferer 1997: 302).

For example, when Bruce Kapferer writes
about sorcery in Sri Lanka he breaks the
category expectations of sorcery, which are
‘deeply engaged in the very aims and
methodology of anthropology,” while at the
same time avoiding the ‘dark cave of
methodological relativism’ (1997: 11, 13).

Kapferer makes an ethnographically informed
argument about the general possibilities of
sorcery — it is directed to the contradictions
and discordances of life worlds — while
acknowledging distinctions in Sri Lankan
practices (ibid. 11, 15). Sri Lankan sorcery
is not another example of exotic otherness;
sorcery is a practical discourse about ‘human-
generated social and political realities,” part of
the general problematic of ‘the alienating and
constituting forces of power’ (ibid. 7, 303).
Kapferer breaks with the category because
categories structure the interpretation, as Sapir
warned. At the same time, Kapferer avoids
the particularistic view of cultural relativism
and the moral positioning of Zeitdiagnose.
Sorcery is not analyzed to determine the
truth about violence and power; rather, it
demonstrates the anguish of human beings in
a social and political world (ibid. 25). When
ethnography addresses general questions the
audience is ‘human beings’ and there is the
possibility to debate and disagree. The intent
is relevance not truth; thus, it allows the
possibility for a voice (response) for a global
audience.

The move to critical ethnography opened
the question of audience. Since that time,
information has become more widely avail-
able, making the problem of audience more
pronounced in all aspects of the research
project. So long as the audience was primarily
a scientific one, there were guidelines about
how the analysis should be read and judged —
often for the way it addressed problems within
an academic discipline. However, it is less
likely today that the audience will be so
narrow; in fact, it is quite likely that the
audience will be any number of people with
an interest in the place, the topic, or for many
other reasons. It means that one’s writing
is read increasingly by ‘an undisciplined
audience’ (Lederman 2005: 323). We are
faced, therefore, with the situation where we
collect data from a variety of people who
themselves have a variety of interests, and
publish our analyses in a variety of sites for a
variety of readers, each of whom brings his or
her own interests to the text. The text always
escapes the author. The work produced will
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work between the anthropologist George
Marcus and a Portuguese nobleman, Fernando
Mascarenhas. Their email exchanges are
reproduced with little editing and no inter-
pretation as an example of the °‘shifting
“politics” between the tradition of letters in
Portugal and the tradition of interviewing
in anthropology’ (Marcus and Mascarenhas
2005: xv). The intended audience remains
narrow: an academic audience interested in
the study of elites or the general prob-
lems of ‘the presentation of ethnography
expressed through the relations that produce
it’ (ibid. xvi).

Another possibility is that one’s ethno-
graphic competence will be used by the
subjects of the study for their own purposes.
This often occurs when the researcher has
worked in an area over a long period of
time. Glenn Petersen has done research in
Micronesia for 30 years, but as he notes, ‘since
Micronesians know about Micronesia, they
have neither need for nor much interest in
my ethnography; they already know about
themselves, to put it simply’ (2005: 312).
While his writing gave him ethnographic
authority with a scholarly public (mostly
outside Micronesia), the Micronesians put
more value on his competence, that is,
how they could make use of his outside
experience. Competence means taking into
account all the ‘messy’ parts: disagreements,
the tensions that link hierarchy and equality,
and the discrepancies of everyday experience
(Petersen 2005: 315). For Petersen, a good
ethnographer knows about life as the indi-
viduals in the community experience it, and
therefore knows something about the effect
of cultural contradictions on their lives (ibid.
316). Competence is gained by recognizing
the complexities, not glossing them over
with general concepts. This was, after all,
the point of practice theory, when Pierre
Bourdieu quoted Jean-Paul Sartre: “Words
wreck havoc when they find a name for
what had up to then been lived namelessly’
(Bourdieu 1977: 170). Practice brings the
contradictions to the surface, as Gluckman
recognized; practice theory recognizes the
political implications of categorization and

internal critique (Kapferer 1997: 20). Naming
creates authority; competence is the ability
to live according to local systems of signif-
icance.

CONCLUSION: ACCOUNTING FOR
AUDIENCE

Accounting for an expanded audience is
a measure of the goals of the research
and whether it addresses problems — even
if unwittingly — defined by interests or
categories that frame the results. If the
ethnographic method aims to study every
possible group and site, the goal of the
research is a critical issue. One danger is
that ethnography becomes a form of spying;
another is that it reproduces dominant interests
and discourses. The question of dominant
interests is relevant in Finland, for example,
where much of the research funding comes
from the state and where the state often
determines (beforehand) the topics that it
will fund. Research theory, as defined earlier,
can address two audiences: a scientific or
an administrative audience. In many cases,
research questions are designed for topics
about which the state needs information (such
as prison populations, area studies or Islam).
The researcher in these cases is defined as an
expert, despite the fact that expert predictions
have proven to be unreliable and, ultimately,
unaccountable for their errors (Menand 2005).
Even when one avows to be critical — as in
critical ethnography in the US — the research
questions and results may unwittingly repli-
cate central problems in American society
(power, race, ethnicity, gender) in other places
if one does not listen carefully to what is
being said within the context of another social
setting. This is what Louis Dumont meant
when he warned that anthropology should not
be subjected to non-anthropological concerns
(Dumont 1986). Dumont argued that the
proper study of society was based on enriching
general theoretical questions through detailed
ethnography in order to determine the valu-
ations that distinguish one research context
from another.
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not be read conclusively; it will be read for its
relevance by readers who assign meaning to
it according to their own valuations.

NOTES

1 A caveat is necessary here: the ‘native’ audience
is not necessarily a recent phenomenon. It has been
common in Finland for a long time for the general
public to read ethnology and folklore texts, among
others, about themselves. However, while the audi-
ence is 'native,’ the writing is among ‘insiders’ and
does not raise the issue of ‘self and other in the same
way as when the researcher is from another culture.

2 These works are part of ‘reflexive modernity’
and, in fact, ‘'modernity’ is marked by reflexivity.
The implications of how the information flow makes
the world ‘modern’ and ‘reflexive’ on an institutional
level, and the impact on anthropology, are discussed
by John Knight (1992).

3 There are no footnotes or references, as would
be expected in scientific writing, although there is an
explanation of the methodology in an appendix.

4 The reflexive turn in American anthropology
happened in the context of Project Camelot and the
Vietnam War. Both events opened debates about
the purpose of anthropological research: was it to
supply information for the CIA and the US military?
Rabinow refers to the American political context in the
introduction to Reflections on Fieldwork in Morocco.
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Social Research and Social
Practice in Post-Positivist Society

Scientific methods are not tool kits that
researchers can select to suit their tastes and
preferences to compete with other techniques
contending to reach the truth. Research
instruments in sociology are no more than
in other sciences independent of concepts
and problematics from which they emerge,
and they in turn structure the questions and
theoretical concepts that they can be used to
deal with. Instead of a choice of methods
it is more appropriate to talk about ‘styles
of reasoning’, like Ian Hacking (1990: 6),
who has argued that although the social world
is constructed differently by different styles
of reasoning, this is not to say that the
constructions are arbitrary. It simply means
that, for example, an explanation or prediction
formulated in probabilistic quantitative terms
already implies a great deal about the world
in its concepts which, in turn, are integrated
with a statistical methodology. The same
reality represented in another vocabulary
and through a biographical or ethnographic
methodology would look different but still be
no less true.

Pekka Sulkunen

How should we classify such styles of
reasoning in sociology, and how could we
explain or understand the reasons for such
differences? In this article I argue that a major
change in sociological styles of reasoning took
place in the late 1970s and early 1980s both
in the way sociology began to conceptualise
the social world and in the way sociological
research was related to social practices or
policy-making. One apparent indication of
the new style of reasoning was the boost in
qualitative research and the accompanying
‘cultural’ or ‘linguistic’ turn in sociology (see
Chapter 1). These changes reflect the role that
social sciences first had in the three post-war
decades and then lost when the welfare state
construction period had attained maturity.

REPRESENTATIONAL, EPISTEMIC
AND POSITIONAL DIMENSIONS
OF KNOWLEDGE

Sociological studies tell about social reality
in three different ways. First, they report
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knowledge about social realities. This
knowledge depends on their conceptual
framework and on their instruments of
observation such as ethnography, media
analysis or the survey technology, but
within the constraints of the concepts and
instruments, knowledge it is (Bhaskar 1975).
This is the representational dimension
of knowledge. For example, a study on
the relationship between social capital
and social exclusion might be made with
statistical methods, which require that the
abstract categories ‘social capital’ and ‘social
exclusion’ are operationalised as measurable
indicators that describe individuals or
collectivities. Most likely, a fair amount of
drug users would be found among the most
excluded. Another study might compare
Western countries and come to the conclusion
that most of them apply strict prohibitions
on a selection of pharmaceuticals — not
all, like alcohol, but many such as opiates,
cocaine, amphetamine or MDMA (‘ecstasy’).
Possession, distribution, production and
import of the prohibited drugs are legal
offences with penal consequences. The role
of the criminal justice system as the interface
between the state and the drug user in many
ways operates as a mechanism of exclusion.
The term ‘prohibition’ is also an abstract
category and describes at least part of the
same reality as the quantitative study, but from
a completely different angle. Finally, a third
study, made with ethnographic methods,
could analyse the social relationships in the
different types of public social and health
services offered to illicit drug users, and find
that at the low-threshold needle exchange
clinic the (often voluntary) social workers
are allies of their clients, trying to help them
to get medication and other help, whereas the
workers at the substitution treatment clinic
require a great deal of ‘motivation’ and effort
from their clients, often with the consequence
that they are felt to be part of the penalising
control system rather than a help. Again,
we are observing mechanisms of exclusion,
including social capital and the lack of it, but
from a completely different angle than the
other two studies. All of them report facts that

represent the same reality, but within very
different styles of reasoning and methods.

Second, the style of reasoning itself tells
us about society. The three studies of social
exclusion, with their different methods and
concepts, involve very different problematics
although their subject matter is at least
partly the same. The first probably would be
built on communitarian hypotheses on how
social relationships support people in their
self-control, autonomy and integration into
educational and work life. The second would
raise different kinds of questions concerning
the authority of the state, the basis of selecting
some pharmaceuticals as legal and others
as illegal, and the intended and unintended
consequences of prevention efforts. The third
would pay attention to the fact that social
capital may be of very different kinds, and that
it is not entirely an independent variable in
the processes of social exclusion but depends,
instead, on power relationships in society.
All three studies involve moral investments
in the way they categorise their observations,
they represent not only the reality as facts
but also wider frameworks in which they
see society, the state, the individual and the
interface between citizens and the public
powers. In other words, they are motivated
by different interests of knowledge.

The interests of knowledge which define
the needs and dispositions to explain and
understand what happens in society determine
the types of questions that can be asked about
social reality: the episteme, to use Michel
Foucault’s term (Foucault 1966: 197). Let us
call this the epistemic dimension of socio-
logical knowledge. Epistémes themselves are
social facts that represent the relations of
domination in the given society. The master
example is Foucault’s own account of the
history of Western science and its ways of
relating human culture and nature. It evolved
from classifying and representing the natural
world, including humans, in the natural
history of the seventeenth and eighteenth
centuries, to the study of exchange and utility
in mercantilist and physiocratic economics,
to the focus on work in classical economic
theory, and finally to the complete separation
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between human and natural sciences towards
the end of the nineteenth century. A similar
example is Ian Hacking’s analysis of the dis-
covery of probability and stochastic processes
in the early nineteenth century. This opened
up whole new areas of scientific research
concerning populations and mass phenomena.
Such grand transformations of the episteme
reflect society’s interests in itself and its
natural environment in wide philosophical
terms, but as the three examples above point
out, the kinds of questions society asks of
itself are also reflected in research designs in
a smaller scale, and the designs and questions
themselves tell us something important about
society.

Third, sociological studies report through
their form and scientific practice quite special
facts about society, namely facts about the
relationship between sociologists themselves
and the object of their study. This we
can call the positional, or the sociology of
knowledge dimension of sociological facts
(Bourdieu 1982). The division of sciences
into disciplines in itself is an important fact
about the society that engenders it. The fact
that social sciences are today separated from
natural sciences, and split into sub-disciplines
each with their own dominant styles of
reasoning, is not simply a consequence of
the accumulation of knowledge but also a
real factor which has an impact on what new
knowledge it can produce. Another division,
especially important in sociology, is the way
that scientific knowledge is entangled with
but sometimes also opposed to practical
knowledge about society, held by ordinary
people, by policy-makers, by the media and
other significant institutions.

All these three dimensions must be
accounted for when we discuss the rela-
tionship between social science and social
practice. Sociological studies should not be
read only as reports about their objects, but
symptomatically, as manifestations of the
power fields of knowledge in which they oper-
ate, and of their relationships to these fields.

In all three respects the social sciences in
advanced capitalist societies have undergone
a transformation which we must clearly

understand to see precisely what practical role
they potentially serve today.

PLANNED ECONOMY AND MODE 1
SOCIAL SCIENCE

When the architect of the British welfare state,
Sir William Beveridge, envisioned the state’s
role in the post-war society he considered that
the ‘spectacular achievements of the war-time
planned economy’ (Beveridge 1944: 120)
measured by the GNP and employment should
be applied to the economy in peace, which
also could benefit from state regulation, and
not only by means of income redistribution.
The state’s aim was no longer to minimise
public spending but to optimise all spending
in society, in regard to available labour power
by means of ‘manpower budgeting’. The state
budget should be measured to maintain full
employment but not to exceed the national
manpower capacity. The Keynesian principle
of full employment was translated into income
equalisation in social policy and growth was
its primary objective. Thus planning was not
uniquely a Socialist idea; a plan designed and
supervised by the centralised national state
was a generally accepted European model of
industrial development.

The planning did not only cover infras-
tructure, regional policy, monetary and fiscal
policy, but also the ways in which people
should lead their lives. The Swedish Alva and
Gunnar Myrdal (1934) had in their famous
population policy programme proposed that
the state should root out bad habits among
its citizens and teach them good manners.
People had to be trained to take care of
their households and bring up their children,
although the important and complicated task
of education should primarily be yielded
up to professionals in nursery schools and
other institutions. The state had to make
people conscious of their real interests.
Psychological research about happiness was
needed to discover what makes life worth
living according to people themselves, and the
institutions of society should be formed on the
basis of these observations.
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The sociology associated with the plan
was an exemplary case of what Gibbons
etal. (1997) call Mode 1 science. Knowledge
production in Mode 1 takes place at a distance
from the context of application, as ‘pure’
science at the far end of the continuum
from research to ‘development’. Mode 1
knowledge production respects rigorous disci-
plinary boundaries. Its canon of accountability
and quality control dictates that only intra-
disciplinary expert authority is qualified to
judge the validity of knowledge, the merits
of the scientists and the value of their work.
Mode 1 science is enclosed in the universities,
and — the authors claim in a second book
(Nowotny etal. 2001) —in fact not accountable
at all in practical terms, such as outcomes in
welfare or as impact in policy effectiveness.

Nowotny et al. (2001: 63) explain that
the positivist virtue of a completely self-
controlling, context-free science was culti-
vated in a context that had an unlimited
appetite for meaning and certainty already
from the eighteenth century, when Western
society was experiencing an enormous wave
of modernisation. The same explanation
holds even more emphatically for the post-
war decades in Western countries where
progress, change for the better, lurked in the
future biographies of not only the elites but
of the great majority of people. Post-war
industrialisation was particularly dramatic for
Europe which, with the exception of England
and Belgium, was still a continent dominated
by small-holding agriculture on the eve of
the Second World War. Germany, Denmark,
Netherlands and Sweden all had well over
one-fifth of their labour force employed in
agriculture; Spain and the eastern countries
including Finland had well over one-half.
Thirty years turned first the west and then the
central and eastern part of Europe to econo-
mies dominated numerically by the industrial
working class, the peaks reaching up to
almost half of the total (civilian) labour force
(48.5 percent in West Germany in 1970)".

The post-war industrialisation produced a
phenomenal growth in consumption possi-
bilities with no parallel in human history,
not relatively speaking and certainly not

in absolute terms. The earlier consumer
booms of the eighteenth century in England
(McKendrick et al. 1982; Mukerji 1983) and
still in nineteenth-century Europe (Williams
1982) were limited to small elites, but the new
industry-based consumer society was a phe-
nomenon of the masses and encompassed the
structural foundations of industrial society.
In retrospect this change was so drastic that
it has been given dramatic names, such as
the European golden era (Therborn 1995), the
golden years of capitalism (Hobsbawm 1994),
the glorious thirty years (Fourastié 1979) or
even the second French revolution (Mendras
1988). It changed the make-up and technology
of everyday life. It reconfigured both social
structures and people’s way of thinking about
themselves and about their relationships with
others. It brought to ordinary people a quantity
and diversity of goods, pleasures and uses of
time that either had never existed before or had
only been accessible to the very privileged.
Luxury was democratised and became part of
everyday life. The pleasures of consumption
and sensuality became publicly presentable,
in everyday life as well as in the media and
in marketing, whereas they had earlier been
excluded from public discourses and left to
the private sphere. The Weberian values of
industrial society — frugality, industriousness
and achievement orientation — were replaced
by post-industrial or post-modern values that
stress pleasure for its own sake and cherish
its public presentation as much as they spurn
its public control. The romantic ethos of
capitalism seemed to get the upper hand.

At the same time parliamentary institutions
were consolidated in all Western countries.
Europe only gradually recovered from quasi-
totalitarian war-time regimes, the USA from
an era of ultra-nationalistic anti-communist
suspicion. Value conflicts over religion,
nationalism, the family, sexuality and many
forms of consumption and culture gained
political platforms and turned into protests
and counter-protests or moral panics (Cohen
1972).

The appetite for meaning and certainty was
not only of a psychological nature. The plan
was a central instrument in progressive
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national industrial policies, and the plan
required reliable and impartial information
for its material. Also the moral ambivalences
needed to be formulated in a language
and described more systematically than with
anecdotal accounts by journalists and writers
or movie directors. The appetite was not only
for meaning and certainty; it was also for
information.

Population statistics had already a solid
foundation from the late nineteenth and
early twentieth century. To a lesser extent
this was true also for economic and labour
statistics. However, household consumption
data only began to become available in the
1950s. Income and mobility surveys have
an even shorter history, and individual data
on specific consumption patterns (such as
alcohol), sexual behaviour, political opinions
and attitudes about this or that aspect of every-
day life, which today are routinely provided
by Eurostat, European Science Foundation,
and national statistical offices, or which are
industrially produced and commercialised by
private ‘research’ companies, were still in the
1960s a rarity provided by specially funded
academic research programmes. All this
information required a conceptual portrayal of
society — a language to describe its direction
of change, and to interpret its relevance.

Even though the epistemic dimension of
the sociology associated with the plan was
strongly normative — preparing the good life
for all — any sociology of knowledge was
an alien, if not hostile, idea to Mode 1
knowledge production. Science that speaks
with the voice of disciplinary authority does
not highlight its subject and the subject’s
relationship with the reality it speaks about.
To take an example from the natural sciences,
the mapping out of the human genome
is a collective project which advances at
every new step independently of who makes
that step and independently of what the
consequences of the genome project will
be for diagnostic practices, for treatment
methods, for the lives of people with known
genetic disorders, and for the lives of many
other people who live with them. In the same
way, one might think that if basic social

science research could detect the determining
elements in human social conduct, it does not
matter who participates in the production of
that knowledge, and from what point of view.
Instead of engaging in the question
of standpoints of knowledge, there was
a strange cleavage between ‘Grand Theory’
and ‘Abstracted Empiricism’ (Mills 1959)
prevalent in sociological texts of that era.
The highly technical vocabulary of the former
and the bureaucratic ethos of the latter
appear quite distinct from each other, theory
representing ‘basic’ or pure science with
disinterested motives (beyond the interest in
the establishment of the discipline itself) while
the empirical researchers apply their measure-
ments and methods to practical social issues
of integration, cohesion, equality, crime pre-
vention, youth work, health promotion, etc.
Neither theory nor empiricism left much
room to human agency, with understandable
aspirations, goals and hopes. For empiricist as
well as theoretical sociologists, Mills argued,
the object of knowledge is social action — what
makes members of society act in a meaningful
and orderly way from the point of view of
society. According to Mills, it was the task of
emancipating social science to help out people
who ‘need, and feel they need ... a quality of
mind that will help them to use information
and to develop reason in order to achieve
lucid summations of what is going on in the
world and of what may be happening within
themselves’ (p. 5). That quality of mind, the
sociological imagination, is offered to them
by the critical sociologist who is capable of
using the classical tradition to translate private
problems to public issues and vice versa.

THE NEOLIBERAL TURN AND MODE 2
SOCIAL SCIENCE

By the 1970s social research in accordance
with Mode 1 knowledge production was crit-
icised increasingly often. One of the objects
of critique was the problematic assumption
about objective knowledge independent from
the viewpoint of the knower. One solution
has been to make explicit ‘whose side we are
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on’, as Howard Becker, the famous American
sociologist of deviant minorities, asked in
1966, and argued that it is the task of the
sociologist to side with the ‘underdogs’, the
drug users, prostitutes, ethnic minorities or
extremely poor people. The voice of such
people is not heard in the media; they are not
seen in the halls of power, and thus informa-
tion about their lives must be produced by
professional sociologists who are explicitly
equipped with methodologies to make that
information available (Becker 1970). But as
Alvin Gouldner (1970) remarked in a famous
and influential debate with Becker, such
a position does not solve the problem itself,
created by the division of labour between
pure academic science and applied research.
Being on the side of the underdog is in
itself an ambiguous position. What is an
underdog? There is always somebody above
every overdog, and thus if we study drug
users, for example, even the local police
officer —an obvious overdog to the addicts —is
under the authority of the police headquarters,
of the municipal council, the President of
the local Lions Club, and many others,
not least the legislator who decided that
drug use is illegal and thus a police affair.
Moreover, Gouldner argued that even when
sociologists take the underdog point of view
they, knowingly or not, serve a constituency
on whose interest their career possibilities
depend.

A major blow to Mode 1 social science
came from social constructionism, which
pointed out that there cannot be any pure
social science knowledge independent from
ordinary people’s everyday knowledge about
society. Anthony Giddens (1979: 245-253)
gave this point a famous formulation in
his state-of-the-art review of social theory
by saying that the twentieth-century trend
in social science has been to increasingly
account for the fact that people always
already, without any interference from social
scientists, possess enormous amounts of
knowledge about society. A landmark volume
to realise this had already appeared in 1966:
The Social Construction of Reality by Berger
and Luckmann (1987). They had argued that

not only do people know a great deal about
their society — obviously, in order to go to
school, to be employed or be an employee,
to be husband and wife, to make one’s way in
modern traffic, to be a consumer, a political
or a social citizen, one has to know a very
complicated set of rules and norms — but that
the whole social structure is based on such
shared knowledge. Thus the proper approach
to the analysis of social structure is not abstract
measurement such as statistics on income
distributions or class divisions but sociology
of knowledge.

Once it was recognised that people know
a great deal about social life, and that
social scientists’ knowledge is part of the
same ‘stock of social knowledge’ in which
other people also live, it is easy to dismiss
Mode 1 science as an illusion. There is
no pure social science, independent of the
context of application, because the scientists’
knowledge is itself part of the context: it serves
to define situations, to conceptualise social
issues and to establish selections of feasible
policy options, to exclude others and so on.
Social sciences are permanently challenged
by everyday thought, they cannot in actual
fact justify themselves only with disciplinary
canons, and their academic authority is
constantly questioned. Such a view stresses
the positional, or sociology of knowledge-
dimension of social science: scientific con-
cepts, methods and language which produce
and express facts also reflect the relationship
between the scientists and their object, the
people they study. Sociology committed
to this view always faces what is called
‘the reflexivity problem’. If social reality is
significantly influenced by what people think
or believe about it, and these beliefs are
influenced by the believers’ interests, social
scientists contribute to the shaping of this
reality in a way that also is infected with their
interests. In what way, then, can sociologists
claim that their knowledge is superior or
somehow less influenced by their situation
than other knowledge? Berger and Luckmann
said that sociology of knowledge is ‘like
trying to push a bus in which one is riding’
(1987: 20). To pretend that disciplinary social
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science is somehow neutral and virtuously
outside of social reality, even in its basic
theoretical part, is to make a fallacious claim
of objectivity and a rather dubious attempt
to cover up its partiality. Recently this view
has been profusely advocated by Michael
Burawoy (2005).

When Giddens made his observation that
social sciences tend towards a recognition of
the importance of everyday knowledge, he
was in fact pointing at a major change in
the relationships between social science and
social practice that was occurring in all its
three dimensions: representational, epistemic
and sociology of knowledge, in the post-
positivist transition. In representational terms,
the so-called cultural, semiotic or linguistic
turn drew sociologists’ attention to critical
analyses of meaning in peoples’ everyday
life, in the media, in cultural products and
also in social science itself. In Erik Allardt’s
terms (2006), the hermeneutic pole in social
science gained dominance vis-a-vis its com-
plementary opposite, the positivist vision. It
was observed that beyond what was taken for
fact there is a complex web of communica-
tion, from statistics collectors’ concepts and
classifications, to respondents’ interpretations
and responses to them, to statistical analysis
and interpretation of results by researchers and
by their readers. No part in this web can be
taken for granted as evident and obvious. In
cultural and media studies the same ambi-
guity of meaning appeared in many forms.
Semioticians talked about the ‘referential
fallacy’ (Greimas and Courtes 1979), media
researchers focused on the user perspective,
i.e. the interaction between the media and
the audience (Sulkunen and Torrénen 1997,
Alasuutari 1995), and literary criticism fol-
lowed Roland Barthes (1977: 142-48) in
believing that the ‘author is dead’ — the ‘mean-
ing’ of literary texts escapes the intentions
of their authors, and in the extreme case it
even escapes the text itself. Meaning became
a problem, the object of study, the referent,
instead of being simply the medium of facts.

Why? It has by now become established
that the end of the 1970s marked an end
of a historical period in advanced capitalist

countries if we look at it from the perspective
of the principles of governance. Nikolas
Rose and Peter Miller (1992) have associated
this change with the Foucauldian idea of
governmentality, the internalisation of power
by its subjects in modern society, and
found its locus in the changing role of the
state. Since then, an extensive literature has
demonstrated that essential reforms in public
management (itself a new term signalling
the change) have taken place in advanced
capitalist states, at times to a point where
the state seemed to be withering away from
capitalism altogether. Luc Boltanski and Eve
Chiapello (1999), on the other hand, have
studied business management doctrines and
found that a similar re-organisation has taken
place in the private sector even earlier. In
fact, the new style of governance has shifted
from business to public management with
more or less success. Michael Power (1997)
has confirmed this phenomenon and used
the term The Audit Society to describe the
essential change that has occurred to the role
of social sciences in the new mode of power:
evaluation, of which auditing is one especially
important part. Using the term coined by
Gibbons and associates (1997), it depicted the
change from Mode 1 to Mode 2 knowledge
production. In contrast with Mode 1 ‘pure’
science, Mode 2 knowledge production takes
place in the context of application; it is
transdisciplinary and it is directly accountable
also on grounds of its practical usefulness
(Nowotny et al. 2001: 220).

Boltanski and Chiapello concluded that
by the mid-1970s industrial life had entered
a deep management crisis in OECD (all
Organisation for Economic Co-operation and
Development) countries. The bureaucratic
management structures that had been copied
from the military were inadequate for per-
formance and unacceptable from the point
of view of the increasingly educated labour
force. The response was to create more
democratic participatory work organisations,
flexible employment schemes, subcontract-
ing, autonomous quality circles or teams,
outsourcing and competition within compa-
nies. The new organisational form was no
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longer the hierarchy but the network, and its
node was the project: a task-based uniquely
funded team with autonomous leadership,
targets and a deadline. Control was no
longer directed from central management
down to the divisions, departments and
the shop-floor stewards; from now on it
was not only internalised in the employees’
own individual interest but also externalised
to peers and to competitive relationships
between operational units and profit centres.

The public management doctrines that were
adopted in a short time-span in the mid-
1980s in the OECD and its member countries
applied the same principles to state and local
government. Similar problems of bureaucratic
management were to be eliminated as in the
private sector, but a moral dimension was
also important: citizens should no longer be
seen as subjects of the state; they were put
in the position of clients, and the public
service-providing agencies were re-organised
to meet requirements that are often called
the three Es: Economy (ensuring the best
possible terms for endowed resources, imply-
ing competition between service producers),
Efficiency (producing more value for money)
and Effectiveness (ensuring that outcomes
conform to intentions) (Power 1997: 50).
The central government is no longer autho-
rised to issue norms to local officials and
service producers such as hospitals, schools,
day care services etc., but only information
and advice, and resources now measured to
output rather than needs.

FROM THE GOOD LIFE TO GOOD
PRACTICES

Governance — or management, borrowing
again the language from the business world —
by information is often used to describe the
new power structure. A better term to highlight
the moral dimension of the change would be
‘governance by programmes’ or ‘frameworks
which have replaced the plan’. The moral and
political authority of the state does not suffice
to define what the good society is, what kind
of life is good or bad or how to solve problems.

There is no willingness to prescribe norms
of how and what we should or should not
do. Nevertheless, the political responsibility
has to be attested and the officials have to
be given grounds for decisions about how to
direct the state’s money to different purposes,
among other things. Frame laws and pro-
grammes that define goals, recommendations
for programmes and criteria for standards are
needed to achieve the purposes mentioned
above. In very many areas supra-national
bodies define the targets. For example in
the European Union framework programmes
are formulated on many issues: development
of technology, employment, prevention of
exclusion, regional development, promotion
of health, prevention of drug problems and
harmonization of education and many other
things. These are again translated to national
strategies, policy programmes and eventually
to short-term action plans. Local and regional
governments insert these to their own objec-
tives and action plans. The formulations of
these goals are of very general nature in the
programmes and their accentuations usually
correspond to those of the general public
administration thinking: in alcohol and drug
programmes the goals are the responsibility
of citizens themselves, initiative, networking
and relying on the support of neighbourhood
communities, to name just a few.

From the epistemic point of view,
governance by programmes and frameworks
rather than by plans means that society asks
itself different kinds of questions than before.
Social sciences that were attached to the plan
were expected to say what happens if we do X,
and what should be done to make Y happen.
Now the questions are: in regard with the three
Es, which of the projects A, B, C ... N meet
best the objectives of the programme? For
example, the objective might be to minimise
alcohol-related problems. The central
government does not have the means at
its disposal to reduce alcohol consumption
in the country, or is reluctant to use such
policy instruments (price increases, permitted
hours of sale and other regulations of the
market); instead it asks local communities,
non-governmental organisations (NGOs),
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businesses, labour unions, churches, etc.
to establish innovative projects and have
them evaluated for economy, efficiency and
effectiveness (Sulkunen 2006).

The central concept in goal and framework
management, ‘innovation’, has been used in
the science and technology policy already
for a long time. The administration cannot
predetermine the results of the researchers or
the direction of the development interests of
companies, but it can take a stand on the direc-
tion of the development in general and make
strategic policy definitions. New ideas come
from the ‘grassroots level’, from fieldworkers
and citizens themselves. Transferred to social
policy, the pattern of ‘innovation thinking’
has assimilated traits of romantic rationalism:
people are thought to be creative and the
solutions have to be given space to develop
and grow upwards from down under. The
researchers should evaluate and strengthen
these tendencies instead of planning. The
primary tasks of evaluation are surveillance
of expenses, ensuring quality and supervision
of observance of rules and regulations: tasks
which used to belong to inspectors and
superintendents of state governance. Often
they include, though, more ambitious goals of
generalisation, which are called recognizing
good practices.

The expressions ‘good practice’ and ‘what
works’ originate from prison administration
(Garland 2001), and from there they have
spread to social work and public adminis-
tration in general. This manner of speech is
an application of solution-oriented therapy
or pedagogy, which detaches itself from
analysing reasons of problematic behaviour
and instead concentrates on the recognition
of the effects of alternative action models.
The search for reasons is, according to this per-
spective, not only a waste of time but it might
also have negative effects. When criminals
learn about the causes of their behaviour, those
causes become ‘vocabularies of motive’,
justifications and rhetoric for escaping respon-
sibility (Sykes and Matza 1957).

The recognition of good and working
practices is pragmatic thinking. The behaviour
of a person is a sum of such complicated

factors, that the practical social work in
prisons, for example, cannot commit only
to one or a few explanation models and
their conclusions concerning clients. It is
more useful to observe the effects of the
existing methods of social work itself and
choose the methods that seem functioning
and cost-effective. The innovation thinking is
dressed in the rhetoric of good practice, and
it leads to a sort of new social Darwinism.
Clients and employees are given free hands to
invent new kinds of action models, mutations,
and eventually the most fit among them are
chosen for additional refining on the basis of
expert reports. Evaluation is then considered
the unbiased and unemotional mechanism of
social and natural selection.

The other side of pragmatic thinking
is moral neutrality. Assumption that the
methods of social work or the alternatives
for control policies could be evaluated only
in regard of their functionality and effec-
tiveness, presupposes a strong unanimity of
goals — the employment, health and security
of the population being considered good
objectives and repeated offences a bad one,
for example. In programme rhetoric neutrality
leads to abstracticism and definitional — and
at the same time administrative — ambiguity.
Promotion of health is a good example of
this. Another is management of security. This
rhetoric calls the acts of officials with a general
name that has a morally neutral flavour. It is
easy for everyone to accept, but at the same
time it expands the range of goals of the
officials and experts and blurs the boundaries
of their actions. The other moral points of view
related to the matter — the customers’ freedom
of choice or the sense of justice of many
citizens demanding more severe punishment
for criminals, for example — can be forgotten
from the standpoint of effectiveness.

THE FICTIONS OF EVALUATION
RESEARCH

From the point of view of the sociology
of knowledge, governance by programmes
positions the sociologist in a new relationship
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with social practice, exactly like Nowotny
et al. (2001) describes it as characteristic
of Mode 2 knowledge production. Social
research operates in the context of application;
itis not constrained by disciplinary boundaries
and the criteria of its accountability are less
academic than practical: tell us what works,
and we shall be pleased not to know why
something else might not work.

If the idea of ‘pure science’ in the posi-
tivist Mode 1 knowledge production was an
illusion, but an illusion in a real context with
real consequences, are the ideals of Mode 2
social science more realistic and convincing?
To some extent the answer is positive: social
science that operates in a context and is aware
of its own vested interests is more honest about
itself and potentially also more relevant than
social science built on the fiction of basic
science and applied research. However, also
Mode 2 science attached to the programme
rather than to the plan has its illusions,
as real as the fiction of Mode 1 science
but in a different context and with different
consequences. The first illusion arises from
the logic of governance by programmes itself:
abstract objectives.

Programme and evaluation rhetoric make
politics look rational, and hierarchical
decision-making just like business manage-
ment. But what does state need this rhetoric
for? Why is it impossible for example for a
ministry to decide on its strategy in alcohol
policy and to follow that strategy in financing
and other solutions? One reason for this
is the pursuit of political neutrality already
discussed above. The ministry does not want
to decide or it considers itself incapable
to dictate how municipalities, organisations,
companies — or other ministries — should act in
order to decrease problems caused by alcohol
consumption. To preserve the autonomy of
those actors the policy goals are defined
with abstract concepts, of which employment,
health and security are the most central ones.
It is always possible to reach unanimity
concerning those goals, even though the
moral or power resources would not always
suffice to make concrete policy decisions. The
rhetoric of ‘what works’ and ‘best practices’

reflects what we have called the Ethics of
Not Taking a Stand, quoting a fieldworker
we interviewed on how she advises parents
to behave in the drug issue: “The most ethical
stand is not to take a stand at all, the parents
should decide this for themselves’ (Méittd
et al. 2003).

Abstraction has also another legitimating
function. It protects the sphere of intimacy,
which was the historical goal of the wel-
fare state: the self-responsibility of citizens,
individual agency and commitment to good
choices to promote a person’s own health,
security and well-being. This is not limited to
rhetoric or ideological speech, but it is part
of the everyday life of advanced capitalist
society. For example, the health care expert
system is relatively helpless if the patient is
unwilling to co-operate: ‘only the medication
that is taken will help’. But you cannot
force anyone to co-operate. You cannot get
overweight under control unless consumers
eat less. Disciplining consumers’ food choices
directly would be felt as unacceptable pater-
nalism. They will have to take responsibility
for their own choices.

In programmes with very concrete targets
such as weight loss the outcomes are easily
measured. However, in many cases standards
of performance are more ambiguous, and
the audit or evaluation of efficiency and
effectiveness is in fact a process of defining
and operationalising them, often with perverse
effects on the actual operation of the system.
A good example is research evaluation.
In theory, university departments and research
institutes are expected to produce relevant
good quality research, but the auditing crite-
rion: articles published in refereed journals,
leads to an increase in the number of such
journals, with the consequence that fewer
people read them and the social relevance
of research results declines. Nevertheless,
money is invested in them because the
effective alternative, such as taxing food or
alcohol, is not included in the repertoire of
acceptable policies.

Governance by programmes and frame-
works thus supports what Nowotny et al.
(2001) consider the key features of the
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Mode 2 science. Abstract objectives of eval-
uation research in the context of application
encourage transdisciplinarity and pragmatic
division of labour. When the interest is not
directed at explaining behaviour nor even at
the mechanisms of effects of the measures
taken, but only at the effectiveness of the
alternative action models, there is no need
for the research of alcohol problems, youth
culture or deviant behaviour but for skil-
ful evaluation researchers who can flexibly
move from one substance area to another.
Corresponding abstracticism is visible in the
training of fieldworkers and their division of
work. As the French sociologist Robert Castel
(1981: 135-44) has claimed, the profession-
alisation of social work has not actually led
to the often anticipated medicalisation nor
specialisation of other kind. Instead there has
developed a paraprofessional mixed type, the
general task of which is social control.

The abstracticism of goal and framework
management has resulted in efficiency and
effectiveness becoming passkey concepts that
are applied everywhere. Sometimes, however,
they misrepresent the reality that they are
supposed to evaluate. For example, every
society will need to take care of addicts
in some way. For the clients’ welfare as
well as for the institutions — the police,
social offices, penal and medical institutions —
the most relevant questions relate not to
outcomes in terms of recovery but to the
division of labour between controlling and
helping professions. This, however, is not
an issue of performance but of ethics and
values. Constrained to evaluating efficiency
and effectiveness, Mode 2 social science may
in fact sustain inefficient responses instead of
asking pragmatically relevant questions about
their rationale.

THE RETURN OF CAUSALITY AND ITS
OLD PROBLEMS

The second illusion of the new mode of practi-
cal social science arises from the requirements
of efficiency and effectiveness. Both are based
on the notion of causality. The concept of

effect is a part of the equipment of science,
as well as of everyday thinking. We light the
lamp, roast the ham, start the car, give an
advice to another person or call a meeting
assuming on the basis of our prior experience,
that a certain state of affairs will follow. We do
not usually ask why it results from that action.
Only when the lamp does not get lighted, the
ham does not roast or advice or invitation
are not followed, do we start investigating
the error. Even then we don’t have to know
much about the mechanisms of the causal
chain, but we can lean on our prior experience.
We routinely change the bulb, check the fuse
and the position of the ignition key or whether
our advice or invitation has actually been
received. Only in very exceptional circum-
stances do we have to lean on expert support,
that is to say we utilise research-based knowl-
edge to explain the mechanism between the
cause and the effect and this directs us to look
for the error in the different parts of the chain.

In evaluation research the primary interest
of knowledge is similar to our everyday causal
thinking. The interest of knowledge is not to
establish general laws about social life but to
verify whether the action causes the desired
effect or not. This could be called clinical
causal thinking. Its objective is not to explain
the mechanisms of effects, but only to test
pragmatically if they are there, how much they
vary and are there possibly some ill effects.
Medicine that is based on evidence and the
medicine-influenced social policy of the same
type are examples of clinical causal thinking?.
Still, clinical causal thinking has similarly
limiting logical conditions as the causality
tests of the research laboratories. The cause
and the effect have to be logically independent
and empirically dependent on one another;
the cause factor has to be adjustable in an
unambiguous and measurable manner; and the
effect of other variables has to be eliminated
experimentally or statistically. Also there have
to exist unambiguous means for measuring
the effect, which has to follow the cause
temporarily.

Some clinical medical research is able to
come up with these expectations. The medica-
ment will stay the same in spite of who it is
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given to and who hands it out, and the human
body is approximately the same in different
circumstances. Usually it is possible to control
the effect of differences with the reliability
that meets the expectations of the practice.
In social work and social policy the conditions
of clinical research can be measured up only
in exceptional circumstances. As Tom Erik
Arnkil and Jaakko Seikkula (2005: 60) have
claimed, a psychosocial work does not move
from a certain place, actor or situation to
another remaining the same, as medication.
No ‘method’ or ‘model’ can be independent
of the agent who delivers it, who receives it,
or that would be conceptually independent of
the effect it aims at.

Evaluation is usually performed in a sit-
uation where a test or even comparative
configuration of any kind is not possible.
Ordinarily the evaluator is contacted when
the funding of the project has already been
granted, its staff and principal idea are
decided, and the fieldwork of the project
has already partly started. Some vested
interests have already been created, the good-
willing mission is an inspirational source for
action, and there is no time or resources
for comparison presupposed by a real eval-
uation of effectiveness. The expectation
of establishing causality turns into a thin
fiction.

CONCLUSION AND DISCUSSION

In this article I have discussed the relationship
of social science to social practice, and argued
that a radical paradigm shift occurred in the
1980s in all advanced capitalist countries from
the positivist mode associated with the idea
of the plan to a more context-based science
attached to governance by programmes and
frameworks. The change reflects the new
practices of governance that were introduced
at the same historical period in the business
world as well as in public management.
In social science knowledge production the
shift corresponds to a transition from what
Gibbons et al. (1997) call a transition from
Mode 1 to Mode 2 science.

This shift has had implications at three
levels: referential (what is studied), epistemic
(what kinds of questions are asked) and
sociology of knowledge in a narrow sense
(position of scientists in relation to the
object of their research and to those whose
knowledge needs they serve).

I have also argued that Mode 1 social
science was a deviation rather than a long
tradition in modern social science. It was
associated with governance by plan in the
post-war decades of state-driven industri-
alisation and construction of the welfare
states. It had important functions in providing
a conceptual portrayal of society and the
theoretical framework for growing needs for
monitoring and information, which now are
mostly covered by information systems other
than the social sciences. However, Mode 1
social science was also an illusion, and
many social scientists and critics were aware
of this.

The shift to Mode 2 science was a reaction
to internal developments within the social
sciences but more importantly it reflects the
epochal change in the logic of governance
in capitalist societies from the plan to
programmes and frameworks. This change is
deeply rooted in the structure of capitalist
societies which stress individuality and auton-
omy of agents. Fixity on abstract targets, good
practices and causal relationships in Mode 2
science are fictions too, but on the other hand,
science which is aware of its own context has
a greater critical potential and capacity to act
as ‘public sociology’ than a discipline that
is divided between pure science and applied
research.

NOTES

1 Therborn 1995, table 4.4, p. 66, and table 4.6,
p. 69.

2 The so-called Cochrane-library collects the results
of clinical treatment research, evaluates their validity
and draws conclusions on the probabilities of the
effects of the methods. Corresponding work has been
done in social policy under the name of Campbell-
cooperation.
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From Questions of Methods to
Epistemological Issues: The Case
of Biographical Research

INTRODUCTION

There is a long tradition of research from
biographical approaches! in sociology. Many
and varied studies have been carried out
from this perspective over time. My concern
in this chapter is however not to outline
the history of empirical studies in the field.
Rather the intention is to focus on some of
the methodological debates that have been
prominent during different phases from the
1920s to the present. These discussions are
of interest in their own right. They are also
important because different methodological
perspectives invite focus on different aspects
of social reality. Biographical research is also
a good case” to highlight important features of
a wider methodological debate. Even though
this chapter has no ambition of addressing the
history of these debates in the social sciences
in a broader sense, discussions in biographical
research cannot be explored without reference
to the wider field of methodological questions.

Ann Nilsen

The history of the shifts in topics for debate
in biographical research is set within the wider
field of qualitative research. A number of
different qualitative methods exist. A focus
on biographical research highlights issues that
have been important in different phases of
the development of these methods. It demon-
strates very clearly the main change in
discussions; from method and methodological
concerns in the early days, to more episte-
mological and ontological questions that have
come to dominate the field from the 1980s
onwards. These debates form the parameters
between which methodological debates are
set and are important for understanding the
types of discussions that have dominated
many areas of the social sciences, sociological
biographical research in particular, over the
time period. Thus the different sections in the
chapter will highlight debates with reference
to ontological/epistemological foundations
of methodological discussions that were
important in different phases.
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In order to set the discussion within the
wider context of methodological issues, the
starting point here is a brief overview over
some main lines of questions and concepts
associated with the methodological debates.

TERMS AND CONCEPTS IN
METHODOLOGICAL DISCUSSIONS:
A BRIEF OVERVIEW

The meaning of the term ‘method’ has
changed over time. The earliest book on social
research methods: Emile Durkheim’s The
Rules of Sociological Methods (1972 [1895]),
was not widely known in the English-speaking
academia until its translation into English in
1938. Durkheim’s objective was to write a
text to discuss methods explicitly (Durkheim
1972, p. 19)3. As Platt (1996, p- 252) observes
in a discussion about changes in interpretation
over time, Durkheim’s work in the English-
speaking world came to be associated with
method and the kind of multivariate analysis
advocated by Lazarsfeld and his colleagues
in the 1950s because of the use they made of
his writings in their discussions on method as
technique (Kaplan 1964).

Methodology is a concept often used syn-
onymously with the term method*. Whereas
the term ‘method’ in most cases refers to pro-
cedures or techniques for gathering evidence,
methodology has a wider meaning. For the
current purpose a definition of methodology
that highlights the wider field of discussions
about methods, and the relationship between
method and theory, will be referred to.
Kaplan (1964) gives the following definition
of methodology: ‘I mean by methodology
the study — the description, the explanation,
and the justification — of methods, and not
the methods themselves’ (p. 18). On the aim
of methodology he continues: ‘[...] the aim
of methodology is to help us to understand,
in the broadest possible terms, not the
products of scientific inquiry but the process
itself” (Kaplan 1964, p. 23). Harding (1987)
discussing these issues along the same lines,
broadens the meaning of methodology even
more when she observes that, ‘A methodology

is a theory and analysis of how research does
or should proceed; it includes accounts of
how the general structure of theory finds its
application in particular scientific disciplines’
(p- 3). The connection between methods,
methodology, epistemology® and ontology,
is complex and is often debated in writings
about method. For Harding this relationship
can be thought of as concentric circles where
method forms the inner circle and ontology
the outer (ibid). This could in some instances
be thought to imply that choices of methods
bring with them certain methodological and
epistemological assumptions. However, in
discussions about the quantitative-qualitative
divide in social science methods, the claim
that choice of method implies certain episte-
mological underpinnings, is but one of several
standpoints in the debate (see e.g. Platt 1996;
Bryman 2004).

Throughout the history of the social
sciences one of the most salient debates
in the field of research methods has been
that discussing the ‘quantitative-qualitative’
divide. Even though the general understand-
ing of the distinction between the two involves
techniques for collecting and analysing data,
the boundaries between them are not as
clear-cut if aspects of methodology and
epistemology are brought to bear on the
discussion (Brannen 1995; Bryman 2004).
As Platt (1996) points out in writing on the
history of methods discussions in America,
the terms and concepts for describing methods
have changed over time. The quantitative-
qualitative divide was described in terms of
‘case studies vs. statistical methods’ before
World War II. ‘Survey’ was in this period
used to describe a method in studies of whole
communities, whereas its modern use is asso-
ciated with large-scale statistical studies. The
term ‘case study’ derived from social workers’
cases that were used by sociologists as data at
a time when the boundaries between social
work and sociology were not clearly defined
(Platt 1996; Levin 2000). Life histories were
used synonymously with case studies (Platt
1992, 1996). When the focus shifted in the
1950s from what data was about to the way
it was collected, the debates changed and
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what was earlier known as case studies now
known as ‘qualitative’ research. In circles
where quantitative methods were regarded as
the only truly objective methods for collecting
objective data, qualitative methods were
thought of as useful only in initial stages of
a study.

Current discussions about the quantitative-
qualitative issue are more open to bridging
the divide where data and methods are
concerned (Brannen 1995; Bryman 2004).
Bryman (2004) points out how different ways
of approaching the discussion are decisive
of whether multi-strategy research is deemed
possible or not. If the divide is seen in
terms of methods for collecting and analysing
data — the technical version — the gap is
easy to bridge. However, if the quantitative-
qualitative divide is referred to in terms
of different epistemologies, multi-method
approaches are not easy to apply. This latter
point goes to the heart of the discussion in
this paper; different epistemological positions
invite different standpoints to what data is, and
indeed also whether the very term ‘data’ is
considered valid.

BIOGRAPHICAL MATERIAL

One definition of a biographical account is
a story told in the present about a person’s
experiences of events in the past and her or his
expectations for the future (Nilsen 1997). The
term ‘biographical material’ does however
cover a wide range of empirical evidence:
personal letters, diaries, photographs, written
autobiographical accounts (life stories) and
more (Plummer 1983, 2001; Roberts 2002).
In this paper the discussion is focused on
research material stemming from interviews.

Life stories come in many varieties and
one way of classifying is offered by Plummer
(2001)°. He makes a distinction between long
and short stories, where the first is the full-
length story of one person’s life, and the latter
is based on more stories. A further distinction
is related to the ‘depth’ of the accounts and is
between comprehensive, topical or edited life
stories. The comprehensive is a story of one

person’s life in depth where the subject’s voice
is at the centre. A topical story focuses on
one particular issue in persons’ lives and is
aimed at researching a particular area of life
whereas edited stories leave the researcher’s
voice at the forefront. Plummer also makes
a distinction referring to researcher ‘inter-
ference’ with accounts; naturalistic stories
are spontaneously given accounts, researchers
have not prompted them. Researched accounts
are those that researchers have asked infor-
mants to provide, and reflexive stories are
those where researchers reflect on their own
partaking in the creating and constructing of a
story (Plummer 2001, pp. 19-35). In current
research there might be a focus on single
individuals or groups of individuals such as
families (Brannen et al. 2004), or as in the case
of Bertaux and Thompson’s study of social
mobility in families (1997) and Bourdieu’s
study of socially excluded people in France,
focusing on issues such as social class and
try and map out meaning behind statistics
(Bourdieu et al. 1999).

Ways of analysing such material varies with
the overall approach taken by the researcher,
as well as the purpose for having collected
it to start with. When using biographical
material other sources of data are inevitably
drawn on to map out and understand the
different layers of context lives are embedded
in (Nilsen and Brannen 2005). In spite of
this paper focusing mainly on one perspective
in particular, it is nevertheless clear, as the
following will demonstrate, that there is no
such thing as one correct way of approaching
biographical research material, and as the
method has evolved into multiple ways of
collecting biographical material, methods of
analysis have also become many and varied.

An important theoretical influence for the
discussion in this paper is the tradition
from which biographical research originates:
American pragmatism as developed by Peirce
and Mead, especially with reference to notions
of self and the social world as well as the
type of ontological perspective that informed
the works of these two (Lewis and Smith
1980). This perspective has been influential
in most European approaches to biographical
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research, although as the following discus-
sion will highlight, other epistemological
standpoints and theoretical approaches have
become more prominent over time.

THE MAKING OF A SOCIOLOGICAL
METHOD: CHICAGO CA. 1920

One of the most comprehensive sociolog-
ical studies to date is W. 1. Thomas and
F. Znaniecki’s The Polish Peasant in Europe
and America published in five volumes
(1918-20)". It is a study of Polish migrants
in Poland and in Chicago, where they settled
upon arrival in the USA. Based on a number
of sources of data such as official documents
and statistics, it also included personal letters,
diaries and one autobiographical account: that
of the peasant Wladek. For many reasons the
study was not fully recognised as the accom-
plishment it was until nearly 20 years after it
was published. In 1938 the American Socio-
logical Association elected the study as one of
the greatest works in sociology. The appraisal
proceedings were convened by Herbert
Blumer and were published in 1939. The book
makes fascinating reading for anyone inter-
ested in social science methodology as the
discussions in the panel are quoted verbatim.

The debates were set in a time period when
positivism® defined the boundaries of what
was to be considered science. Dilemmas dis-
cussed at the appraisal proceedings included
whether ‘subjective factors’ should play arole
in social science research, and if so, how
was this to be accomplished? Following from
this, another question — that of whether and
to what extent ‘human documents’ could be
considered reliable sources of data — became
central. Wladek’s autobiographical account,
the first ever to be used as a sociological
source of data, was especially scrutinised
with reference to whether or not it could be
considered reliable.

The underlying ontological premise in
positivistic thinking is that reality is fixed and
exists independent of human observation and
interpretation®. According to this position,
the role of any scientific endeavour is to

uncover the basic laws that govern any
phenomenon under scrutiny. Thus Thomas
and Znaniecki, in keeping with their time,
sought through the study of Polish immigrant
society in Chicago and in Poland, to uncover
‘laws of social becoming’. Such laws were
sought by focusing on the objective (values)
and the subjective (attitudes) sides of social
life. The insistence on including subjective
factors in social analysis was new at the
time the study was carried out. It had the
potential to undermine one of the basic
premises of positivist social science: that
objective facts alone could constitute the
data studies were to be based upon. Their
methodological principle was formulated as
follows: The cause of a social or individual
phenomenon is never another social or
individual phenomenon alone, but always a
combination of a social and an individual
phenomenon (Blumer 1979 [1939], p. 9).
Their standpoint was contrary to positivist
social science also in that they did not see
physics as the paradigmatic science the social
sciences should model itself on:

[...] while the effect of a physical phenomenon
depends exclusively on the objective nature of
this phenomenon and can be calculated on the
ground of the latter’s empirical content, the effect
of a social phenomenon depends in addition on
the subjective standpoint taken by the individual
or group toward this phenomenon. (Thomas and
Znaniecki 1918, p. 38 cited in Blumer 1939, p. 11)

The epistemological basis of pragmatist
thought as represented by Peirce and Mead
(Lewis and Smith 1980) could be thought
of as a form of processual realism in
that it does indeed presuppose independent
reality, but this reality is not fixed as in
positivist thinking. Reality itself changes in
time and humans as social beings create
reality as a collective activity. In contrast to
a constructionist position, which highlights
the social constructed nature of reality and
rejects any independent qualities of it, the
form of realism found in Peirce and Mead
defined itself in contrast to their contemporary
variety of constructionism, namely idealism
(Lewis and Smith 1980). Drawing this parallel
is reasonable because what idealism and
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constructionism share is a set of questions
starting from epistemological foundations
rather than ontology; ‘what can be known’
is the idealist/constructionist epistemological
question, whereas ‘what is there’ is a realist
ontological approach. Starting enquiry from
the former blurs the boundaries between
ontology and epistemology in that reality is
seen only in terms of knowledge as expression
of what is known — language.

The transcript of the conference proceed-
ings following Blumer’s critique demon-
strates how the discussion and comments
centred very much on the value of subjec-
tive data, and to what extent these could
be regarded as ‘scientific’. Indeed Blumer
himself maintains that the human documents
used by Thomas and Znaniecki could not
be tested in a scientific way, and that their
claim to have developed concepts from the
empirical material could consequently not
be regarded as valid (Blumer 1939, pp.
109-111). The discussion is interesting for
several reasons, not least because some
of Blumer’s viewpoints anticipate his later
writings. During the discussion he refuses
to enter into a debate about validity, and
concludes that his viewpoints coincide with
those of Thomas and Znaniecki in that he
believes the ultimate test of theory is whether
it makes sense in relation to the data to which
it refers (Blumer 1939, p. 115). This position
is contrary to a strict positivist standpoint,
where validity criteria are related to a theory’s
capability to predict in research beyond a
single study!®. The discussion in the panel
thus demonstrates how The Polish Peasant as
an example of empirical research challenged
mainstream thought in the social sciences of
its day. It did so by emphasising the need
for research to include subjective accounts
in empirical studies in order to make sense
of the social world, and in doing so, it also
challenged core discussions not only about
questions of method, but also by moving the
discussion into the realm of epistemological
and methodological issues.

Anglo-American social research from the
forties onwards entered into a phase where
statistical methods became the dominant

way of studying social phenomena (Platt
1996). A positivist way of thinking social
science formed the epistemological basis
of these methods!!. When new technology
made it feasible to handle large quantities of
data within a shorter time-span, it became
easier to focus on sophisticated statistical
techniques for analysing data rather than
questioning the validity of the data itself, or
discussing design of studies or ontological
and epistemological foundations for social
research more generally. The phase when
questions of method as technique (Kaplan
1964) were predominant lasted well into the
seventies. As Blumer remarks in his foreword
to the 1979 edition of the Appraisal of The
Polish Peasant,

It is believed today that generalizations are to be
sought and that analyses are to be made in the form
of relations and correlations between ‘objective’
variables. Further, even when sociological scholars
are sensitive to so-called subjective factors, they are
highly unlikely to rely on letters and life histories to
catch such factors. (Blumer 1979, p. xi)

The situation was however not as bleak
throughout the whole period as this suggests.
Herbert Blumer’s own work is but one
example of alternative ways of thinking about
social science and questions of method. In
1956 he published an article called ‘What
is wrong with social theory?” where he
raised issues that had been touched upon
in the Appraisal procedures. Some of the
questions he did not want to explore during
that discussion were developed in this paper.
He sought to draw boundaries between the
social sciences and the natural sciences by
examining notions of theoretical concepts in
both. For the social sciences to develop on
its own terms and in order to free itself from
the paradigmatic status that classical physics
still enjoyed, he suggested that concepts in
the social sciences be termed and treated as
sensitising concepts in contrast to the definite
concepts characteristic of the natural sciences
(Blumer 1954). The former are theoretical
concepts that indicate a direction in which
to look, rather than concepts with strict
definitions that tell you precisely what to
look for, which is what definite concepts do.



86 THE SAGE HANDBOOK OF SOCIAL RESEARCH METHODS

Throughout his career Blumer sought to
challenge ‘variable sociology’ by doing
empirical studies that were in keeping with
his notions that sociology was to be centred
on studies of social interaction'2. His naming
of symbolic interactionism as a strand of
sociology that developed the heritage from
G.H. Mead’s social behaviourism is evidence
of this. Blumer’s symbolic interactionism has
been very influential for the development of
biographical research, not least in the work of
Norman Denzin. This will, however, be the
topic of a later section.

Other alternative strands of thought existed,
also in American sociology. The most radical
critique of the situation in the social sciences
came from a scholar who by many was
regarded as an outsider but whom nevertheless
made his mark in a distinctive way.

POSITIVISM CHALLENGED: THE
SOCIOLOGICAL IMAGINATION

C. Wright Mills published The Sociological
Imagination in 1959, three years before his
death in 1962. The ideas presented in this
book were developed throughout his career
as an empirical researcher and a critic of
much of his contemporary researchers’ work.
He was especially critical of the dominance
of what he on the one hand called ‘The
Theory’ which referred to a tendency to seek
explanations for social phenomena in large
bodies of thought known as ‘Grand Theory’
of the Parsonian variety, and on the other
hand what he called ‘The Method’: statistical
techniques for analysing huge datasets. The
most prominent advocate of the latter was one
of Mills’ earlier superiors, Paul Lazarsfeld.
Mills’ critique was grounded in an alternative
vision of what sociology was to be about. The
historical period known as the cold war did
not take kindly to a politically radical figure
such as Mills. However, he was a productive
empirical researcher and studies such as White
Collar and The Power Elite received wide
acclaim.

Even though Mills himself did not carry
out biographical research in the tradition of

Thomas and Znaniecki, his thoughts on what
empirical material sociology should concern
itself with, emphasised the value of such
data. In early writings he outlined thoughts
about methodological issues (Mills 1940) that
were later presented more extensively in The
Sociological Imagination. Mills’ work moved
the discussion from method as technique, to
the realms of methodology and epistemology.
Very much influenced by American pragma-
tist thought and also by Karl Mannheim’s
sociology of knowledge, his views on social
reality coincided with those of Mead in
that he thought of the self as in process in
social contexts that were also in continual
development, hence his insistence on the
proper subject for sociological study to be the
intersection between history and biography.
Only in studying the actions, thoughts and
feelings of individuals and contextualising
them in particular moments in history, can
sociology fulfil its potential:

[The sociological imagination] is the capacity to
range from the most impersonal and remote
transformations to the most intimate features of the
human self — and to see the relations between the
two. Back of its use there is always the urge to know
the social and historical meaning of the individual
in the society and in the period in which he has his
quality and his being. (Mills 1980 [1959], p. 14)

Evident in this are his notions of theory
that were closely linked to his thoughts on
methodology and his epistemological and
ontological beliefs. As to the latter he can
be characterised as a realist of the variety
found in the pragmatism of Peirce and Mead
meaning that he thought of social reality
as existing beyond human interpretation; yet
interpretation (what Thomas and Znaniecki
termed the subjective side of social reality
or attitudes) was an inescapable part of
empirical data. His processual and double-
natured view of social reality lay at the
heart of his vision of what the sociological
imagination was and what role sociology had
in society. It also informed his thoughts on
data and methods for analysing them: his
methodological viewpoints. In the appendix
to The Sociological Imagination he outlines
in much detail how social science studies
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can be carried out in order to collect and
produce empirical material and how to analyse
it in ways that shed light on the crucial
questions of a particular period in history;
identifying how private troubles and public
issues are interconnected for people living
in particular places at some defined period
in history (ibid). Empirical material includes
biographical accounts as told and interpreted
by individuals themselves, in addition to
information of a more factual kind; records
and facts about life courses in general and
about the society in which the individual lives
unfold. He did in other words advocate the use
of data from many different sources in order to
understand the layers of context that people’s
lives are embedded in.

Mills’ writings did not result in any revival
of biographical research in his time. It took
nearly two decades after the publication of
The Sociological Imagination for this research
tradition to re-emerge, this time in Europe.

METHOD DISCUSSIONS: CHANGES IN
APPROACHES TO THE
QUANTITATIVE-QUALITATIVE DIVIDE

As positivism came under close scrutiny
and critique from philosophers and social
scientists alike throughout the 1960s and 70s,
mainstream social science debates were still
stuck within the parameters of discussion
defined by positivist notions of science:
those of methods as techniques. Questions
about validity and reliability of data, of
generalisations and representativeness were
argued over across the borders between
qualitative and quantitative research.

The publishing of The Discovery of
Grounded Theory (Glaser and Strauss 1967)
was important for the development of qual-
itative research in its own right. The main
thesis in this book challenged contemporary
notions of theory and method both. Where
surveys were analysed to test hypotheses
based on theoretical assumptions formulated
beforehand, grounded theory suggested a way
of carrying out research and analysis starting
from data and building concepts and theories

from the ground up'3. Qualitative data, such
as observation and interviews, was the main
source of empirical evidence in this approach.
It thus helped to develop a logic of method
that was said to be particular to qualitative
analysis'4.

Another approach that emerged in the 1970s
was life course research, a quantitative way of
analysing data with special attention to life
course events seen in light of cohorts and
historical periods. Age is of special relevance
as social institutions in most societies are
organised such that cohorts go through the
same events atroughly the same chronological
age, for instance the system of education
(Elder 1974; Riley 1988; Giele and Elder
1998). This perspective, which is quantitative
and owes much to both demographic studies
and more macro-oriented social research as
found in the classic texts as well as to Mills’
approach to sociology, has been influential
also in qualitative approaches in that both
see temporal aspects of social processes,
and the link between macro and micro,
as central to social research (Giele and
Elder 1998). Methodologically, life course
research with its large datasets that can
span generations of individuals is oriented
towards debates on statistical analyses and
methods as technique. Following Bryman’s
(2004) distinction between an approach to the
quantitative-qualitative divide as one based
on data and methods on the one hand, and
the more epistemologically founded one on
the other, quantitative life course research and
qualitative biographical approaches can easily
be combined if the former stance is taken.
However, as will be seen in the following, this
combination of data is not possible with all
types of approaches to biographical material.

THE REVIVAL OF BIOGRAPHICAL
APPROACHES

Oral history had by the early 1970s emerged
as a tradition to be reckoned with in history
(Thompson 1978). Biographical accounts
played an important role in this research,
and debates in this field to start with often
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centred on whether or not such data could be
considered reliable sources of knowledge for
historians; whether people’s recollections of
the past could be considered accurate enough
for this to qualify as scientific data, and
the retrospective element in such interviews
was scrutinised (see, e.g. Gittins 1979). What
distinguished oral history from the work of
Thomas and Znaniecki was first and foremost
the use of interviews. Wladek’s autobiography
was a written account, and therefore not the
result of a life history interview .

The most important phase in biographical
research started in the late 1970s with the work
of Daniel Bertaux in France. The publication
of a collection of papers from the first ad
hoc workshop on biographical research at
the World Congress in Sociology in 1978
in Uppsala, marks a revival of the interest
for biographical research in sociology. The
book, entitled Biography and Society. The
Life History Approach in the Social Sciences
contains papers that cover a broad spectrum
of topics. Questions arising from written and
oral biographical accounts were looked into,
and perspectives from the social sciences
and humanities were drawn on to explore
them. Common to all papers in this volume
is a concern with time, and life lived and
interpreted in time. Questions about gen-
eralisations and representativeness are also
explored but unlike earlier discussions they
are set within a wider frame of understanding
than a mere positivistic frame of reference'®.

Another influential work from the early
days is Ken Plummer’s Documents of Life
(1983). In contrast to the volume edited
by Bertaux, this book is a monograph that
sets the biographical tradition within the
frame of Chicago sociology in general and
symbolic interactionism in particular. This
book has also become a classic in biographical
research because it was a first attempt to
map the history of this particular sociological
research tradition. Plummer’s epistemologi-
cal perspective in this book is realist, and
he pays much attention to interviewing and
analysis of interviews in order to grasp the
meaning inherent in biographical accounts.
This perspective is a contrast to his publication

of a follow-up volume of this book published
in 2001. By then what could be called ‘the
linguistic turn’ had taken hold in the social
sciences, and most discussions related to
methodology had taken on a new shape.

Epistemologically the discussions during
the first revival phase of biographical research
were carried out from a realist ontological
position, e.g. underlying the debates was the
notion that biographical material was able to
give access to some form of truth about social
life. When accounts were questioned it was
from a perspective of reliability at a method-
ological level, whether people’s stories could
be relied upon; notions of truth itself were not
the object of debate during this phase.

‘THE LINGUISTIC TURN'":
POST-MODERNISM AND
POST-STRUCTURALISM

In Europe hermeneutical approaches have
become prominent in discussions that high-
light differences between the humanities and
the natural sciences'”. Husserl’s phenomenol-
ogy was important for the development of
the Heideggerian hermeneutics, but has also
been influential in its own right in the
social sciences, not least through Garfinkel’s
ethnomethodology which was developed in
the intersection between Parsonian thought
and A. Schutz’s expanding of Husserl’s work
(Heritage 1984). Hermeneutics started out as
a method to examine texts, and to try and read
texts as part of the context they originated
in — the hermeneutical circle. As this per-
spective gained more ground in social science
methods debates, aspects of language and
narrative structure in biographical accounts
were highlighted.

Another important influence for this shift
came from linguistics. As the structural
linguistics of Lévi-Strauss was criticised by
Foucault and Derrida, the grounds were laid
for post-structuralism in language theory and
social theory. But:

Despite their differences, structuralism and post-
structuralism both contributed to the general
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displacement of the social in favour of culture
viewed as linguistic and representational. Social
categories were to be imagined not as preceding
consciousness or culture or language, but as
depending upon them. Social categories only
came into being through their expressions or
representations. (Bonnell and Hunt 1999, p. 9)

The semiotics of Roland Barthes,
Foucault’s critique of power and Lyotard’s
critique of ‘grand narratives’ were all
influential for the direction social science
research took throughout the 1980s.
Methodological questions were replaced
by epistemological debates; and these centred
on whether there was reality beyond language.

When influence from the humanities
became more pronounced throughout the
80s, a shift of focus also occurred in
biographical research. From having been
concerned with analyses of life stories and
biographical accounts as empirical evidence
of lived life, gradually more attention was
given to the narrative itself, to the told life
and to the different phases of interpretation
of a biography. Questions about the role
of the researcher in the production of
the biographical account, whether this had
originated as a written autobiography or was
the outcome of an interview between an
informant and a researcher, became important.
Demands that the researcher be self-reflective
in the writing up of biographical research
material were frequently heard, and in many
instances the biographical experiences of the
researcher and his or her reactions to the
story told by the informants, became topics
of interest (Iles 1992). This shift also marked
a change in epistemological focus towards a
more constructionist standpoint which implies
a line of questioning that is premised on
knowledge about reality as reality (Lewis
and Smith 1980). A belief that reality is
a human construction alone can lead to
extreme relativism in the approach to any
research material. A blurring of the boundaries
between fact and fiction, between truth and
non-truth, between the factual and the non-
factual, implies a very different approach to
biographical research from that of the classic
studies.

Norman Denzin was one of the most
prominent advocates of a shift in biographical
research towards narrative approaches and
a focus on language. A former student of
Blumer’s, he changed the term used for his
perspective from symbolic interactionism to
interpretive interactionism (Denzin 1989a,
1989b).

The term ‘interpretive interactionism [...] signifies
an attempt to join traditional symbolic interactionist
thought with participant observation and ethno-
graphic research, semiotics and fieldwork, post-
modern ethnographic research, naturalistic studies,
creative interviewing, the case study method,
the interpretive, hermeneutic, phenomenological
works of Heidegger and Gadamer, the cultural
studies approach of Hall, and recent feminist
critiques of positivism. (Denzin 1989a, pp. 7-8)'8

From this quote it becomes clear that bio-
graphical research epistemologically founded
in realist pragmatist thought was no longer
centre stage. A blending of many different —
and in some instances incompatible — research
approaches opened a wider field for biograph-
ical research, and also invited collaboration
across disciplinary boundaries in ways that
had earlier not been common. This was espe-
cially true in feminist biographical research'.
Denzin’s changed approach is symptomatic
of the debates that occurred in biographical
research during this period. From discussions
about whether individuals’ accounts could
be regarded as reliable in the sense of
people telling the truth about their lives,
the interest was gradually shifted towards
debates on ontological and epistemological
issues (Nilsen 1994, 1996). In many instances
the underlying epistemological notions were
not taken up explicitly but informed research
design and choices of methods for data
collection and analysis in empirical studies.
In Chicago during the 20s a processual
notion of the self as developed in the pragma-
tist thought of Peirce and Mead, underpinned
Thomas and Znaniecki’s research. A notion
of self, and of life, as lived in time with
access to memories of experiences in the past
and the willingness and ability to recount
these in some present, is central in classical
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biographical research®’. In order for this
approach to have merit, some form of realist
epistemological position must bear upon the
theoretical and methodological perspectives
employed in research. Experiences*' cannot
be recalled if there is no such thing as
reality beyond language. Indeed, a strong
constructionist position seems to annihilate
the notion of time as process and leaves
only a present with no relation to past or
future as discourse and language replace
time and material practice. Where there was
earlier a concern with time as process and
self as developing in social relationships
that changed over time, more attention has
been paid to the concept of identity, also in
biographical research.

Identity was earlier discussed in relation to
development and particularly with reference
to the life course phase of youth (Erikson 1980
[1959]). The epistemological shift towards
constructionist approaches introduced terms
such as ‘fragmented identities’ and identities
as matters of choice (Giddens 1991; Plummer
2001). Such notions are more spatial than
temporal since identities in this sense bear
no relation to development in time but can
be regarded as constructed in discourse and
markers of /ife style rather than being related
to the development over life course phases
(Brannen and Nilsen 2005). Where Erikson
saw identity as part of a wider notion of self,
identity has in many instances replaced the
notion of self as ‘selves’ are thought of in
terms of being constructed in discursive fields
rather than developed in social relationships
(Bonnell and Hunt 1999, p. 22).

METHODOLOGY DISCUSSIONS
BEYOND THE
QUANTITATIVE-QUALITATIVE, THE
POSITIVIST-INTERPRETIVE AND THE
REALIST-CONSTRUCTIONIST DIVIDES?

Biographical research currently sweeps a
wide array of approaches and perspectives. As
the blurring of boundaries between disciplines
within the social sciences and between

the social sciences and the humanities has
increased over the past decade, and cross-
disciplinary studies have been encouraged®?,
the debates over biographical and other
methods of performing research are many
and varied. The influence from hermeneutics
and methodological approaches originating
in humanistic disciplines, together with the
epistemological shift towards construction-
ist/interpretive perspectives, has led some
to subsume biographical material under the
term interpretive approaches®. In doing so
the story as a fold story is put at the
forefront of attention. It goes without saying
that biographical accounts are told stories.
However, whether one believes there is a
reality beyond the account and hence some
factual experiences informants talk about and
make these part of the analysis, is an important
distinction between a constructionist and
a realist approach. In order to overcome
the divide created by the epistemological
debates, and for social science in general
and biographical research in particular, to
maintain its critical potential, a return to
agency as a key sociological notion, is by
some held as crucial (Bonnell and Hunt 1999;
Chamberlayne et al. 2000).

Exploring the way people talk about
their lives is important for many reasons.
Understanding narrative structure can add
immensely to the overall understanding of
a biographical account, not only in terms of
language used, but also with reference to the
social positioning of individuals in society
(Reissman 1991; Nilsen 1996). Moreover, it
can also give insight into and draw attention
to the silences in biographical accounts,
and thus make visible the taken-for-granted
aspects of people’s lives that are more
often than not structurally founded and thus
important for understanding the informant
in the context that the life unfolds within.
In cross-national comparative research this
aspect of biographical accounts is particularly
important (Nilsen and Brannen 2002; Brannen
and Nilsen 2005).

However,  approaching  biographical
accounts from this perspective alone can
render the more material structural contexts
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that surround and inform the content of the
story an individual has to tell less important.
It therefore seems significant for biographical
research to be equally aware of the questions
that were raised early in its history as those
that are currently in vogue.

The ontological and epistemological foun-
dations of the ‘cultural turn’ make it difficult
to envisage a social science that can produce
convincing evidence of, for instance, social
disparities between groups of people (Nilsen
1994; Bonnell and Hunt 1999). If the notion
of culture replaces that of social structure,
and individual narratives about lives become
the most important objects of analysis rather
than lived experiences as expressions of
social and collective being, the question of
whether there is a place for social science
research that highlights power and systematic
differences and inequalities between people
may rightfully be posed. Whether there will
indeed be room for the potential of social
science to provide critical analyses of trends
and development at different levels of society
is another question that can be asked. As
Chamberlayne et al. point out in a critique
of cultural studies without agency, © “Cultural
sociology” rather than “cultural studies” is
what is needed’ (p. 9).

To illustrate some implications of these
questions a current strand of thought may
be taken as an example. It also highlights
the importance of discussing methods in
relation to theoretical perspectives and ideas
that address themselves to particular topics in
social research.

The individualisation thesis as formu-
lated by Beck (1992) and Beck and Beck-
Gernsheim (1995) is informed by a life course
perspective and a biographical approach.
Arguing from a life course perspective Beck
and Beck-Gernsheim (1995) maintain that
a ‘standard biography’ is being replaced by
a ‘choice biography’, and that life course
phases no longer follow the same pattern they
used to since structural characteristics such
as age, gender and social class are not as
significant for shaping individuals’ lives as
they once were. An individualisation is said
to take place, where people are forced to

make choices to a much larger extent than in
‘high modernity’. Individual choices become
centre stage and the characteristics that form
opportunity structures that make for system-
atic disparities in individuals’ life chances are
not recognised as such. If social scientists
carry out empirical biographical research
with this type of theoretical back cloth as
the main conceptual apparatus, analyses are
taken to a level of abstractions where indeed
discourse and narratives are more meaningful
starting points than the intersection of history
and biography. For the latter to be included
in studies, attention to the complex and
many layered contexts that people’s lives
are embedded is needed. Empirical research
has challenged the individualisation thesis
on many fronts, especially the fact that it is
not sensitive to variation but rather works
as another ‘Grand Narrative’ that shapes the
outlook on life rather than tells a sociological
story about social diversity and inequality
(Nilsen and Brannen 2002; Brannen and
Nilsen 2005).

For biographical research it is especially
important that the tradition which sets the sto-
ries informants tell into a multi-layered social
framework rather than merely analysing them
from a discourse and narrative approach, is
upheld. As Daniel Bertaux observes in a paper
that highlights biographical research as a tool
for comparative analysis,

Whenever [life stories] are used for probing
subjectivities, life story interviews prove able to
probe deep; perhaps because it is much easier to
lie about one’s opinions, values and even behaviour
than about one’s own life. [...] it takes a sociological
eye — some lay persons do possess it — to look
through a particular experience and understand
what is universal in it; to perceive, beyond described
actions and interactions, the implicit sets of rules
and norms, the underlying situations, processes and
contradictions that have both made actions and
interactions possible and that have shaped them in
specific ways. It takes some training to hear, behind
the solo of a human voice, the music of society and
culture in the background. This music is all the more
audible if, in conducting the interview, in asking
the very first question, in choosing, even earlier,
the right persons for interviewing, one has worked
with sociological issues and riddles in mind. (Bertaux
1990, pp. 167-168)
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This quote echoes Mills’ visions for sociol-
ogy — what it should be about and the role of
sociologists in society. However, it also draws
attention to some of the debates that biograph-
ical research initiated by the work of Thomas
and Znaniecki; can life stories be relied upon?
To what extent can this type of material hope
to be seen as representative of more than the
individual story? Far from being dismissed
as mere ‘positivist’ lines of questioning, such
issues are real and are routinely faced by
researchers working within this tradition.
The paradox is that both the positivist and
interpretive sides of the divide question the
validity of biographical research founded on
a realist pragmatic starting point. From an
extreme interpretive side of the divide debates
about representativeness are easily rejected as
irrelevant since they are considered positivist.
Extreme positivism on the other hand would
question biographical material because it does
not qualify as objective data. This chapter
has thus argued that a third position needs
focusing on. In order to map out this third
position the case has been made for a closer
look into the ontological and epistemological
standpoints that underpin methodological
debates within biographical research. The
parameters for the discussion have been the
starting point in debates about ‘method as
technique’ that highlighted the quantitative-
qualitative divide, to the current situation
that focuses on epistemological questions and
discussions across the boundaries of a realist-
constructionist divide.

NOTES

1 Definitions of biographical research will be
discussed in a later section. In this chapter the
focus will be on overall debates within this field,
thus variations in traditions for making use of this
perspective will not be the focus here.

2 The terms ‘case’ and ‘case studies’ are referred to
in different ways in current sociology. For an overview
of themes and topics in debates over case studies, see
Gomm et al. 2000 and Yin 2003.

3 In Durkheim'’s original text the use of the term
‘method’ also encompasses what is being referred to
here as methodology.

4 As pointed out by Platt (1996) the English
terms for method and methodology create problems
when used as adjectives; both are referred to as
‘methodological’. This chapter is concerned with
methodology in the wider sense, not to method in the
strict sense of ‘technique’ or ‘procedure’ for studying
the social world.

5 As Kaplan (1964) observes, the term ‘method-
ology' is often used synonymously with epistemology
by philosophers (p. 20). The definition of epistemology
referred to in the context of this chapter is ‘theory of
knowledge'.

6 For other ways of classifying, see Miller 2000;
Roberts 2002.

7 This study was carried out in Chicago where
sociology was still very much influenced by American
pragmatism. For a further discussion of this see Nilsen
American Pragmatism and Biographical Research
(work in progress).

8 See, e.g. Kaplan (1964) for a detailed discussion
of different forms of positivism and their relevance for
social science studies. Platt (1996) also gives a detailed
account of different interpretations of positivism in
relation to ‘scientism’: ‘Its meaning overlaps with
that now attached to ‘positivism’. It is associated
with a commitment to making social science like
natural science, and thus with themes such as
empiricism, objectivity, observability, operationalism,
behaviourism, value neutrality, measurement and
quantification’ (Platt 1996, pp. 67-68).

9 This ontological position is in Lewis and Smith’s
(1980) terms a ‘materialist social nominalism’ (p. 8).

10 Theory in a strong positivist sense is aimed at
building laws through hypothesis testing over time.

11 It should be kept in mind here that the
situation in Hitler's extended Germany was one where
positivist ways of doing social science was actually
the most effective way to challenge racist beliefs
that underpinned the Third Reich’s ideology, and
social scientists who advocated such research were
persecuted and had to flee the country if they could.
Paul Lazarsfeld was but one of these scientists who
fled to the USA. The direct impact of the 'Vienna
Circle’ for the development of American and also
European social science methods, is however one that
must be seen in view of other simultaneous tendencies
within American social science itself (see Platt 1996 for
a detailed discussion of this topic).

12 The difference between Blumer and Mead
on approach to method, where the latter saw no
problems in combining qualitative and quantitative
methods, is pointed out by Deegan 2001. Blumer's
approach must be seen in view of the contemporary
time of his writing, where the quantitative-qualitative
divide was much more prominent than in Mead’s time.

13 In one sense Glaser and Strauss took Blumer’s
notion of ‘sensitising concepts’ and developed it in
a direction that ‘operationalised’ how to go about
making use of sensitising concept in actual empirical
studies.
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14 Grounded theory has been criticised for being
too positivist and quantitative in its approach to
data and method (see, e.g. Christensen et al. 1998).
However, at the time it was published it represented
a more radical approach than what it is thought of
today.

15 This is not to say that life history interviews had
not been conducted before the 1960s; in psychology
there was much interest in biographical interviewing.
However, an account of this falls outside the scope of
this paper.

16 See in particular papers by Bertaux, Ferrarrotti,
Kohli and Thompson in the book.

17 Drawing on Dilthey’s notions of understanding
meaning in context and Heidegger's development
of his ideas in Being and Time, Heidegger's student
Gadamer published Truth and Method in 1960
(Gadamer 1989), which has since become a standard
reference within hermeneutical approaches. These
works are mainly concerned with the interpretation of
texts and were subjects for the humanities rather than
the social sciences to start with. This was to change as
post-structuralism and post-modernism gained more
ground in the social sciences in the 1980s.

18 References in Denzin's text are not included in
this quote.

19 See Teresa lles (1992) for an example of publi-
cations from meetings across disciplinary boundaries.
Stanley (1992) also voices the need for more cross-
disciplinary research in feminist biographical studies.

20 Pragmatist thought does not rest on a notion
about truth as fixed, and thus a possibility to arrive
at some final account of life. Events and individuals’
experiences of them are recalled at different points in
time which can make factual events take on different
meanings in a personal life as time passes. This does,
however, not mean events did not happen, or did
not happen that particular way, rather that they are
seen and interpreted in different ways depending on
the present a story is told in and the context the
interview takes place in (Nilsen 1996). The interview
itself and the relationship between the interviewer and
the informant, are also decisive of what aspects of
factual events informants relate in their accounts. It is
important to note here that this way of approaching
interpretation does not imply a rejection of something
‘true’ and ‘factual’ in events, in personal lives as well
as in historical and structural terms.

21 The notion of experience, for the very reasons
mentioned here, came under debate and questions
about experience itself were asked. It was not the
‘truth’ of people’s accounts of experiences that were
called into question, but the ontological foundation
that the notion of experience rests on; whether there
is independent reality.

22 This drift towards interdisciplinarity has its
critics. As Bonnell and Hunt (1999, p. 14) observe:
‘Dialogue among the disciplines depends in part on
a strong sense of their differences from each other:
exchange is not needed if everything is the same;

interdisciplinarity can only work if there are in fact
disciplinary differences’.
23 See, e.g. Plummer 2001.
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Research Ethics in Social Science

Celia B.

Unparalleled growth in the social and behav-
ioral sciences in the last half of the twentieth
century has and will continue to make signif-
icant contributions to society’s understanding
of persons as individuals, as members of
familial and non-familial social groups, and
participants within cultural, social, economic
and political macrosystems. Increased public
recognition of the value of social research has
been accompanied by heightened sensitivity
to the obligation to conduct social science
responsibly. The formidable task of insuring
ethical competence in social research depends
upon sensitive and informed planning by
ethically informed scientists and careful
review by nationally mandated or indepen-
dent Institutional Review Boards (IRBs) or
Research Ethics Committees (REC). The
broad language of national and international
regulations and the diversity of expertise and
wide latitude in decision-making given to
IRBs is often intimidating to social scientists
who are required to apply for IRB approval
as a condition of conducting their research.
Social scientists are additionally challenged
because of the historical and biomedical bias
in the language and scope of regulations
governing IRBs in the United States and RECs
in Europe, Latin America, India, Thailand,

Fisher and Andrea E.

Anushko

and Africa among other developing countries
(e.g. Council for International Organizations
of Medical Sciences, 2002; Indian Council of
Medical Research, 2000; National Consensus
Conference on Bioethics and Health Research
in Uganda, 1997; National Research Council,
2003; Thailand Ministry of Public Health
Ethics Committee, 1995; World Medical
Association, 2000).

A BRIEF HISTORY OF RESEARCH
ETHICS RULES AND REGULATIONS

Biomedical research ethics have along history
formally beginning with the Nuremberg Code
(1946), the international response to the
atrocities committed by the Nazi medical
experimentation. However because the acts
committed by the Nazi scientists seemed
so far removed from standard medical and
social research, the Nuremberg Code had
little influence on medical or social science
research (Steinbock et al., 2005). Biomedical
research ethics continued to evolve slowly in
the United States and abroad (Declaration of
Helsinki, 1964). In the United States it was not
until the 1970s, when revelations of subjects’
abuse in the now infamous Tuskegee Syphilis
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Study (Heller, 1972; Jones, 1993) prompted
U.S. Public Law 93-348 to call for the estab-
lishment of the National Commission for the
Protection of Human Subjects of Biomedical
and Behavioral Research. The National Com-
mission published recommendations, known
as the Belmont Report (DHEW, 1978),
that served as the basis for revised federal
regulations published in the Federal Register
in 1979 with continued revisions through
2001 (DHHS, Code of Federal Regulations
Title 45-Part 46 Protection of Human Subjects
45 CFR 46, 2001). At the same time the
Council for International Organizations of
Medical Sciences (CIOMS) in association
with the World Health Organization (WHO)
set out to develop guidelines that applied the
principles of the Declaration of Helsinki to the
conduct of biomedical research, particularly
in developing countries. The final product
was the 1982, Proposed International Ethical
Guidelines for Biomedical Research Involy-
ing Human Subjects. Since 1982 two revisions
have been made to the CIOMS guidelines: one
in 1993 and the most recent in 2002. National
and international guidelines base research
ethics regulation on three general ethical
principles: (1) Beneficence: the obligation
to maximize research benefits and minimize
research harms; (2) Respect: the responsi-
bility to ensure that research participation
is informed, rationale, and voluntary; and
(3) Justice: the obligation to ensure the fair
distribution of research benefits and burdens
across populations. While the conceptual and
practical frameworks for research ethics in
its present form are rooted in and largely
dominated by Western culture (Ogundiran,
2004), these principles have retained their
fundamental value in guiding the ethical
conduct of contemporary research in the West
and increasingly in developing countries. In
Africa for example, the Pan African Bioethics
Initiative (PABIN), was established in 2001
to foster the development of research ethics
with special emphasis on the need to develop
the capacity for reviewing the ethics of
research conducted in Africa by nationals and
internationals (see:http://www.pabin.net/en/
index.asp).

Ethics in the social sciences

Problems identified in social science research
did not produce the serious harms observed
in medical studies during the period of
national and international biomedical research
regulations. Indeed, in the United States
for example, prior to the National Com-
mission’s report, social science researchers
rarely sought informed consent even when
punishing stimuli were part of the research
design and the use of deception and invasion
of privacy was common place (Sieber,
1992). This is somewhat surprising since the
American Psychological Association (APA)
adapted its first ethics code covering research,
teaching, and practice in 1953 (APA, 1953)
and the American Anthropological Associa-
tion officially approved their Statement on
Problems of Anthropological Research and
Ethics in 1967 (Nolan, 2002). One reason
for the lack of ethical awareness within
social science research at that time might
have been the broad aspirational languages
of the codes. For example, it was not until
1992 that specifically worded operational
standards of conduct for research, teaching
and professional practice were included
in the APA Ethics Code (Canter et al.,
1994) and this model was then adapted by
other social sciences including the American
Sociological Association, and the Canadian
Psychological Association (ASA, 1999; CPA,
2000). The most recent revision of the APA
Ethics Code (APA, 2003) includes a more
protective standard on deception research,
prohibiting such research if it leads to pain or
substantial stress or discomfort and requiring
investigators to respect a participant’s request
to withdraw data following debriefing (Fisher,
2003a).

Recognizing the strong biomedical basis
for many of the previous guidelines gov-
erning research, some countries have shifted
their focus to create statements of ethical
conduct specific to the social sciences.
Australia for instance, in revising their
1999 National Statement on Ethical Conduct
in Research Involving Humans has drafted
a new set of guidelines specifically for
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social scientists while still building upon
the Nuremberg Code and the Declaration
of Helsinki, highlighting such principles as
research merit and integrity, justice, benef-
icence, and respect. Others have chosen to
order their principles according to the weight
they should receive when in conflict specific
to the types of dilemmas social scientists often
face. For example, Canada prioritizes their
four principles for social science researchers
in the order of: (1) Respect for the Dignity of
Persons; (2) Responsible Caring; (3) Integrity
in Relationships; and (4) Responsibility to
Society (CPA, 2000).

This chapter now turns to four specific areas
of continued and emerging ethical concern in
social research: conflicts of interest, informed
consent, cultural equivalence, and the use of
monetary incentives. The chapter concludes
with a call for ethical commitment, ethical
awareness and active engagement in the
ongoing development of courses of action
reflecting the highest ideals of responsible
social science.

CONFLICT OF INTERESTS

Social researchers should strive to estab-
lish relationships of trust with research
participants, the scientific community, and
the public. When conflicting professional,
personal, financial, legal or other interests
impair the objectivity of data collection,
analysis or interpretation, such trust and the
validity of the research is compromised.
Ethical steps to avoid potentially harmful or
exploitative conflicts of interest are critical
to ensure that the objectivity of data analysis
and interpretation is led by data and not other
interests. Impairment of objectivity can harm
participants, the public, institutions, funders,
and the integrity of social science as a field.
Several national bodies and organizations
have produced guidelines for conflict of
interest decision-making relevant to the
conduct of social science research. For
example, in the United States the National
Institutes of Health Office of Extramural
Research requires every institution receiving

federal research funds to have written
guidelines for the avoidance and institutional
review of conflict of interest. These guidelines
must reflect state and local laws and
cover financial interests, gifts, nepotism,
political participation, and other issues (see:
http://grants.nih.gov/grants/policy/emprograms/
overview/ep-coi.htm).

Of relevance to investigators is the U.S.
Public Health Service and National Science
Foundation (NSF) requirement that any
funding application must include a statement
on whether there are any significant financial
interests that could directly and significantly
affect the design, conduct or reporting of
the research. Such interests can include
consulting fees, honoraria, ownership or
equity options, or intellectual property (e.g.
patents, copyrights, and royalties) where
such values exceed $10,000. Academic
institutional salaries and lectures sponsored
by non-profit or public entities are exempt
from this policy (see: http://www.nsf.gov/
policies/conflicts.jsp, http://grants2. nih.gov/
grants/policy/nihgps_2001/nihgps_2001.pdf).
In addition, many IRBs in the United States
are requiring researchers to include a conflict
of interest statement in their informed
consents and journals are requiring a
statement describing the absence or existence
of a potential conflict of interest. For example,
APA publications require authors to reveal
any possible conflict of interest (e.g. financial
interests in a test procedure, funding by
pharmaceutical companies) in the conduct
and reporting of research. According to the
International Committee of Medical Journal
Editors (ICMJE) (2003) editors may use
information disclosed in conflict of interest
and financial interest statements as a basis for
editorial decisions. Prompted in large part by
concerns about conflicts of interest stemming
from the relationship between pharmaceutical
companies and independent clinical research
organizations, India and other developing
countries are beginning to call for adoption
of international and establishment of national
regulations for research conflicts of interest
(Editorial, The Hindu, 2005; Pan African
Bioethics Initiative, 2001).



98 THE SAGE HANDBOOK OF SOCIAL RESEARCH METHODS

Several professional codes of conduct,
including the APA Ethics Code standard on
conflict of interest (APA, 2002, Standard
3.06), the British Sociological Association
Code of Ethics (BSA, 2002, Standard 42), the
British Psychological Society Code of Ethics
and Conduct (BPS, 2006, Standard 4.2), and
the Canadian Code of Ethics for Psychologists
(CPA, 2000, Standard II1.31) are applicable
for all social science researchers. As applied
to research they prohibit conflict of interests
if another personal, scientific, professional,
financial or other interests or relationships
could reasonably be expected to impair
objectivity, competence or effectiveness of
the psychologist to conduct the research,
if it would expose his or her organization
to harm, or if it would result in the harm
or exploitation of research participants or
research assistants. The ethics codes of other
social science organizations have similar
prohibitions against conflicts of interest (e.g.
AAA, 1998; ASA, 1999 in the U.S.).

Examples of potentially harmful
conflicts of interest

Examples of potential conflicts of interest can
occur if: (a) a social scientist takes gifts from
or has financial holdings in a company whose
product she or he is investigating; (b) the
research is sponsored by a company or orga-
nization that has a financial investment in the
direction of results that might place pressure
on the investigator; (c) the investigator or his
or her institution will hold the patent for the
researched instrument; or (d) scientists are
reviewing a grant application or manuscript
submission from a competitor.

Conflict of interest and industry
sponsored research: Who owns
the data?

In traditional academic contexts, social sci-
entists have a responsibility to report on
the results of their data, and to ensure that
the report accurately represents the findings.
Potentially unethical conflicts of interest can

emerge when investigators sponsored by pri-
vate industry or organizations do not consider
in advance the implications of data ownership
(Fried & Fisher, in press). Investigators
working on independent projects funded
externally need to ensure that they maintain all
access to and ownership of data as well as the
right to publish results without prior approval
or interference from the sponsor. Sponsors
with financial interest in the outcome of the
research if provided the opportunity may
deny investigators access to the final dataset,
attempt to dictate analytic strategies, stall
dissemination of negative findings, or insist
on ghostwriting the scientific report. Failure
to anticipate the consequences of, acquiescing
to or naively signing a contract waiving
these responsibilities can result in becoming
an accomplice to letting a financial agenda
rather than the data drive research results.
In addition to resulting in a violation of
avoidance of unethical conflicts of interest,
such decisions can result in other violations
within APA. For example, according to the
APA Ethics Code (APA, 2002, Standards
1.01 Misuse of Psychologists Work and 5.01
Avoidance of False or Deceptive Statements)
and the International Sociological Association
Code of Ethics (ISA, 2001, Standard 3,
Publication and Communication of data)
investigators are prohibited from knowingly
making public statements that are false,
deceptive or fraudulent concerning their
research and are responsible for preventing
or correcting false statements about their
work by others. For social scientists such
public statements can include not only false
statements in publications and professional
presentations, but product endorsements, false
statements concerning conflict of interest
or delegation of research responsibilities on
grant applications, and expert testimony about
scientific data in legal proceedings.

Conflicts between ethics and
organizational demands

Social scientists who are employees or
consultants to an organization face a slightly
different set of ethical challenges. In such
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contexts, the company or organization may
have a priori ownership of any data produced
by its employees. In such contexts the inves-
tigator’s role is to provide the organization
with the results and interpretation of data
collected from well-designed studies that
were conducted to provide information for
organizational decision-making. The choice
to make public the findings belongs to the
organization. Unethical conflicts of interest
can emerge in such settings. For example,
if the researcher agrees to a request by
the company or organization to design a
study that will guarantee results are all
biased in a particular direction, falsify
results from previously collected data or
write a report that provides an incomplete
summary of the data or that intentionally
misinterprets study results. When entering
into an employment or contractual agreement
with a company or organization, social
scientists should anticipate and educate the
company to the conflict of interest issues
that may emerge and establish agreements
about data collection, interpretation, and
dissemination that permit the investigator to
act ethically.

Conflicts of interest in social
research: Unchartered territory

In summary, as industry and organizations
increasingly recognize the value of social
research for policy decisions and public
relations, social scientists will increasingly
be confronted with conflict of interest
challenges. Not all conflicts of interest are
unethical or avoidable. The ethical challenge
for social scientists is to be vigilant in
identifying such conflicts, assure the public
that conflicts are eliminated when possible
and effectively managed when necessary.
As noted by the Office of Human Research
Protections, ‘Openness and honesty are
indicators of integrity and responsibility,
characteristics that promote quality research
and can only strengthen the research process’
(http://www.hhs.gov/ohrp/nhrpac/mtg12-00/
finguid.htm).

INFORMED CONSENT

The principle of respect reflects a moral
concern for the autonomy and privacy rights
of those recruited for research participation.
In its most fundamental form, it embodies
the moral necessity of obtaining consent
to participate in research that is informed,
rationale and voluntary. The informed require-
ment requires that prospective participants
are provided with all information about the
study that would be expected to influence
their willingness to participate. As embodied
in U.S. federal regulations and the APA Ethics
Code (APA, 2002, Standards 3.10 and 8.02;
DHHS, 2001) as well as the Canadian Code of
Ethics (CPA, 2000, Standard 1.24) and the EU
Code of Ethics for Socio-Economic Research
(Dench, Iphofen, Huws, 2004, Standard 4.3)
such information includes: (1) the purpose,
duration, and procedures; (2) the right
to decline or withdraw from participation;
(3) consequences of declining or withdraw-
ing; (4) risks and potential discomforts or
adverse effects; (5) any prospective benefits
to participants or society; (6) extent and limits
of confidentiality; (7) incentives for partic-
ipation; (8) who to contact with questions
regarding the research (usually the principal
investigator) and their research rights (usually
the Chair of the IRB); and (9) an opportunity
to ask questions. Some forms of social
research create consent challenges. Next we
discuss informed consent within the context of
three of these research methods: Qualitative,
archival, and deception research.

Qualitative research

The exploratory and open-ended nature of
semi-structured interviews, participant obser-
vation, or ethnographic work raises questions
about whether truly informed consent for
such research can be obtained (Marshall,
1992). Several Codes, including the Aus-
tralian National Statement on Ethical Conduct
in Human Research (National Health and
Medical Research Council (NHMRC), 2007).
Set out specific guidelines for qualitative
research (Standard 3.1). The movement to
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view social sciences as ‘hard science’ and IRB
unfamiliarity with qualitative research meth-
ods has also posed challenges to anthropolo-
gists, sociologists, and other social scientists
whose research often strays from the classical
scientific method because of unique research
questions or the nature of their population
(Marshall, 2003). Informed consent is also prob-
lematic when working with immigrant popu-
lations or in international settings for reasons
ranging from language barriers and fear of
exploitation or deportation to authority to con-
sent resting with an individual other than the
participants, e.g. in countries where women
are not permitted to consent to research with-
out prior male permission (Marshall, 2003).

In studies where informed consent is
obtained, it is often difficult to ensure fully
informed consent at the start of a project
because researchers may not be able to
anticipate the full extent of information that
will emerge (Haverkamp, 2005). Risks to
privacy and confidentiality emerge when the
information leads to unanticipated revelations
regarding illegal behaviors (crimes, child or
domestic abuse, illegal immigration), health
problems (HIV status, genetic disorder) or
other information that if revealed could
jeopardize participants’ legal or economic
status (Fisher & Goodman, in press; Fisher &
Ragsdale, 2006). One way to address this
issue is to develop in advance a re-consent
strategy for situations in which unanticipated
and sensitive issues emerge during the course
of observation or discussion (Fisher, 2004;
Haverkamp, 2005). The strategy can include
a set of criteria to help the interviewer:
(1) identify when unexpected information
may lead to increased participant privacy and
confidentiality risk; (2) determine whether
the direction of the conversation is relevant
to the research question; (3) if not relevant,
find ways to divert the discussion; or (4) if
relevant, alert the participant to the new nature
of information and implement a mutually
negotiated re-consent procedure.

Archival research

Similar, but more difficult issues emerge when
consent is obtained for social research that will

be archived. Social science has a prestigious
history of archives (Young & Brooker, 2006).
The purpose of archived data is to provide
a rich set of data that can be used by
future investigators to examine empirical
questions about populations that may not be
anticipated when information is first collected.
Several organizations have begun to unite
social science researchers and their data from
around the world to create large and secure
accessible databases of archived information.
For instance, the Inter-University Consortium
for Political and Social Research (ICPSR)
has over 500 college or university members
and has four major operations units, one of
which is data security and preservation. The
Harvard-MIT data center also archives and
protects various social science data to allow
access for future generations of social science
researchers. Participant identity is protected
in these archives through a very detailed pro-
cess of individual de-identification. However,
the racial, ethnic, cultural, health, or other
demographic-based populations from which
participants were recruited in most instances
must remain identifiable for the research
questions to be meaningful.

Within the continuously changing social-
political context in which science and society
evolve, some investigators have begun to
question the validity of informed consent to
ongoing secondary analysis by unknown third
parties with research questions that may be
inconsistent with the consent understandings
of those who initially agreed to participation
and preservation. This becomes of particular
concern when secondary analysis of data from
historically oppressed or disenfranchised
communities is requested (Young & Brooker,
2006) or if the circumstances under which the
original data was collected is questionable as
in the 1968 Yanomami research conducted
by Neel (http://members.aol.com/archaeodog/
darkness_in_el_dorado/documents/0081.htm).

Requiring individual participants to recon-
sent to the use of archival data can be
both harmful and infeasible. First, it would
require that records linking responses to
individually identifiable information is pre-
served over decades, where confidentiality
protections may be vulnerable over time.
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Second, it would require locating individuals
after years or decades which in many cases
would be impossible and the unavailability
of segments of the initial population would
compromise the validity of the sample. In
response to these challenges, the Council of
National Psychological Associations for the
Advancement of Ethnic Minority Interests
(CNPAAEMLI, 2000) has recommended that
social research archives consider setting
up standing community (broadly defined)
advisory boards as a means of helping
archive administrators determine when newly
proposed analyses may violate the intent of
the informed consent.

Deception research and the
‘consent paradox’

In research using deceptive methods, the
researcher intentionally misinforms partici-
pants about the purpose of the study, the
procedures, or the role of individuals with
whom the participant will be required to
interact (Sieber, 1982). The use of deceptive
techniques is not prohibited in any national
research regulations and is explicitly permit-
ted with stipulations in professional ethics
codes including the American Psychological
Association (2002), American Sociological
Association (1999), Canadian Psychologi-
cal Association (2000), British Psycholog-
ical Society (2006), and the International
Sociological Association (2001). Baumrind
(1979) distinguished between nonintentional
deception, in which failure to fully inform
cannot be avoided because of the complexity
of the information, and intentional deception,
which is the withholding of information in
order to obtain participation that the subject
might otherwise decline. Simply not pro-
viding participants with specific hypotheses
regarding the relationship among experimen-
tal variables does not in itself constitute
deception.

Deception most obviously violates the
principle of respect, by depriving prospective
participants the opportunity to make an
informed choice regarding the true nature
of their participation. What Fisher (2005)
has termed the ‘consent paradox’ underscores

the moral ambiguity surrounding consent
for deception research when the investi-
gator intentionally gives participants false
information about the purpose and nature
of the study. In such contexts consent for
deception research distorts the informed
consent process, because it leads prospective
participants to believe they have autonomy
to decide about the type of experimental
procedures they will be exposed to, when in
fact they do not.

The deception debate

Debate on the ethical justification for decep-
tive research practices reflects a tension
between scientific validity and respect for
participants’ right to make a truly informed
participation decision (Fisher & Fyrberg,
1994). Arguments for deception emphasize
the methodological advantage of keeping par-
ticipants naive about the purpose of the study
to ensure responses to experimental manipula-
tions are spontaneous and unbiased (Milgram,
1964; Resnick & Schwartz, 1973; Smith &
Richardson, 1983). Arguments against decep-
tion emphasize the violation of participant
autonomy, the potential to create public
distrust in social science research in general
and the harm resulting from infliction of self-
knowledge that was unexpected, unwanted,
shameful or distressful (Baumrind, 1964).

Sociologists have been at the center of
deception controversy and have members
who are stanch advocates and opponents
of the practice. Allen (1997) falls into the
latter category, criticizing sociologists for
befriending groups of interest without letting
on that they were subjects of sociological
research, misrepresenting the motives of
their research, and adopting a false persona
to conduct research. Particularly disturbing
to Allen is the defense that personal time
and effort prevented the feasibility of other
methods, thus in order to get the research done
deception was necessary.

Ethical options

Bulmer (1982) concludes that completely
disguising the intent of research can affect
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the quality of the data collected as well
as exaggerate the unknown biases of the
researcher. Instead he proposes such meth-
ods as retrospective participant observation
in which a sociologist uses retrospective
observations from previous experience when
she was a total participant prior to any
research interest. He also supports the use
of native as stranger, in which an already
established member of the group is trained as
a sociologist. The covert outsider is another
suggested method in which a legitimate role,
such as a teacher in a prison, is taken on in
order to observe behavior and gain access to
an otherwise unreachable population (Bulmer,
1982).

According to U.S. federal guidance (OPRR,
1993), when considering the use of deception,
investigators must first decide whether the
information to be withheld during consent
would, if known, influence the individual’s
desire to participate in research. However how
to judge this prospectively is difficult. Some
have argued that responses from previous par-
ticipants during dehoaxing (revealing the true
nature of the study at the end of participation)
can be used to document the benign effects
of different deceptive methodologies. This
approach raises its own (debriefing) paradox
(Fisher, 2005). Fisher and Fyrberg (1994)
found that introductory psychology students
(the most commonly recruited participants for
deception studies) were likely to believe that
the dehoaxing process was either simply a
continued extension of the research or that
the debriefing information was itself untrue.
As a result, students reported they would
be unlikely to reveal their true feelings to
experimenters during the dehoaxing process;
and some were concerned they would be
penalized if they were truthful.

The APA Ethics Code (APA, 2002) attempts
to balance the principles of beneficence,
non-maleficence, and respect. First, the use
of deceptive methods must be justified by
the study’s prospective value in scientific,
educational or applied areas. Second, even
if the research is determined to have value,
deception is prohibited if it is reasonably
expected that the procedures will cause any

physical pain or severe emotional distress.
Third, the investigator must prove that
the same hypotheses cannot be sufficiently
explored and tested using non-deceptive
designs. This standard thus prohibits the use
of deception research if inconvenience or
costs of performing non-deceptive research
are the only reasons for proposing such
methods (Fisher, 2003a). In addition, the true
nature of the deception must be revealed to
participants at the end of the study unless the
debriefing might reasonably be expected to
bias future participant responses; or withhold
such information if the debriefing itself
would cause participant harm (APA, 2002,
Standard 8.08b).

While the APA and other organizations’
ethics codes attempt to increase the ethical
rigor of decisions to use deception methodolo-
gies, no guidance can erase the threat to partic-
ipant autonomy that such procedures reflect.
Neither, debriefing (even when believed to
be valid by participants) nor the opportunity
to withdraw their data, are a panacea for
the ethical paradox of deception research.
Consent can only be obtained prospectively
(OPRR, 1993); subsequent procedures can
never be considered an adequate substitute.

FAIR DISTRIBUTION OF THE BENEFITS
AND BURDENS OF RESEARCH

The principle of justice is concerned with
the fair and equitable distribution of research
benefits and burdens. In social research,
benefits are defined by the usefulness of
data generated to help understand micro and
macro social processes within and among
different populations. The burdens of social
research include exposure to research risks
and required time and effort associated
with participation. Justice in social research
becomes a particular ethical challenge when
racial or ethnic minority, disadvantaged, or
disenfranchised populations are recruited for
participation in research designs that fail to
include consideration of unique population
characteristics that may reduce the knowledge
value of data generated or expose them to
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greater risk or financial burden (Fisher, 1999;
Trimble & Fisher, 2006).

Population generalizability

The constantly changing demographic U.S.
and international landscapes pose the risk
that research findings from one participant
population will be inappropriately generalized
to other populations. This can occur in at least
two ways. First, injustices may occur when
populations are intentionally or unintention-
ally excluded from recruitment, but results of
the study are inappropriately generalized to
apply to their social or psychological charac-
teristics and circumstances. This becomes par-
ticularly problematic for social science when
the descriptions of ethnic/racial characteris-
tics are vaguely described in journal articles.
Typical descriptions that provide inadequate
knowledge for assessing the relevance of the
data to ethnic minority populations in the
United States, for example are: ‘the majority
of participants were non-Hispanic white’;
or ‘eighty-percent of participants were non-
Hispanic white; the remaining 20 percent were
African American and Hispanic’ (Fisher &
Brennan, 1992).

Defining race, ethnicity, and culture

When participants’ race, ethnicity, or culture
are described in greater detail there is often
an absence of definition of what these
terms mean or how decisions to identify
participants by ‘race’ (physical similarities
assumed to reflect phenotypic expressions
of shared genotypes), ‘ethnicity’ (assumed
cultural, linguistic, religious, and historical
similarities), or ‘culture’ (group ways of
thinking and living based upon shared knowl-
edge, consciousness, skills, values, expressive
forms, social institutions, and behaviors that
allow individuals to survive in the contexts
within which they live) reflects assumptions
about the underlying causal mechanisms
driving similarities or differences found
among populations (Fisher et al., 1997).
Further, there is often little recognition that

social, economic, and political forces contin-
uously shape and redefine these definitions
for both individuals and society at large
(Chan & Hume, 1995; Zuckerman, 1990).
Investigators need to consider and explicitly
describe the theoretical, empirical, and social
frameworks driving the definitions of race,
ethnicity, or culture used to select participant
populations, to insure the scientific validity
of the research question and to allow their
research findings to be evaluated within the
context of continuously changing scientific
and societal conceptions of these definitions
(Fisher et al., 2002).

Within group differences are also an
important factor to consider when identifying
population characteristics relevant to the
study questions. Investigators often ignore
the scientific implications of variation among
populations described under broad panethnic
labels. For example, failure to identify the
national origins of participants categorized
as ‘Hispanic’ (e.g. Mexico, Puerto Rico,
Guatemala, Chile) can produce overgener-
alizations that dilute or obscure moderating
effects on social behavior resulting from
national origin, immigration history, religion,
and tradition. In addition, within even these
more nationally defined categories, research
participants may vary greatly in their identifi-
cation with the ethnic group of family origin or
with the degree to which they are acculturated
to majority culture (Fisher et al., 1997).

Cultural equivalence of assessment
measures

Investigators need to heed a second risk
of producing research injustice: failure to
recognize when a measure of a social
construct established in one population when
applied to another ethnic/cultural group may
not yield similar psychometric properties
nor reflect a social phenomenon that has
similar behavioral or psychological patterns
of relationships (Hoagwood & Jensen, 1997;
Laosa, 1990). The use of such measures
risks the over- or under-identification of
socially meaningful characteristics, compro-
mising the scientific benefits of the research
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and potentially resulting in harmful social
labeling or maladaptive self-conceptions of
members of the racial or ethnic group studied
(Canino & Guarnaccia, 1997; Fisher et al.,
2002; Knight & Hill, 1998). Thus, whenever
possible, investigators should select surveys,
interview techniques or instruments that have
been standardized on members of the research
participants’ racial or ethnic group. When
such measures have not yet been developed
or sufficiently evaluated, investigators can
evaluate the cultural validity of the measure
by evaluating item equivalence and other
psychometric properties.

Moving away from comparative and
deficit approaches

Injustices in research can also occur when
social research involving ethnic minority pop-
ulations focuses only on population deficits
rather than a more comprehensive analysis of
both population vulnerabilities and strengths.
This ‘deficit’ investigative approach often
appears alongside another potential bias in
social research design: the assumption that
ethnic minority social constructs can only be
understood when compared to non-minority
standards (Fisheretal., 2002; Heath, 1997). To
provide fair and equitable research knowledge
benefits, social scientists need to apply the
same principles of scientific inquiry to all
populations studied (e.g. EU Code of Ethics
for Socio-Economic Research, Standard 2.5,
Dench et al., 2004). Cultural bias in social
science has also been identified in developing
countries. In India for example, the People’s
Science Movement (PSM) has drawn atten-
tion to the internalization of local cultural
gender biases by scientists in developing
countries (Varma, 1999).

DUE AND UNDUE RESEARCH
INCENTIVES FOR DIVERSE
SOCIOECONOMIC POPULATIONS

National guidelines and organizational ethics
codes permit compensation for effort, time,

and inconvenience of research as long as no
‘undue inducements’ are offered to lure people
into participating and incentives are not
included as a ‘benefit’ in risk-benefit analyses
(APA, 2002, Standard 8.06; BPS, 2006,
Standard 3.3.4; CPA, 2000, Standard 1.14;
NHMRC, 2007, Standard 2.2.9; National
Advisory Council on Drug Abuse, 2000;
OHRP, 1993). The science establishment
thus recognizes that some inducement is
necessary to insure sufficient sample size
and that it is possible for investigators to
distinguish between ‘due’ and ‘undue’ induce-
ments (Dickert & Grady, 1991; Macklin,
1999). Selecting non-coercive incentives is
critical to insuring the voluntary nature
of participation and that research burdens
are not born unequally by economically
disadvantaged populations. Cash payments or
other incentives may be considered coercive if
they: (1) prompt participants to lie or conceal
information that would disqualify them from
the research or; (2) lure into participating
those who would otherwise choose not to
expose themselves to research risks (Macklin,
1999). The extent to which these criteria are
met will vary across research populations.

Types of payments

Ethical decisions about the use of cash
incentives to secure and retain participa-
tion in surveys on illegal and dangerous
behaviors must include consideration of
how monetary inducements will affect the
quality of data as well as the equitable
distribution of the benefits and burdens of
research participation. Monetary incentives
are often used for participant recruitment.
Payments to research participants can be
ethically justified as: (1) reimbursement for
legitimate travel or other expenses accrued
because of research participation; (2) fair
compensation for time and inconvenience
involved in research participation; (3) appre-
ciation payments (e.g. in the form of cash,
coupons, or gifts); and (4) incentive payments
that offer money or the equivalence beyond
those limited to reimbursement, compensa-
tion, or appreciation (Wendler et al., 2002).
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Payments across research populations dif-
fering in financial need create a tension
between fair compensation for the time and
inconvenience of research participation and
coercion.

Ideally monetary incentives for research
participation should strengthen generalizabil-
ity by providing a balanced representation of
individuals from all economic levels appro-
priate to the research question (Giuffrida &
Togerson, 1997; Kamb et al., 1998). However,
individuals from different economic circum-
stances can have different responses to cash
inducement as fair or coercive (Levine, 1986).
Payments that are unnecessarily low can
reduce the generalizability of data through
under-recruitment of economically disadvan-
taged populations. Payments that are too
high raise different concerns. For example,
large financial incentives can jeopardize the
voluntary nature of participation, under-
mine altruistic motivations for engaging in
research, tempt prospective participants to
provide false information to become eligible
for study participation, or lie in response
to experimental questions to comply with
investigator expectations (Attkisson et al.,
1996, Fisher, 2003b; Saunders et al., 1999).
Grady (2001) argues that arbitrary or large
sums of money to entice participants is poor
practice, while modest payments help to
minimize possible undue inducement. She
proposes that the informed consent process
in which participants are reminded of their
freedom to refuse participation or withdraw
their consent without repercussions is ade-
quate protection against potential coercion
(Grady, 2001).

Based on an analysis of compensation
practices of a representative sample of
biomedical and psychosocial research con-
ducted in 1997 and 1998, Latterman and
Merz (2001) reported research payments
on average of $9.50/hour plus $12.00 for
each additional task (U.S. dollars); larger
compensation was related to longer partic-
ipatory time, repeated interaction with the
researcher, invasive tasks, and the number
of tasks. From their small study these
researchers concluded that payments in

published studies are related to time and
level of activity. In addition they found no
evidence that participants of these studies
were being enticed with large monetary
inducements.

Payment for participation in illicit
drug use research

Cash payment for participation in illicit drug
use research can create an ethical paradox if
it is used by participants to purchase illegal
drugs, encourages them to maintain their drug
habits to continue earning research money, or
leads them to provide answers to experimental
questions that distort evaluation of the social
correlates and consequences of drug use
(Fisher, 2003b; Koocher, 1991; McGrady &
Bux, 1999; Shaner et al., 1995). On the
other hand, for those who have difficulty
obtaining and holding jobs, the money may be
ethically justified as alegal means of obtaining
payment for unskilled labor. Policies aimed
at addressing this problem include spreading
out the payment of full compensation over
a period of time, using food coupons or
vouchers for other health-related products,
making payments to third parties on behalf
of the participant, or withholding payment if
a participant is intoxicated or in withdrawal
(Fisher, 2004; Gorelick et al., 1999). Such
alternatives raise their own ethical quandaries.
First, there is no evidence that any substitute
for non-cash incentives deters participants
with illicit drug habits from using the
monetary value of the incentives to purchase
drugs. For example, informal observations by
social scientists working in the field suggest
that if need be vouchers are easily sold by
participants for cash. Furthermore, a decision
not to pay substance abusers can reinforce
economic inequities between drug abusing
and non-abusing populations or deny them the
right to apply their own value system to life
risk decisions (Fisher, 1999).

Ensuring fairness

Social scientists are challenged to determine
payments that are perceived by all participants



106 THE SAGE HANDBOOK OF SOCIAL RESEARCH METHODS

as equally attractive and legitimate for
the time and effort contributed. To ensure
fairness, some institutions adopt a standard
compensation rate for all research partic-
ipation. Others have defined fair financial
inducements as the amount of money a
normal, healthy volunteer would lose in work
and travel time or by fair market value for
the work involved (Dickert & Grady, 1991;
Winslade & Douard, 1992). Obtaining the
opinions of community representatives prior
to research initiation provides another means
of establishing fair and non-coercive research
payments (Fisher, 2003b).

DOING GOOD SCIENCE WELL

The conduct of responsible social science
depends upon investigators’ commitment and
lifelong efforts to act ethically. However,
a desire to do the right thing must be
accompanied by familiarity with national
and international regulations, ethics codes,
and laws essential to the identification and
resolution of ethics-in-science challenges
(Fisher, 2003a). Ethical commitment and
consciousness in turn are necessary but not
sufficient to anticipate and rightly address the
array of ethical challenges that will emerge
when social scientists work in diverse contexts
with diverse populations. Doing good science
well requires flexibility and sensitivity to
the research context, the scientist’s fiduciary
responsibilities, and participant expectations
unique to each study. The evaluation of risks
and benefits, the construction of informed
consent procedures, and the development
of confidentiality and disclosure policies
need to reflect a ‘goodness of fit’ between
study goals and participant characteristics
(Fisher, 2002, 2003c; Fisher & Goodman,
in press; Fisher & Masty, 2006; Fisher &
Ragsdale, 2006). Framing the responsible
conduct of social science as a process that
draws upon investigators’ dual commitment
to scientific validity and participant protection
will nourish activities that reflect the high-
est ideals of science and merit participant
trust.
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PART Il

Research Designs

This section of the handbook provides diverse
perspectives on the design of social research.
This section provides a sample of important
issues in the design of qualitative and
quantitative research rather than an integrated
textbook approach to design. This approach
allows a more in-depth exploration of topics
thatrange from a detailed quantitative analysis
of sample size planning for studies using
multiple regression, to broader overviews
of the conduct of qualitative case studies.
The creation of randomized and quasi-
experimental research designs is discussed
in detail in the first two chapters. These
chapters provide essential information on how
to improve both of these research designs.
From the in-depth quantitative perspective on
sample size we move to are-conceptualization
of generalizability in qualitative research.
The author of this chapter argues that
correctly designed qualitative studies are
as generalizable as representative sampling
used in quantitative studies. An overview of
the qualitative case study is provided in the
following chapter. In the next chapter the
similarities and differences in the design of
qualitative and quantitative longitudinal and
panel studies are discussed. The final chapter
of this section discusses specific issues in
the design of comparative and cross-national
studies.

The first two chapters of this section
deal with social science studies where an

intervention is being tested to determine
its impact. The priority for these research
designs is to enhance the ability to draw valid
conclusions about the attribution of cause.
Howard Bloom’s chapter on randomized
experiments provides both a basic framework
for understanding the design of experiments
as well as a look at future developments and
applications. Randomized designs require that
individuals or aggregates such as organiza-
tions have an equal chance of being assigned
to treatment or control groups. The major
advantage of this design is that it is the best
way to assure that the groups are equivalent
on both measured and unmeasured variables
at the start of the study. Properly implemented,
this design eliminates most threats to internal
validity, i.e. the factors that threaten the ability
to demonstrate that the treatment caused the
effect and not something else. Familiarity
with randomized designs is increasingly
important as the number of studies using
these designs increases. For example, in the
U.S. one federal research agency (Institute of
Education Sciences) requires applicants for
research grants to use a randomized design or
justify why they did not. Randomized designs
have been used in almost all substantive areas
including such diverse topics as education,
policing, and child care.

Bloom explains the five elements that
need to be present in a randomized design.
The research question must specify what
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treatment is being tested and with what
condition it will be compared. Typically the
comparison group will not be a no treatment
group but a group receiving usual treatment.
Second, the unit of randomization needs to
be specified. One of the major advances in
research has been the application of ran-
domized designs to organizations and other
aggregations such as schools or classes. The
specification of the measurement methods is
the third element. How will outcome and
baseline characteristics be measured? The
fourth element is of a practical nature. What
is the implementation strategy? How will
sites or individuals be recruited, randomly
assigned and the treatment delivered? Fifth
is the analysis plan that addresses whether
randomization was successful and if the
treatment delivered as planned.

Planning a randomized experiment is more
complex than just these five elements. Bloom
explains some of these complications and
suggests actions that the researcher can take
to prevent or deal with potential problems.
For example he discusses the effects of non-
compliance to the intervention and how to
statistically adjust for it in the analysis. The
chapter also suggests future directions for
randomized designs.

The chapter by Tom Cook and Vivian Wong
provides an excellent overview of experimen-
tal and quasi-experimental research designs,
with a focus on the latter. The authors
stress that while well-executed, randomized
experiments are the best choice for drawing
causal conclusions there are some quasi-
experiments that are excellent alternatives.
The first section of the chapter carefully
examines two strong designs. Both the
regression-discontinuity and the interrupted
time series with a control series are good
in reducing the plausibility of alternative
explanations that threaten the internal validity
of non-experimental designs. However, there
are significant limitations to both approaches.
The regression-discontinuity design requires
that the treatment and comparison be assigned
by a cut-off score from some assignment vari-
able. This is feasible, for example, where there
is screening before getting the intervention but

more difficult in other situations. This design
is less powerful than a randomized design and
thus is less likely to detect an effect if one
is there. The interrupted times series design
requires several data points before and after
the intervention.

The authors also discuss in some detail how
to strengthen the most widely used design —
the non-equivalent control design. This design
compares a treated group with an untreated
control group using one pre-test and one
post-test. Random assignment to conditions
is not used in this design. Cook and Wong
note that many dismiss quasi-experiments
as being grossly inferior to randomized
experiments. However, they describe studies
that show that under some circumstances
well-executed quasi-experiments’ outcomes
are comparable to randomized experiments’
outcomes. One of the most important con-
ditions is how well the groups match before
the study on both measured and unmeasured
variables.

One of the more recent approaches to
matching groups to enhance their equivalency
involves the use of propensity scores. These
scores are usually constructed of variables
found in pre-treatment scores that are good
predictors of group membership. These scores
represent the differences in selection between
the two groups. The authors provide excellent
examples of other ways to strengthen quasi-
experiments such as the use of double pre-
tests.

One of the first questions experimental
researchers need to consider in planning a
study is the sample size. The availability and
feasibility of collecting data from the sample
is of prime consideration, especially when
the sampling units are not individuals but
organizations such as schools or clinics. The
cost collecting data and the number of units
required will set the outer limit on the sample
size. In planning a study two categories need
to be considered. The first category is whether
the research question is about an overall
indicator (i.e. an omnibus test) or targeted
effect. The second category is whether the
goal is to determine a point estimate that
requires the calculation of statistical power or
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if it is a confidence interval that requires the
calculation of accuracy.

In the second category a power estimate
is needed to test the null hypothesis, i.e.
that a specific value is different from zero.
Concern over power is driven by needing
to demonstrate statistical significance or how
probable the result (a point estimate) is due
to chance. An alternate approach to research
questions favored by some is the use of
confidence intervals. Here the question is
concerned with how wide is the band of
uncertainty or error. The authors use the
term ‘accuracy’ to describe the narrowness
of confidence intervals. The smaller the
confidence interval the better is the accuracy.
Accuracy is a function of precision and bias.

Ken Kelley and Scott Maxwell provide an
in-depth explanation of these concepts and
how research questions can be categorized
into a two by two table where the goal
can be power verses accuracy and the effect
can be targeted verses omnibus. They use
this approach to help explicate how the
determination of the sample size in multiple
regression is dependent on these four factors.
The chapter can be formidable for persons not
well versed in statistical analysis. However,
it provides an important way to conceptualize
the decisions needed to determine sample size.

In the chapter ‘Re-Conceptualizing Gener-
alization in Qualitative Research’ Giampietro
Gobo makes the point that probability sam-
pling cannot be advocated as the only model
suited to the generalization of findings. On the
other hand Gobo warns against the extreme
postmodernist stance, which in fact agrees
with and supports the positivist viewpoint that
generalizability can only be based on random
sampling. Instead, he promotes what he calls
an idiographic sampling theory, which is in
fact in use in several disciplines outside the
human sciences. These are disciplines akin to
qualitative research, for they work exclusively
on few cases and have learnt to make a virtue
out of necessity. Disciplines such as biol-
ogy, astrophysics, genetics, paleontology, and
linguistics work on non-probability samples
regarded as being just as representative of
their relative populations and therefore as

producing generalizable results, because they
start from the assumption that their objects
of study possess quasi-invariant states on the
properties observed. The (statistical) principle
of variance is the key concept applied here.
Under the variance principle, to determine the
sample size, the researcher must first know the
range of variance that one intends to measure.
If the range of variance is high, the number
of cases studied needs to be high, whereas
if the range of variance is restricted, the
number may be restricted as well. Gobo shows
how the way in which representativeness is
discussed and sought for in many traditions
of qualitative research is in line with the
variance principle. By applying a theory-
driven strategy of choosing additional cases
and by defining their units of analysis in
a sensible way, researchers are able to assess
the variability of the phenomenon and to make
sure that extreme cases are taken into account.
Thus the explanation given can be argued to
be generalizable to the defined population,
although probability sampling is not used.
Linda Mabry’s chapter on case studies in
social research provides an overview of the
ways in which this approach has evolved
and is used in the social sciences. Case
studies are most useful for identifying and
documenting the patterns of ordinary events
in their social, cultural, and historical context.
The case study is based on the inductive
method and is a means to build a theoretical
understanding of social phenomena. From this
viewpoint, traditional hypotheses testing may
restrict the researchers’ vision and may foster
apremature conclusion and thus miss a deeper
understanding of the object of study. Mabry
emphasizes that an attitude of openness should
be maintained in conducting a case study.
The particular strength of the chapter
by Jane Elliott, Janet Holland, and Rachel
Thomson on longitudinal research is that
they cover both qualitative and quantitative
research traditions, which are both well
established and typically discussed separately.
The chapter focuses on panel and cohort
studies where the same group of individuals
is followed through time. Elliott et al. show
that in terms of the objectives for carrying
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out longitudinal research, there isn’t much
difference between qualitative and quantita-
tive researchers. Longitudinal social research
is done because it offers unique insights
into process, change and continuity over
time in phenomena ranging from individuals,
families, and institutions to societies.

Elliott et al. point out that both quali-
tative and quantitative traditions have their
strengths, which may be complemented in
mixed methods studies. Quantitative methods
offer refined techniques to analyze causal
relations, whereas qualitative researchers tend
to be shy in talking about causal relations even
though some argue that because of its attention
to detail, process, complexity, and contex-
tuality, qualitative research is particularly
valuable for identifying and understanding
multi-causal linkages. In quantitative longitu-
dinal research a priority is placed on collecting
accurate data from a large representative sam-
ple about the nature and timing of life events,
circumstances, and behavior. In qualitative
longitudinal research the emphasis is far more
on individuals’ understanding of their lives
and circumstances and how these may change
through time. While quantitative longitudinal
analytic processes provide a more processual
or dynamic understanding of the social world,
they do so at the expense of setting up
a static view of the individual. Quantitative
longitudinal research provides a powerful tool
for understanding the multiple factors that
may affect individuals’ lives, shaping their
experiences and behavior. But there is little
scope for understanding how individuals use
narrative to construct and maintain a sense
of their own identity. Without this element
there is a danger that people are merely seen
as making decisions and acting within a pre-
defined and structurally determined field of

social relations rather than as contributing
to the maintenance and metamorphosis of
themselves, and the culture and community
in which they live.

Comparative research, especially when it
is conducted cross nationally, is another
important growth area in the social sci-
ences in the context of the globalization
of communications, technological progress,
and growing internationalization. This is the
focus of Chapter 15 by David de Vaus. As
de Vaus concludes, such research raises the
same methodological issues as other research,
at least in abstracto. However because of the
complexity involved in comparative research,
especially when applied cross nationally,
there are additional problems of how to deal
with inter- and intra-societal differences of
language and culture. The chapter explores the
nature of comparative research and classifies
it according to two broad types: case-
based comparative studies and variable-based
comparative research. The chapter explores
their different logics and the problems that
each confronts. The strength of case-based
comparative methods lies in its understanding
of specificities within the context of the
whole case, a feature that is crucial to
cross-cultural research. On the other hand,
such research raises the problem of how
to know the boundaries of the case, issues
to do with the small number of cases that
are typically involved, and issues around
invariant causation. The problems of variable-
based comparative studies, notably discussed
with reference to cross-national surveys, also
have their own problems related to equiva-
lences of meanings and the standardization
of procedures. However it is arguable that
case-based comparative research also has to
contend with these challenges.



The Core Analytics of
Randomized Experiments
for Social Research

INTRODUCTION

This chapter introduces the central analytic
principles of randomized experiments for
social research. Randomized experiments are
lotteries that randomly assign subjects to
research groups, each of which is offered
a different treatment. When the method is
implemented properly, differences in future
outcomes for experimental groups provide
unbiased estimates of differences in the
impacts of the treatments offered. The method
is usually attributed to Ronald A. Fisher
(1925 and 1935), who developed it during
the early 1900s!. After World War II,
randomized experiments gradually became
the method of choice for testing new drugs
and medical procedures, and to date over
350,000 randomized clinical trials have been
conducted (Cochrane Collaboration, 2002)?.

Numerous books have been written about
randomized experiments as their application
has expanded from agricultural and biological

Howard S. Bloom

research (e.g. Fisher, 1935; Kempthorne,
1952; Cochran and Cox, 1957; Cox, 1958) to
research on industrial engineering (e.g. Box
etal., 2005), to educational and psychological
research (e.g. Lindquist, 1953; Myers, 1972)
to social science and social policy research
(e.g. Boruch, 1997; Orr, 1999; Bloom, 2005a).
In addition, several journals have been
established to promote advancement of the
method (e.g. the Journal of Experimental
Criminology, Clinical Trials and Controlled
Clinical Trials).

The use of randomized experiments for
social research has greatly increased since the
War on Poverty in the 1960s. The method has
been used in laboratories and in field settings
to randomize individual subjects, such as
students, unemployed adults, patients, or
welfare recipients, and intact groups, such as
schools, firms, hospitals, or neighborhoods3.
Applications of the method to social research
have examined issues such as child nutri-
tion (Teruel and Davis, 2000); child abuse
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(Olds et al.,, 1997); juvenile delinquency
(Lipsey, 1988); policing strategies (Sherman
and Weisburd, 1995); child care (Bell et al.,
2003); public education (Kemple and Snipes,
2000); housing assistance (Orr et al., 2003);
health insurance (Newhouse, 1996); income
maintenance (Munnell, 1987); neighborhood
effects (Kling et al., 2007); job training
(Bloom et al., 1997); unemployment insur-
ance (Robins and Spiegelman, 2001); welfare-
to-work (Bloom and Michalopoulos, 2001);
and electricity pricing (Aigner, 1985)*.

A successful randomized experiment
requires clear specification of five elements.

1 Research questions: What treatment or treat-
ments are being tested? What is the counterfactual
state (in the absence of treatment) with which
treatments will be compared? What estimates of
netimpact (the impact of specific treatments versus
no such treatments) are desired? What estimates
of differential impact (the difference between
impacts of two or more treatments) are desired?

2 Experimental design: What is the unit of
randomization: individuals or groups? How many
individuals or groups should be randomized? What
portion of the sample should be randomized to
each treatment or to a control group? How, if
at all, should covariates, blocking, or matching
(explained later) be used to improve the precision
of impact estimates?

3 Measurement methods: What outcomes are
hypothesized to be affected by the treatments
being tested, and how will these outcomes be
measured? What baseline characteristics, if any,
will serve as covariates, blocking factors, or match-
ing factors, and how will these characteristics be
measured? How will differences in treatments be
measured?

4 Implementation strategy: How will experimen-
tal sites and subjects be recruited, selected,
and informed? How will they be randomized?
How will treatments be delivered and how will
their differences across experimental groups be
maintained? What steps will be taken to ensure
high-quality data?

5 Statistical analysis: The analysis of treatment
effects must reflect how randomization was
conducted, how treatment was provided, and
what baseline data were collected. Specifically it
must account for: (1) whether randomization was
conducted or treatment was delivered in groups or
individually (explained later); (2) whether simple

randomization was conducted or randomization
occurred within blocks or matched pairs; and
(3) whether baseline covariates were used to
improve precision.

This chapter examines the analytic core
of randomized experiments — design and
analysis, with a primary emphasis on design.

WHY RANDOMIZE?

There are two main reasons why well-
implemented randomized experiments are
the most rigorous way to measure causal
effects.

They eliminate bias: Randomizing subjects
to experimental groups eliminates all system-
atic preexisting group differences, because
only chance determines which subjects are
assigned to which groups. It is therefore
valid to attribute observed differences in
future group outcomes to differences in
the treatments they were offered. Hence,
these causal inferences (impact estimates) are
unbiased. Randomization of a given sample
may produce experimental groups that differ
by chance, however. These differences are
random errors, not biases. Hence, the absence
of bias is a property of the process of
randomization, not a feature of its application
to a specific sample. The laws of probability
ensure that the larger the experimental sample
is, the smaller preexisting group differences
are likely to be.

They enable measurement of uncertainty:
Experiments randomize all sources of uncer-
tainty about impact estimates for a given sam-
ple (their internal validity). Hence, confidence
intervals or tests of statistical significance
can account for all of this uncertainty. No
other method for measuring causal effects
has this property. One cannot, however,
account for all uncertainty about generalizing
an impact estimate beyond a given sample
(its external validity) without both randomly
sampling subjects from a known population
and randomly assigning them to experimental
groups (which is rarely possible in social
research)6.
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A SIMPLE EXPERIMENTAL
ESTIMATOR OF CAUSAL EFFECTS

Consider an experiment where half of the
sample is randomized to a treatment group
that is offered an intervention and half is
randomized to a control group that is not
offered the intervention, and everyone adheres
to their assigned treatment. Follow-up data
are obtained for all sample members and
the treatment effect is estimated by the
difference in mean outcomes for the two
groups, Y7 — Yc. This difference provides an
unbiased estimate of the average treatment
effect (ATE) for the study sample, because
the mean outcome for control group members
is an unbiased estimate of what the mean
outcome would have been for treatment group
members had they not been offered the
treatment (their counterfactual).

However, any given sample can yield
a treatment group and control group with
preexisting differences that occur solely by
chance and can overestimate or underestimate
the ATE. The standard error of the impact
estimator (SE(Yr — Y¢)) accounts for this
random error, where:
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given:

nt and nc = the number of treatment group
members and control group members,

o2 = the pooled outcome variance across
subjects within experimental groups’.

The number of treatment group members
and control group members are experimental
design decisions. The variance of the outcome
measure is an empirical parameter that must
be ‘guesstimated’ from previous research
when planning an experiment and can be esti-
mated from follow-up data when analyzing
experimental findings. For the discussion that
follows it is useful to restate Equation 1 as:
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where n equals the total number of experi-
mental sample members (n7 + nc) and P
equals the proportion of this sample that is
randomized to treatment®.

CHOOSING A SAMPLE SIZE AND
ALLOCATION

The first steps in designing a randomized
experiment are to specify its treatment,
target group, and setting. The next steps
are to choose a sample size and alloca-
tion that maximize precision given existing
constraints. For this purpose, it is useful
to measure precision in terms of minimum
detectable effects (Bloom, 1995, 2005b).
Intuitively, a minimum detectable effect is the
smallest true treatment effect that a research
design can detect with confidence. Formally,
it is the smallest true treatment effect that
has a specified level of statistical power for
a particular level of statistical significance,
given a specific statistical test.

Figure 9.1 illustrates that the minimum
detectable effect of an impact estimator is
a multiple of its standard error. The first
bell-shaped curve (on the left of the figure)
represents a ¢ distribution for a null hypothesis
of zero impact. For a positive impact estimate
to be statistically significant at the « level with
a one-tail test (or at the «/2 level with a two-
tail test), the estimate must fall to the right
of the critical #-value, t, (or #y/2), of the first
distribution. The second bell-shaped curve
represents a ¢ distribution for an alternative
hypothesis that the true impact equals a
specific minimum detectable effect. To have a
probability (1 — B) of detecting the minimum
detectable effect it must lie a distance of t{_p
to the right of the critical 7-value for the null
hypothesis. (The probability (1 —B) represents
the level of statistical power.) Hence the
minimum detectable effect must lie a total
distance of t, + f1_p (or ty/2 + t1—p) from
the null hypothesis. The minimum detectable
effect is either 7, + t;_p (for a one-tail test)
or fy/2 + t1—p (for a two-tail test) times the
standard error. These critical 7-values depend
on the number of degrees of freedom.



118 THE SAGE HANDBOOK OF SOCIAL RESEARCH METHODS

€ th/Z or ta — i t1fB»

Effect size
0

Effect size
Minimum detectable
effect

One-tail multiplier = f,+ t;_g

Two-tail multiplier = ¢, + t_g

Figure 9.1 The minimum detectable effect multiplier

A common convention for defining mini-
mum detectable effects is to set statistical
significance () at 0.05 and statistical power
(1 — B) at 80 percent. When the number of
degrees of freedom exceeds about 30, the
multiplier equals roughly 2.5 for a one-tail
test and 2.8 for a two-tail test’. Thus, if the
standard error of an estimator of the average
effect of a job-training program on future
annual earnings were $500, the minimum
detectable effect would be roughly $1,250
for a one-tail test and $1,400 for a two-tail
test.

Consider how this applies to the experiment
described above. The multiplier, M,_,'°,
times the standard error, SE(Y7 — Y¢), yields
the minimum detectable effect:

_ _ 2
MDE(Yy —Y¢) = Mn_z,/m 3)

Since the multiplier M,_; is the sum of two
t-values, determined by the chosen levels of
statistical significance and power, the missing
value that needs to be determined for the
sample design is that for o. This value
will necessarily be a guess, but since it
is a central determinant of the minimum

detectable effect, it should be based on a
careful search of empirical estimates for
closely related studies'!.

Sometimes impacts are measured as a
standardized mean difference or ‘effect size,’
(ES) either because the original units of
the outcome measures are not meaningful
or because outcomes in different metrics
must be combined or compared. (There is
no reason to standardize the impact estimate
for the preceding job training example.)
The standardized mean difference ES equals
the difference in mean outcomes for the
treatment group and control group, divided
by the standard deviation of outcomes across
subjects within experimental groups, or:

Tr-Te
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Some researchers use the pooled within-
group standard deviation to define ESs while
others use the control-group standard devi-
ation. Standardized mean ESs are therefore
measured in units of standard deviations.
For example, an ES of 0.25 implies an
impact equal to 0.25 standard deviation. When
impacts are reported in ES, precision can
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be reported as a minimum detectable ES
(MDES), where:

_ — 1
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Table 9.1 illustrates the implications of
Equations 3 and 5 for the relationship between
sample size, allocation, and precision. The
top panel in the table presents minimum
detectable effects for a hypothetical job
training program, given a standard deviation
for the outcome (annual earnings) of $1,000.
The bottom panel presents corresponding
MDESs.

The first main observation is that increasing
sample size has a diminishing absolute return
for precision. For example, the first column
in the table illustrates how the minimum
detectable effect (or ES) declines with an
increase in sample size for a balanced
allocation (P = 0.5). Doubling the sample
size from 50 individuals to 100 individuals
reduces the minimum detectable effect from
approximately $810 to $570 or by a factor of
1/+/2. Doubling the sample size again from
100 to 200 individuals reduces the minimum
detectable effect by another factor of 1/v/2
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from approximately $570 to $400. Thus,
quadrupling the sample cuts the minimum
detectable effect in half. The same pattern
holds for MDESs.

The second main observation is that for a
given sample size, precision decreases slowly
as the allocation between the treatment and
control groups becomes more imbalanced.
Equation 5 implies that the MDES is pro-
portional to 1/,/P(1 — P), which equals 2.00,
2.04, 2.18, 2.50, or 3.33 when P (or its
complement) equals 0.5, 0.6, 0.7, 0.8, or 0.9.
Thus, for a given sample size, precision is best
with a balanced allocation (P = 0.5). Because
precision erodes slowly until the degree of
imbalance becomes extreme (roughly P < 0.2
or P > 0.8), there is considerable latitude for
using an unbalanced allocation. Thus, when
political pressures to minimize the number of
control group members are especially strong,
one could use a relatively small control group.
Or when the costs of treatment are particularly
high, one could use a relatively large control
group'?.

One of the most difficult steps in choosing
a sample design is selecting a target minimum
detectable effect or ES. From an economic
perspective, this target should equal the

Table 9.1 Minimum detectable effect and ES for individual randomization
Sample size n Sample allocation P/(1 — P)
0.5/0.5 0.6/0.40r0.4/0.6 0.7/0.30r0.3/0.7 0.8/0.20r0.2/0.8 0.9/0.10r0.1/0.9
Minimum detectable effect given o = $1,000
50 $810 $830 $880 $1,010 $1,350
100 570 580 620 710 940
200 400 410 430 500 660
400 280 290 310 350 470
800 200 200 220 250 330
1,600 140 140 150 180 230
Minimum detectable effect size
50 0.81 0.83 0.88 1.01 1.35
100 0.57 0.58 0.62 0.71 0.94
200 0.40 0.41 0.43 0.50 0.66
400 0.28 0.29 0.31 0.35 0.47
800 0.20 0.20 0.22 0.25 0.33
1,600 0.14 0.14 0.15 0.18 0.23

Source: Computations by the author.

Note: Minimum detectable effect sizes are for a two-tail hypothesis test with statistical significance of

0.05 and statistical power of 0.80.
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smallest true impact that would produce
benefits that exceed intervention costs. From a
political perspective, it should equal the small-
est true impact deemed policy-relevant. From
a programmatic perspective, the target should
equal the smallest true impact that exceeds
known impacts from related interventions.

The most popular benchmark for gauging
standardized ESs is Cohen’s (1977/1988)
prescription (based on little empirical evi-
dence) that values of 0.20, 0.50, and 0.80
be considered small, moderate, and large.
Lipsey (1990) subsequently provided empir-
ical support for this prescription from a
synthesis of 186 meta-analyses of intervention
studies. The bottom third of ESs in Lipsey’s
synthesis ranges from 0.00 to 0.32, the middle
third ranges from 0.33 to 0.55, and the
top third ranges from 0.56 to 1.20. Both
authors suggest, however, that their general
guidelines do not apply to many situations.
For example, recent research suggests that
much smaller ESs are policy-relevant for
educational interventions. Findings from the
Tennessee Class Size Experiment indicate that
reducing elementary school class size from
22-26 students to 13-17 students increased
performance on standardized reading and
math tests by 0.1 to 0.2 standard deviation
(Nye et al., 1999). More recently, Kane’s
(2004) study of grade-to-grade improvement
in math and reading on a nationally normed
test suggests that one full year of elementary
school attendance increases student achieve-
ment by roughly 0.25 standard deviation.
These results highlight the importance of
basing decisions about needed precision on
the best existing evidence for the context
being studied!3.

ESTIMATING CAUSAL EFFECTS WITH
NONCOMPLIANCE

In most social experiments, some treatment
group members (‘no-shows’) do not receive
treatment and some control group members
(‘crossovers’) do. This noncompliance dilutes
the experimental treatment contrast, causing
it to understate the average treatment effect.

Consequently, it is important to distin-
guish between the following two impact
questions:

1 What is the average effect of offering treatment?
2 What is the average effect of receiving treatment?

The first question asks about the impact
of a treatment offer. This impact — which
can be estimated experimentally — is often
called the average effect of ‘intent to treat’
(ITT). Since voluntary programs can only
offer treatment — they cannot require it —
the effect of ITT is arelevant consideration for
making policy decisions about such programs.
Furthermore, since even mandatory programs
often have incomplete compliance, the effect
of ITT can be an important consideration for
judging them.

The second question above asks about
the impact of treatment receipt. It is often
called the average impact of ‘treatment on the
treated’ (TOT) and is typically the question of
interest for developers of interventions who
want to know what they can achieve by full
implementation of their ideas. However, in
many instances this impact question may not
be as policy-relevant as the first one, because
rarely can treatment receipt be mandated.

There is no valid way to estimate the
second type of effect experimentally, because
there is no way to know which control group
members are counterparts to treatment group
members who receive treatment. To estimate
such impacts, Bloom (1984) developed an
extension of the experimental method, which
was later expanded by Angrist et al. (1996)'4.
To see how this approach works, it is useful
to adopt a framework and notation that is
now conventional for presenting it. This
framework comprises three variables: Y, the
outcome measure; Z, which equals one for
subjects randomized to treatment and zero
otherwise; and D, which equals one for
subjects who receive the treatment and zero
otherwise.

Consider an experiment in which some
treatment group members do not receive treat-
ment (they become no-shows) but no control
group members receive treatment (there are
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no crossovers). If no-shows experience no
effect from the intervention (because they
are not exposed to it) or from randomization
per se, the average effect of ITT equals the
weighted mean of TOT for treatment recipi-
ents and zero for no-shows, with weights equal
to the treatment receipt rate ([E(D|Z = 1])
and the no-show rate (1 — [E(D|Z = 1)),
such that:

ITT=[E(D|Z=1)]TOT+[1—E(D|Z=1)]0
=[E(D|Z=1)]TOT (6)

Equation 6 implies that:

ITT

TOT = ————
ED|Z=1)

(7

The effect of TOT thus equals the effect of
ITT divided by the expected receipt rate for
treatment group members. For example, if
the effect of ITT for a job training program
were a $1,000 increase in annual earnings, and
half of the treatment group members received
treatment, then the effect of TOT would
be $1,000/0.5 or $2,000. This adjustment
allocates all of the treatment effect to only
those treatment group members who receive
treatment. Equation 7 represents the true
effect of TOT for a given population. The
corresponding sample estimator, TOT, is:

A Yr—Yc

TOT = (5|Z—=1) )

where (D|Z = 1) equals the observed treat-
ment receipt rate for the treatment group. If
no-shows experience no effect, this estimator
is statistically consistent and its estimated
standard error is approximately:

se(Yr — Y¢)

5e(TOT) ~ —
DIZ=1)

€))

Hence, both the point estimate and standard
error are scaled by the treatment receipt rate.

The preceding approach does not require
that no-shows be similar to treatment recipi-
ents. It requires only that no-shows experience

no effect from treatment or randomization?”.

In addition, because of potential heterogeneity
of treatment effects, the effect of 7OT
generalizes only to experimental treatment
recipients and does not necessarily equal the
average treatment effect for the full study
sample.

Now add crossovers (control group mem-
bers who receive treatment) to the situation,
which further dilutes the experimental treat-
ment contrast. Nonetheless, the difference in
mean outcomes for the treatment group and
control group provides an unbiased estimate
of the effect of ITT. Thus, it addresses
the first impact question stated above. To
address the second question requires a more
complex analytic framework with additional
assumptions. This framework — developed
by Angrist et al. (1996) — is based on
four conceptual subgroups, which because of
randomization comprise the same proportion
of the treatment group and control group,
in expectation. Figure 9.2 illustrates the
framework and how it relates to the concepts
of no-shows and crossovers. The first stacked
bar in the figure represents all treatment
group members (for whom Z = 1) and the
second stacked bar represents all control
group members (for whom Z = 0). Treatment
group members who do not receive treatment
(for whom D = 0) are no-shows, and control
group members who do receive treatment (for
whom D = 1) are crossovers.

Randomization induces treatment receipt
for two of the four subgroups in the Angrist
et al. framework — ‘compliers’ and ‘defiers.’
Compliers receive treatment only if they
are randomized to the treatment group, and
defiers receive treatment only if they are
randomized to the control group. Thus,
compliers add to the effect of ITT, and
defiers subtract from it. Randomization does
not influence treatment receipt for the other
two groups — ‘always-takers,” who receive
treatment regardless of their randomization
status, and ‘never-takers,” who do not receive
treatment regardless of their randomization
status. Never-takers experience no treatment
effect in the treatment group or control
group, and always-takers experience the same
effect in both groups, which cancels out
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D=1 B Compliers D=0
D=1 Always-takers D=1
D=0 Never-takers D=0

Defiers

Treatment Group
(Z=1)

Control Group
(2=0)

Figure 9.2 A hypothetical experiment including no-shows and crossovers

Source: Bloom 2005a.

Note: D equals 1 if the treatment would be received and 0 otherwise.

in the overall difference between treatment
and control groups. Hence, always-takers and
never-takers do not contribute information
about treatment effects.

If defiers do not exist!®, which is reasonable
to assume in many situations, the effect of
treatment for compliers, termed by Angrist
et al. (1996) the Local Average Treatment
Effect (LATE) is'":

1T

LATE =
E(D|Z = 1) — E(D|Z = 0)

(10)

Thus to estimate the LATE from an exper-
iment, one simply divides the difference in
mean outcomes for the treatment and control
groups by their difference in treatment receipt
rates, or:

~ ?T _?C
LATE = — —
DIZ=1)—(DIZ=0)

an

The estimated LATE is the ratio of the esti-
mated impact of randomization on outcomes
and the estimated impact of randomization on
treatment receipt!®. Angrist et al. show that
this ratio is a simple form of instrumental
variables analysis called a Wald estimator
(Wald, 1940).

Returning to our previous example, assume
that there is a $1,000 difference in mean
annual earnings for a treatment group and
control group; half of the treatment group
receives treatment and one-tenth of the control
group receives treatment. The estimated
LATE equals the estimated impact on the
outcome ($1,000), divided by the estimated
impact on treatment receipt rates (0.5 — 0.1).
This ratio equals $1,000/0.4 or $2,500'°.

When using this approach to estimate
treatment effects, it is important to clearly
specify the groups to which it applies,
because different groups may experience
different effects from the same treatment,
and not all groups and treatment effects
can be observed without making further
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assumptions. The impact of ITT applies to
the full treatment group. So both the target
group and its treatment effect can be observed.
The LATE, which can be observed, applies
to compliers, who cannot be observed. The
effect of TOT, which cannot be observed,
applies to all treatment group members who
receive treatment (compliers plus always-
takers), who can be observed.

USING COVARIATES AND BLOCKING
TO IMPROVE PRECISION

The two main approaches for improving
the precision of randomized experiments —
covariates and blocking — use the predictive
power of past information about sample
members to reduce unexplained variation
in their future outcomes. This reduces the
standard error of the impact estimator and its
corresponding minimum detectable effect?’.
To examine these approaches, it is useful
to reformulate the impact of [TT as the
following bivariate regression:

Yi=a+ BoT; + & (12)
where:

Y; = the outcome for sample member i

T; = one if sample member i is randomized
to the treatment group and zero otherwise

&; = a random error that is independently
and identically distributed across sample
members within experimental groups,
with a mean of 0 and a variance of o2.

«a is the expected mean outcome without
treatment and By is the average effect of I77.
Thus Bp equals the difference in expected
outcomes for the treatment group and control
group, and its estimator, Bo equals the differ-
ence in mean outcomes for the treatment and
control groups in the experimental sample.
Using k* baseline characteristics, Xp;,
as covariates to reduce the unexplained
variation in Y; produces the following

multiple regression model for estimating
intervention effects:

k*
Yi=a+poli+ Y BiXu+e  (13)
k=1

Defining Ri as the proportion of pooled
unexplained variation in the outcome within
experimental groups predicted by covariates,
the MDES is*':

2
1 —R2

MDES(Bo) = M, _i+_o,| —— A
(Bo) n—k*—2 ZP(_P)

(14)

There are two differences between the
MDES in Equation 14 with covariates and
Equation 5 without covariates. The first
difference involves the multipliers, M,,_; and
M,,_+_2, where the latter multiplier accounts
for the loss of k* degrees of freedom from
estimating coefficients for k* covariates. With
roughly 40 or more sample members and 10
or fewer covariates, this difference is however
negligible??.

The second difference is the term 1 — R%
with covariates in Equation 14, instead of the
value 1 in Equation 5 without covariates. The
term 1 — Rf‘ implies that the MDES decreases
as the predictive power of covariates increases
for a given sample size and allocation. In this
way, covariates can increase effective sample
size. For example, an Ri of 0.25 yields an
effective sample that is one-third larger than
that without covariates; an Rf‘ of 0.50 yields
an effective sample that is twice as large; and
an Rf\ of 0.75 yields an effective sample that
is four times as large.

Several points are important to note about
using covariates with experiments. First, they
are not needed to eliminate bias, because
randomization has done so already?3. Thus,
values for the term By in Equations 12
and 13 are identical. Second, it is good
practice to specify all covariates in advance
of the impact analysis — preferably when
an experiment is being designed. This helps
to avoid subsequent data mining. Third,
the best predictors of future outcomes are
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typically past outcomes. For example, past
student achievement is usually the best
predictor of future student achievement. This
is because past outcomes reflect most factors
that determine future outcomes. Fourth,
some outcomes are more predictable than
others, and thus covariates provide greater
precision gains for them. For example, the
correlation between individual standardized
test scores is typically stronger for high school
students than for elementary school students
(Bloom et al., 2005).

The second approach to improving pre-
cision is to block or stratify experimen-
tal sample members by some combination
of their baseline characteristics, and then
randomize within each block or stratum. The
extreme case of two sample members per
block is an example of matching. Factors
used for blocking in social research typically
include geographic location, organizational
units, demographic characteristics, and past
outcomes. To compute an unbiased estimate
of the impact of ITT from such designs
requires computing impact estimates for each
block and pooling estimates across blocks.
One way to do this in a single step is to add
to the impact regression a series of indicator
variables that represent each of the m™ blocks,
and suppress the intercept, «, yielding:

m*

Yi=BoTi+ Y vmSmi+e  (15)

m=1
where:

Smi = one if sample member i is from block
(or stratum) m and zero otherwise.

The estimated value of Bgy provides an
unbiased estimator of the effect of ITT. The
MDES of this estimator can be expressed as:

MDES(Bo) = M, |~ Rj (16)
0) = Mp—m*—1 nP(1 — P)
where:
Rlz9 = the proportion of unexplained

variation in the outcome within experimental
groups (pooled) predicted by the blocks.

There are two differences in the expressions
for minimum detectable effects with and
without blocking (Equations 16 and 5).
The first difference involves the multipliers,
M, _,+_1 versus M,_», which account for
the loss of one degree of freedom per block
and the gain of one degree of freedom
from suppressing the intercept. With samples
of more than about 40 members in total
and 10 or fewer blocks, there is very little
difference between these two multipliers.
The second difference is the addition of the
term 1 — R2 in Equation 16 to account for
the predictive power of blocking. The more
similar sample members are within blocks
and the more different blocks are from each
other, the higher this predictive power is. This
is where precision gains come from. Note,
however, that for samples with fewer than
about 10 subjects, precision losses due to
reducing the number of degrees of freedom by
blocking can sometimes outweigh precision
gains due to the predictive power of blocking.
This is most likely to occur in experiments
that randomize small numbers of groups
(discussed later).

Another reason to block sample members
is to avoid an ‘unhappy’ randomization
with embarrassing treatment and control
group differences on a salient characteris-
tic. Such differences can reduce the face
validity of an experiment, thereby under-
mining its credibility. Blocking first on
the salient characteristic eliminates such a
mismatch.

Sometimes researchers wish to assure
treatment and control group matches on
multiple characteristics. One way to do so is
to define blocks in terms of combinations of
characteristics (e.g. age, race, and gender).
But doing so can become complicated in
practice due to uneven distributions of sample
members across blocks, and the consequent
need to combine blocks, often in ad hoc
ways. A second approach is to specify a
composite index of baseline characteristics
and create blocks based on intervals of
this index?*. Using either approach, the
quality of the match on any given char-
acteristic typically declines as the number
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of matching variables increases. So it is
important to set priorities for which variables
to match®.

Regardless of how blocks are defined, one’s
impact analysis must account for them if they
are used. To not do so would bias estimates
of standard errors. In addition, it is possible to
use blocking in combination with covariates.
If so, both features of the experimental design
should be represented in the experimental
analysis.

RANDOMIZING GROUPS TO
ESTIMATE INTERVENTION EFFECTS

This section introduces a type of experimental
design that is growing rapidly in popular-
ity — the randomization of intact groups
or clusters?®. Randomizing groups makes
it possible to measure the effectiveness of
interventions that are designed to affect entire
groups or are delivered in group settings,
such as communities, schools, hospitals,
or firms. For example, schools have been
randomized to measure the impacts of whole
school reforms (Cook et al., 2000; Borman
et al., 2005) and school-based risk-prevention
campaigns (Flay, 2000); communities have
been randomized to measure the impacts
of community health campaigns (Murray
et al.,, 1994); small local areas have been
randomized to study the impacts of police
patrol interventions (Sherman and Weisburd,
1995); villages have been randomized to
study the effects of a health, nutrition,
and education initiative (Teruel and Davis,
2000); and public housing developments
have been randomized to study the effects
of a place-based HIV prevention pro-
gram (Sikkema et al., 2000) and a place-
based employment program (Bloom and
Riccio, 2005).

Group randomization provides unbiased
estimates of intervention effects for the same
reasons that individual randomization does.
However, the statistical power or precision
of group randomization is less than that
for individual randomization, often by a lot.
To see this, consider the basic regression

model for estimating ITT effects with group
randomization:

Yi=oa+ Bolj+e +¢; a7
where:

Y;; = the outcome for individual i from
group j
o = the mean outcome without treatment

Bg = the average impact of ITT

T; = 1 for groups randomized to treatment
and O otherwise

ej = an error that is independently and
identically distributed between groups
with a mean of 0 and a variance of 72

gjj = an error that is independently and
identically distributed between individ-
uals within groups with a pooled mean
of zero and variance of o 2.

Equation 17 for group randomization has
an additional random error, ¢;, relative to
Equation 12 for individual randomization.
This error reflects how mean outcomes vary
across groups, which reduces the precision of
group randomization.

To see this, first note that the rela-
tionship between group-level variance, 72,
and individual-level variance, o2, can be
expressed as an intra-class coefficient, p,
where:

‘L’2

12402
p equals the proportion of total variation
across all individuals in the target population
(2 + o?) that is due to variation between
groups (t2). If there is no variation in
mean outcomes between groups, (2> = 0)
p equals zero. If there is no variation in
individual outcomes within groups, (62 = 0)
p equals one.

Consider a study that randomizes a total
of J groups in proportion P to treatment
with a harmonic mean value of n individuals
per group. The ratio of the standard error of
this impact estimator to that for individual

0 (18)
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randomization of the same total number of
subjects (Jn) is referred to as a design effect
(DE), where:

DE=./14m-1p (19)

As the intra-class correlation (p) increases,
the DE increases, implying a larger standard
error for group randomization relative to
individual randomization. This is because a
larger p implies greater random variation
across groups. The value of p varies typically
from about 0.01 to 0.20, depending on the
nature of the outcome being measured and the
type of group being randomized.

For a given total number of individuals,
the DE also increases as the number of
individuals per group (n) increases. This
is because for a given total number of
individuals, larger groups imply fewer groups
randomized. With fewer groups randomized,
larger treatment and control group differences
are likely for a given sample?’.

The DE has important implications for
designing group-randomized studies. For
example, with p equal to 0.10 and n
equal to 100, the standard error for group
randomization is 3.3 times that for individual
randomization. To achieve the same precision,
group randomization would need almost
11 times as many sample members. Note that
the DE is independent of J and depends only
on the values of n and p.

The different standard errors for group
randomization and individual randomization
also imply a need to account for group ran-
domization during the experimental analysis.
This can be done by using a multilevel model
that specifies separate variance components
for groups and individuals (for example
see Raudenbush and Bryk, 2002). In the
preceding example, using an individual-level
model, which ignores group-level variation,
would estimate standard errors that are one-
third as large as they should be. Thus, as
Jerome Cornfield (1978: 101) aptly observed:
‘Randomization by group accompanied by
an analysis appropriate to randomization by
individual is an exercise in self-deception.’

Choosing a sample size and allocation for
group-randomized studies means choosing
values for J, n, and P. Equation 20 illustrates
how these choices influence MDES (Bloom
et al., 2005).

s 0 1—p
MDES(Po)=M, ‘2\/ PA—P)  PA—P)n
(20)

This equation indicates that the group-
level variance (p) is divided by the total
number of randomized groups, J, whereas the
individual-level variance, (1 — p) is divided
by the total number of individuals, Jn*8,
Hence, increasing the number of randomized
groups reduces both variance components,
whereas increasing the number of individuals
per group reduces only one component. This
result illustrates one of the most impor-
tant design principles for group-randomized
studies: The number of groups randomized
influences precision more than the size of the
groups randomized.

The top panel of Table 9.2 illustrates this
point by presenting MDESs for an intra-
class correlation of 0.10, a balanced sample
allocation, and no covariates. Reading across
each row illustrates that, after group size
reaches about 60 individuals, increasing it
affects precision very little. For very small
randomized groups (with less than about
10 individuals each), changing group size can
have a more pronounced effect on precision.

Reading down any column in the top
panel illustrates that increasing the number
of groups randomized can improve precision
appreciably. Minimum detectable effects are
approximately inversely proportional to the
square root of the number of groups ran-
domized once the number of groups exceeds
about 20.

Equation 21 illustrates how covariates

affect precision with group randomization®.

MDES(fo)

. p(1—R3) (1—p)(1—R})

_MJ‘g*‘Q\/P(l—P)J+ P(1—P)Jn
21
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Total groups randomized (J)

Group size (n)

10 30 60 120 480

No covariates
10 088 0.73 069 066 0.65
30 046 038 036 035 034
60 032 027 025 024 024
120 023 0.19 018 017 0.17
480 011 0.09 0.09 0.08 0.08

Group-level covariate (R? = 0.6)

10 0.73
30 0.38
60 0.27
120 0.19
480 0.09

054 047 044 041
028 025 023 022
020 017 016 015
014 012 011 0.1
0.07 0.06 0.06 0.05

Source: Computations by the author.

Note: Minimum detectable effect sizes are for two-tail hypothesis
tests with statistical significance of 0.05 and statistical power of 0.80.

where

R% = the proportion of individual variance
(at level one) predicted by covariates,

R% = the proportion of group variance (at
level two) predicted by covariates,

g* = the number of group covariates used
(note: the number of individual-level
covariates does not affect the number of
degrees of freedom).

With group randomization, multiple levels of
predictive power are at play —R% forlevel one
(individuals) and R% for level two (groups)30.
Group-level covariates can reduce the unex-
plained group-level variance (t2), whereas
individual-level covariates can reduce both
the group-level and individual-level variances
(% and o2). However, because group-level
variance is typically the binding constraint
on precision, its reduction is usually most
important. This is analogous to the fact that
increasing the number of groups is usually
more important than increasing group size.
Thus, in some cases group-level covariates —
which can be simple and inexpensive to
obtain — provide as much gain in precision as
do individual covariates (Bloom et al., 1999,
2005).

Because of group-randomization’s large
sample size requirements, it is especially
important to use covariates to predict group-
level variances. The bottom panel of Table 9.2
illustrates this point. It presents the MDES for
each sample configuration in the top panel
when a covariate that predicts 60 percent of the
group-level variance (R3 = 0.6) is included.
For example, adding this covariate to a design
that randomizes 30 groups with 60 individuals
each reduces the MDES from 0.36 to 0.25,
which is equivalent to doubling the number
of groups randomized.

Widespread application of group random-
ization is only beginning, and much remains
to be learned about how to use the approach
effectively for social research. One of the most
important pieces of information required to do
so is a comprehensive inventory of parameter
values needed to design such studies: p, R%
and R%. These values vary widely, depending
on the type of outcome being measured, the
type of group being randomized, and the type
of covariate/s being used>!.

FUTURE FRONTIERS

During the past several decades, randomized
experiments have been used to address a
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9 When the number of degrees of freedom
becomes smaller, the multiplier becomes larger as the
t distribution becomes fatter in its tails.

10 The subscript n—2 equals the number of
degrees of freedom for a treatment and control group
difference of means, given a common variance for the
two groups.

11 When the outcome measure is a one/zero binary
variable (e.g. employed = 1 or not employed = 0)
the variance estimate is p(1 — p)/n where p is
the probability of a value equal to one. The usual
conservative practice in this case is to choose p = 0.5,
which yields the maximum possible variance.

12 The preceding discussion makes the con-
ventional assumption that o2 is the same for the
treatment and control groups. But if the treatment
affects different sample members differently, it
can create a o for the treatment group which
differs from that for the control group (Bryk and
Raudenbush, 1988). This is a particular instance of
heteroscedasticity. Assuming that these two standard
deviations are equal to each other can produce a
bias in estimates of the standard error of the impact
estimator (Gail et al., 1996). Two ways to eliminate this
problem are to: (1) use a balanced sample allocation
and (2) estimate separate variances for the treatment
and control groups (Bloom, 2005b).

13 Weisburd (1993) among others, found that
large samples can sometimes provide less statistical
power than small samples because large samples may
have weaker treatment implementation. Researchers
should consider this possibility when designing
experiments, although there are no clear quantitative
guidelines for doing so.

14 Angrist (2005) and Gennetian et al. (2005)
illustrate the approach.

15 This is a specific case of the exclusion principle
specified by Angrist et al. (1996).

16 Angrist et al. (1996) refer to this condition as
monotonicity.

17 This formulation assumes that the average
effect of treatment on always-takers is the same
whether they are randomized to treatment or control
status.

18 The expression for LATE in Equation 10
simplifies to the expression for TOT in Equation 7
when there are no-shows but no crossovers. Both
expressions represent /TT divided by the probability of
being a complier. When there are crossovers (but no
defiers), the probability of being a complier equals the
probability of receiving the treatment if randomized to
the treatment group, minus the probability of being
an always-taker. When there are no crossovers, there
are no always-takers.

19 In the present analysis, treatment receipt is
a mediating variable in the causal path between
randomization and the outcome. Gennetian et al.
(2005) show how the same approach (using
instrumental variables with experiments) can be

used to study causal effects of other mediating
variables.

20 The remainder of this chapter assumes
a common variance for treatment and control
groups.

21 One way to estimate Rﬁ from a dataset
would be to first estimate Equation 12 and compute
residual outcome values for each sample member.
The next step would be to regress the residuals on
the covariates. The resulting r-square for the second
regression is an estimate of R},.

22 See Bloom (2005b) for a discussion of this issue.

23 Covariates can also provide some protection
against selection bias due to sample attrition.

24 Such indices include propensity scores
(Rosenbaum and Rubin, 1983) and Mahalanobis
distance  functions  (http//en.wikipedia.org/wiki/
Mahalanobis_distance).

25 One controversial issue is whether to treat
blocks as ‘fixed effects,” which represent a defined
population, or ‘random effects,” which represent a
random sample from a larger population. Equations
15 and 16 treat blocks as fixed effects. Raudenbush
et al. (2005) present random-effects estimators for
blocking.

26 Bloom et al. (2005), Donner and Klar (2000),
and Murray (1998) provide detailed discussions of
this approach; Boruch and Foley (2000) review its
applications.

27 The statistical properties of group randomiza-
tion in experimental research are much like those of
cluster sampling in survey research (Kish, 1965).

28 When total student variance (z2 + o2) is
standardized to a value of one by substituting
the intra-class correlation (p) into the preceding
expressions, p represents t2 and (1 — p) represents o-2.

29 Raudenbush (1997) and Bloom et al. (2005)
discuss in detail how covariates affect precision with
group randomization.

30 The basic principles discussed here extend to
situations with more than two levels of clustering.

31 Existing sources of this information include,
among others: Bloom et al. (1999, 2005); Hedges and
Hedberg (2005); Murray and Blitstein (2003); Murray
and Short (1995); Schochet (2005); Siddiqui et al.
(1996); and Ukoumunne et al. (1999).

32 Some other countries where randomized social
experiments have been conducted include: the UK
(Walker et al., 2006); Mexico (Shultz, 2004); Colombia
(Angrist et al., 2002); Israel (Angrist and Lavy, 2002);
India (Banerjee et al., 2005; Duflo and Hanna, 2005);
and Kenya (Miguel and Kremer, 2004). For a review
of randomized experiments in developing countries,
see Kremer (2003).

33 Two studies that tried to open the black box
of treatment effects experimentally are the Riverside,
California Welfare Caseload Study, which randomized
different caseload sizes to welfare workers (Riccio
et al., 1994) and the Columbus, Ohio, comparison of
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rapidly expanding range of social science
questions; experimental designs have become
increasingly sophisticated; and statistical
methods have become more advanced. So
what are the frontiers for future advances?

One frontier involves expanding the geo-
graphic scope of randomized experiments in
the social sciences. To date, the vast majority
of such experiments have been conducted
in the United States, although important
exceptions exist in both developed and
developing countries®2. Given the promise of
the approach, much more could be learned by
promoting its use throughout the world.

A second frontier involves unpacking the
‘black box’ of social experiments. Experi-
ments are uniquely qualified to address ques-
tions like: what did an intervention cause to
happen? But they are not well suited to address
questions like: why did an intervention have
or not have an effect’3? Two promising
approaches to such questions are emerging,
which combine nonexperimental statistical
methods with experimental designs.

One approach uses instrumental variables
analysis to examine the causal paths between
randomization and final outcomes by com-
paring intervention effects on intermediate
outcomes (mediating variables) with those on
final outcomes>*. The other approach uses
methods of research synthesis (meta-analysis
or multilevel models that pool primary
data) with multiple experiments, multiple
experimental sites, or both to estimate how
intervention effects vary with treatment
implementation, sample characteristics, and
local context®. It is especially important
for this latter approach to have high-quality
implementation research that is conducted in
parallel with randomized experiments.

Perhaps the most important frontier for
randomized experiments in the social sciences
is the much-needed expansion of organiza-
tional and scientific capacity to implement
them successfully on a much broader scale.
To conduct this type of research well requires
high levels of scientific and professional
expertise, which at present exist only at a
limited number of institutions. It is therefore
hoped that this chapter will contribute to a

broader application of this approach to social
research.
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NOTES

1 References to randomizing subjects to compare
treatment effects date back to the seventeenth
century (Van Helmont, 1662), although the earliest
documented use of the method was in the late
nineteenth century for research on sensory perception
(Peirce and Jastrow, 1884/1980). There is some
evidence that randomized experiments were used for
educational research in the early twentieth century
(McCall, 1923). But it was not until Fisher (1925 and
1935) combined statistical methods with experimental
design that the method we know today emerged.

2 Marks (1997) provides an excellent history of this
process.

3 See Bloom (2005a) for an overview of group-
randomized experiments; see Donner and Klar (2000)
and Murray (1998) for textbooks on the method.

4 For further examples, see Greenberg and Shroder
(1997).

5 Absent treatment, the expected values of all
past, present, and future characteristics are the
same for a randomized treatment group and control
group. Hence, the short-term and long-term future
experiences of the control group provide valid
estimates of what these experiences would have been
for the treatment group had it not been offered the
treatment.

6 Three studies that used national probability
sampling and random assignment are the evaluations
of Upward Bound (Myers et al., 2004), Head Start
(Puma et al., 2006) and the Job Corps (Schochet,
2006).

7 The present discussion assumes a common
outcome variance for the treatment and control
groups.

8 Note that Pn equals ny and (1 — P)n equals nc.
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separate versus integrated job functions for welfare
workers (Scrivener and Walter, 2001).

34 For example, Morris and Gennetian (2003),
Gibson et al. (2005), Liebman et al. (2004), and
Ludwig et al. (2001) used instrumental variables with
experiments to measure the effects of mediating
variables on final outcomes.

35 Heinrich (2002) and Bloom et al. (2003) used
primary data from a series of experiments to address
these issues.
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Better Quasi-Experimental
Practice

Thomas D. Cook and Vivian C. Wong

INTRODUCTION

Recent reviews comparing effect size esti-
mates from randomized experiments and
quasi-experiments that share the same treat-
ment group have strengthened the view
that randomized experiments provide the
best approximation to a gold standard for
answering causal questions (Glazerman et al.,
2003; Bloom et al., 2005a). This is because the
quasi-experiments in these reviews generally
failed to attain the same effect sizes as
their yoked experiments. The finding has
prompted major funding institutions such as
the Department of Labor and the Institute of
Education Sciences to encourage those who
apply to them for grants and contracts to use
randomized experiments whenever possible.

We believe that the question of whether
to use experiments or quasi-experiments is
not closed. This is not just because well-
designed randomized experiments are not
always possible, but also because there are
reasons to question the validity and generality
of past research contrasting the effect sizes
from experiments and quasi-experiments that

share the same treatment group and therefore
only vary how the control group is created —
randomly or not. Our doubt comes from two
sources: the judgment that the majority of
such studies are logically and empirically
flawed in ways we will point out; and our
demonstration that experiments and stronger
quasi-experiments do indeed sometimes pro-
duce the same causal answers in ways that
make theoretical sense.

This chapter is organized in three
sections. The first highlights the strongest
quasi-experimental ~ designs, regression-
discontinuity and interrupted time series, and
discusses features that make these designs
superior, including results from studies that
empirically test their efficacy relative to
experiments. The second section examines
the difference-in-differences design, the
most frequently used quasi-experimental
design that contrasts two non-equivalent
groups measured at pretest and posttest
on the same scale. This section also uses
details from recent empirical attacks on the
difference-in-differences design to show how
certain ways of selecting control groups and
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of measuring and analyzing selection can lead
to very close approximations of experimental
results. The third section offers suggestions
for improving quasi-experimental design,
not through the use of matching — the
current dominant strategy — but through
an alternative pattern-matching strategy
that depends on generating and testing
multiple empirical implications from the
same causal hypothesis. We use examples
from education and job training to illustrate
the specific design attributes we discuss
and recommend because the debate over
experiment versus quasi-experiment is most
heated in these fields. However, the design
principles presented here apply elsewhere as
well. Finally, it is worth mentioning that our
intention is not to present a treatise on analytic
methods for quasi-experimental designs, but
is rather to showcase the strongest and
best quasi-experimental designs and design
features and to suggest common areas of
weakness in current practice. For more
technical and theoretical discussions on
analytic methods described in this chapter as
well as additional examples, we include a list
of suggested readings in Appendix 1.

EFFICACY TESTS OF
QUASI-EXPERIMENTS RELATIVE

TO EXPERIMENTS: BETWEEN-STUDY
VERSUS WITHIN-STUDY APPROACHES

Two approaches have been employed in
studies that have assessed the validity of
quasi-experimental designs. In the between-
study approach, researchers compare esti-
mated effects from the set of experimental
studies done on a topic with the estimated
effects from whatever quasi-experimental
studies were available on the same topic.
Aiken et al. (1998) summarized findings
from this tradition. Across many domains of
application, they concluded that the average
effect sizes were sometimes similar across the
experiments and quasi-experiments, but that
they were also often different. And even when
the means did not differ, the variance in effect

sizes tended to be greater among the quasi-
experiments than experiments (Lipsey &
Wilson, 1993; Glazerman et al., 2003). So, the
average experiment and quasi-experiment
cannot be relied on to generate the same
causal conclusion.

In the within-study approach, researchers
take the effect size from a randomized
experiment and compare it to the effect size
from a quasi-experiment that uses the same
intervention group data as the experiment but
compare it with data from a non-randomly
formed control group. Most of the within-
study comparisons conducted to date have
been in the job training field, though some
have involved educational topics. At first
glance, the within-study approach seems
a stronger empirical test of design type
difference. After all, there is variation in
whether a study is experimental or not, and
settings, people, and treatments are more
likely to be held constant by virtue of the
shared experimental group!. In contrast, the
between-study tradition can involve a set of
experiments that differs in many ways on
average from the comparison set of quasi-
experiments, even though logic calls for
variation in design types but not in anything
else that might be correlated with study
outcomes. This makes between-study results
inherently ambiguous.

Our goal is to reexamine conclusions from
the within-study comparison literature that
have been most prominently discussed and
cited in the fields of economics, job training,
and education. We focus on studies that were
included in Glazerman et al.’s (2002, 2003)
meta-analysis of within-study comparisons,
as well as comparisons that have been more
recently published (see Appendix 1 for alist of
within-study comparisons found in education,
job training, and economics). However, since
there are only 20 within-study comparison
studies we acknowledge that basis for extra-
polation is limited. Moreover, we discuss only
a subset of these studies in detail — three
with RD design, one with an abbreviated
interrupted time series design, and four with a
difference-in-differences design. Thus while
the conclusions presented here are meant to
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spur further debate, discussion, and research,
they are not meant to be the final word on
the efficacy of quasi-experimental designs
as assessed empirically from the results of
within-study comparisons.

TYPES OF EXPERIMENTS:
RANDOMIZED, NONEXPERIMENTS,
AND QUASI-EXPERIMENTS

All experiments seek to test a causal hypothe-
sis by demonstrating that the cause preceded
the effect in time, that the two co-vary, and
that there are no alternative interpretations of
why they vary other than that the cause was
responsible for the effect. Experiments in the
social and behavioral sciences also have some
similar structural attributes. There is always
one or more outcome measure, plus groups
of units that undergo either a treatment or
some contrast experience. This last is often
a no-treatment control group experience that
seeks to function as a causal counterfactual —
that is, as an assessment of what would have
happened to units receiving the treatment if
they had not in fact received it.

There are different types of experiments.
The randomized experiment is character-
ized by assignment to treatment or control
status on the basis of some equivalent of
a fair coin toss. It creates two or more
groups that are initially comparable within
the limits of sampling error. This renders
them valid as a no-treatment counterfac-
tual, with the warrant for this judgment
stemming from formal probability theory.
Nonexperiments, in contrast, do not use
random assignment. Quasi-experiments are
the special subtype of nonexperiments that
attempt to mimic randomized experiments
in purpose and structure despite the absence
of random assignment. In contrast to quasi-
experiments, other nonexperiments do not
directly manipulate treatments, nor do they
have observations and comparison groups that
are deliberately and originally designed to
provide a causal counterfactual. Longitudinal
observational studies are a common type

of nonexperiment used for testing causal
hypotheses that do not have these last features
and are therefore not quasi-experimental. This
chapter is concerned with the efficacy of
quasi-experimental designs relative to the
randomized experiment.

In quasi-experiments, assignment to treat-
ment or control status may be determined
by self-selection or administrator decision,
and so initial differences between groups
may come to mimic treatment effects, thus
confounding population differences between
the treatment and control groups with possible
effects of the treatment and so creating what
is called a ‘selection’ problem. The per-
fectly implemented randomized-experiment
rules out selection (and other alternative
interpretations of why a potential cause and
effect co-vary) by distributing these alterna-
tives equally over the various experimental
conditions. They are not removed from the
research setting, as though by magic; they are
merely removed as alternative interpretations
by being equally represented in each of the
groups under contrast.

A well-designed quasi-experiment can
also rule out alternative explanations, but
to do this requires more assumptions and
less transparency, and consequently a more
uncertain causal answer than the randomized
experiment provides. In particular, the use of
quasi-experiments requires close attention to
three related issues. The first is to identify
all plausible alternative interpretations to
the hypothesis that the independent and
dependent variables are causally related,
these alternatives being called threats to
internal validity (see Shadish et al. (2002) for
extended discussion). While the randomized
experiment takes care of these threats by
distributing them equally across conditions,
the quasi-experiment requires researchers to
examine and assess the plausibility of each
threat explicitly. The second is the assumption
that experimental design principles enjoy a
primacy over substantive theory or statistical
adjustment procedures when it comes to
ruling out validity threats. In practice, this
entails reliance on carefully chosen compar-
ison groups and/or pretest measures taken
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at multiple times. The third principle for
ruling out alternative explanations is the use
of coherent pattern matching. This requires
that existing substantive theory be specific
enough to predict the specific pattern of
multivariate results that should result from
a given causal hypothesis, a pattern that
few alternative explanations can match. We
begin by discussing designs that exemplify
the best of what quasi-experimental theory has
to offer.

REGRESSION-DISCONTINUITY
DESIGN

The regression-discontinuity (RD) is still not
widely used despite theoretical and empirical
demonstrations of its ability to provide
unbiased treatment effect estimates when its
assumptions are met. Nonetheless, RD has
gained prominence as an abstract alternative
to experiments in health, economics, and
education (for history of RD, see Cook, in
press). Indeed, a recent request for proposal
from the Institute of Education Sciences,
a United States Department of Education
agency that funds education research, stated
that if a randomized experiment was not
possible for addressing a causal question,
then acceptable alternatives included ‘appro-
priately structured regression-discontinuity
designs’ (Institute of Education Sciences,
2004). In this section, we examine the basics
of a RD design, theoretical and empirical
reasons for why RD is so special among quasi-
experimental designs, and examples of RD in
order to highlight practical considerations that
are important for implementing the design.

The basics of RD

In a RD design, individuals are assigned
to treatment and comparison groups solely
on the basis of a cutoff score from some
assignment variable. The assignment variable
is any measure taken prior to the treatment
intervention, and there is no requirement that
the measure be reliable. The obtained fallible
score suffices. Individuals who score on one

side of the cutoff score are assigned to the
treatment while individuals who score on the
other side are assigned to the comparison.
Thus, treatment assignment is completely
observed and depends on one’s score on the
cutoff variable and on nothing else. Treatment
effects then are estimated by examining the
displacement of the regression line at the
cutoff point determining program receipt.

Figures 10.1 and 10.2 show a hypothetical
RD experiment with and without treatment
effects. In both cases, the cutoff is a score
of 50 — those scoring above 50 receive
treatment and those scoring below it are the
non-equivalent controls. The graphs show
scatterplots of assignment scores against
posttest scores, each depicting a linear, pos-
itive relationship between the two variables.
In Figure 10.1, where a treatment effect is
present, we see a vertical disruption — or dis-
continuity — at the cutoff, though treatments
can obviously also cause an upward shift.
The displacement in Figure 10.1 represents a
change in the mean posttest scores, equivalent
to a main effect of treatment. It is also possible
for treatments to cause a change in slope at
the cutoff, this being equivalent to a treat-
ment by assignment statistical interaction,
provided that the change in slope can be
unambiguously attributed to the intervention
rather than to some underlying non-linear
relationship between the assignment and
outcome. In Figure 10.1 that has linear and
parallel regressions, we interpret the effect
size to be a negative change of 5 units because
there is a vertical displacement of 5 points
at the cutoff. In Figure 10.2, there is no
displacement at cutoff and the regression lines
are again parallel. So we interpret this as
no effect.

For a simple RD design one needs an
assignment variable that has ordinal prop-
erties or better. Continuous measures such
as income, achievement scores, or blood
pressure work best, while nominal measure-
ments such as race or gender do not work
at all because they cannot lead to correct
modeling of the regression line. However, the
continuous assignment variable can take on
any form. It can be a pretest measure of the
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Figure 10.1 Regression-discontinuity with treatment effects
Source: Trochim, 1994.
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Figure 10.2 Regression-discontinuity without treatment effects
Source: Trochim, 1994.
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dependent variable (Seaver & Quarton, 1976),
a three-item composite measuring family
material welfare in Mexico (Buddelmeyer &
Skoufias, 2003), a composite of 140 vari-
ables predicting the likelihood of long-term
unemployment (Black et al., 2005), a birth
order of participants, or an order of individuals
entering a room. When the assignment and
outcome variables are not correlated, this
is very much like what happens with a
randomized experiment where, because of
the coin toss, the process of assignment to
conditions is not related to the outcome.

Second, a cutoff point must be carefully
selected. Many considerations for choosing
a cutoff point are beyond the scope of this
chapter, but in general one should select
a cutoff point that ensures adequate range
and sample sizes in both the treatment and
comparison groups so that the regression each
side of the cutoff can be reliably estimated.
This is potentially problematic if awards
are given to the particularly meritorious or
compensatory resources to those in very
greatest need, thus creating a miniscule range
on one side of the cutoff.

Third, the strict implementation of a cutoff
score is what makes RD designs unique,
and serves as the basis for this design’s
comparative advantage over other quasi-
experimental designs. Assignment must be by
the specific score on the assignment variable,
and nothing else. As with randomized experi-
ments, overriding the selection mechanisms
by arbitrarily moving participants from one
condition to another introduces the potential
for bias because some persons whose scores
place them on one side of the cutoff will in fact
receive the treatment destined for those on the
other side. This makes the assignment process
more ‘fuzzy’ in practice than it is supposed
to be in theory (Trochim, 1984). So, as with
the randomized experiment, treatment assign-
ment must be carefully planned and its
implementation controlled, making many
retrospective uses of the RD design problem-
atic. The main exception here is when assign-
ment is by birth dates (Angrist et al., 1996;
Staw et al., 1974), or some other means that
can be easily verified and carefully recorded.

0,C X0,
0,C 0,

Figure 10.3 Regression-discontinuity design

Taken together, the basic RD design can
be represented as in Figure 10.3. Here O
represents the assignment variable, C is the
units assigned to conditions on the basis of
the cutoff score, X is the treatment, and O is
the posttest or outcome measure.

Unique characteristics of this design:
Theoretical and empirical reasons

The most common question asked about RD
is how the design can yield unbiased estimates
when the pretest means of the treatment and
control groups do not overlap. In an experi-
ment, treatment effects are usually inferred
by comparing treatment group posttest means
with control group posttest means under the
assumption that they would otherwise have
been identical, given the perfect overlap
that is initially achieved on both observed
and unobserved variables. Similarly, causal
inference in quasi-experiments is stronger the
less the two group means initially differ (Cook
et al., 2005). Yet in RD, the groups must
maximally differ on the assignment variable.

In RD, treatment effects are not estimated
by comparing posttest means or some form of
difference in gains, but rather by extrapolat-
ing the relationship between the assignment
variable and posttest on the untreated side
of the cutoff into the treated side. The
counterfactual is therefore a slope, and the
simplest null hypothesis is that both treatment
and comparison group regression lines have
the same intercept at the cutoff. Should there
be a difference and all other conditions for
causal inference are met — especially the
comparability of regression functions on each
side of the cutoff — then an inference is drawn
that the treatment caused the difference in the
intercept.

A better way to think about RD design
is that the selection process is perfectly
known. It depends only on the obtained
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score on the assignment variable and so
can be perfectly modeled. In other quasi-
experiments, how units came to be assigned
to treatment is usually not fully known. We
cannot control for all the possible covariates
that might discriminate between students
who volunteer to participate in a dropout
prevention program versus those who do not.
Indeed, the methodology literature is replete
with mostly unresolved debates about pro-
cedures that might control for selection in
quasi-experiments other than RD. However,
only in RD and the randomized experiment
is the selection process completely known
and measured. This is why strict adherence
to assignment based on the cutoff is essential
if RD is to yield unbiased results, just as
strict adherence to the ‘coin toss’ allocation
is crucial for interpreting a randomized
experiment.

Goldberger (1972a, 1972b) proved that
generalized treatment estimates obtained
from RD are comparable to estimates from
randomized-experimental designs. However,
unbiased estimates require meeting the
following key assumptions: that the cutoff is
rigorously followed; that the functional form
of the relationship between the assignment
and posttest can be fully described; that there
are enough assignment values to responsibly
estimate the regression line each side of
the cutoff; and that the assignment variable
is continuous. Under these conditions, and
when the assignment and outcome variables
are linearly related, a single regression
function or ANCOVA can be used to estimate
treatment effects, with the group assignment
variable and the cutoff being included as
covariates. However, as Goldberger (1972a,
1972b) also showed, the RD analysis will
have approximately 2.75 times less statistical
power than an experiment with the same
sample size when the cutoff is at the midpoint
of the assignment variable.

Econometricians have extended the discus-
sion of statistical analysis in RD by devising
methods that bypass the questions of which
variables are needed to model outcomes and
their functional form. Hahn et al. (2001) have
shown that treatment effects at the point of

discontinuity can be estimated using non-
parametric regression techniques, and other
economists have attributed the virtues of RD
to the near randomness of allocation decisions
around the cutoff point itself. So they use
analytic methods that give greatest weight to
observations closer to the cutoff on grounds
that this is where random error is most likely to
determine treatment status. The disadvantage
of this assumption and its attendant analysis
strategy is that treatment effects are identified
only at the cutoff, thus limiting external
validity over what would be the case when
slopes on each side of the cutoff have similar
values.

Adding to the theoretical case for the bias-
free nature of perfectly implemented RD
are the results of three empirical studies
that compare effect sizes from RD and
experimental benchmarks. Aiken et al. (1998)
examined how students enrolled in a college
remedial writing class performed in essay
writing and on a Test of Standard Written
English (TSWE) when compared to students
without the remedial course. Before the
study began, students at this university were
assigned to the remedial class on the basis
of a cutoff score either on the ACT or SAT.
The RD design used this feature to create
the treatment group consisting of all those
students scoring below the cutoff, and the
comparison group from all those scoring
above it. In addition to the RD design, the
authors included a randomized experiment
that took a sample of volunteers from just
below the cutoff and randomly assigned them
to the remedial course or Standard English
writing class. Despite differences in where
treatment effects were estimated for both the
experimental and RD studies, the authors
found that both designs produced similar
patterns of results in significance levels and
effect size.

The second experiment RD contrast was
by Buddelmeyer and Skoufias (2003). They
reanalyzed data from PROGRESA, a large-
scale Mexican program aimed at alleviating
poverty through investments in education,
nutrition, and health. The authors took
advantage of the fact that Mexican villages
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were randomly assigned to PROGRESA,
but that families within the experimental
villages were then assigned into treatment
conditions based on their score on a scale
of material resources. For the experimental
and RD studies, the authors examined whether
PROGRESA improved school attendance and
reduced labor force participation among girls
and boys between the ages of 12 and 16.
Overall, the authors found close correspon-
dence in the experimental and RD results.
However, there was one round of results
where the RD and experimental findings
diverged and, after additional analyses, the
authors found evidence of spillover effects
in the comparison group that produced
dissimilar RD findings. This led the authors
to conclude that, ‘it is the comparison group
rather than the method itself that is primarily
responsible for the poor performance of
the RD.’

The third direct comparison of experiment/
RD results is the most methodologically
advanced. Black et al. (2005) reanalyzed data
from a job training program in Kentucky that
assigned those likely to exhaust unemploy-
ment insurance to mandatory reemployment
services as a requirement for benefit receipt.
The RD was claimants’ assignment into job
training programs based on a single score
derived from a 140-item test predicting the
likelihood of long-term unemployment. For
each local employment office in each week,
new claimants were ranked by their assigned
scores. Reemployment services were given
to those with the highest scores, followed
by those with the next highest scores until
the slots for each office each week were
filled. When offices reached their maximum
capacity, and if there were two or more
claimants with the same profiling scores,
then random number generators were used
to assign the remaining claimants with the
same profiling scores into treatment condition.
Thus, only claimants with marginal profiling
scores — the point at which capacity con-
straint was reached in a given week and in a
given local office — were randomly assigned
into experimental groups. This sampling
procedure resulted in a true tie-breaking

experiment and ensured that the RD causal
estimate was at the same average point on
the assignment variable as the experiment,
creating a more interpretable contrast of the
two design types.

The experimental and RD analyses com-
pared results for three outcomes — weeks
receiving unemployment insurance (UI) ben-
efits, amount of Ul benefits received, and
annual earnings. The RD analyses weighted
data closer to the cutoff and examined how
the correspondence between experimental and
RD results varied with proximity to the cutoff.
The assignment and outcome variables were
not linearly related, but even so a close
correspondence was obtained between the
experimental and RD results in statistical
significance patterns, magnitude of estimates,
and in direct tests of differences between
the RD and experimental impacts. This was
especially true when the RD observations
were closest to the cutoff. The implication of
all three attempts to check RD results against
experimental ones is that the design generates
bias-free results, not just in theory, but also
in complex research practice.

Blacketal.’s (2005) study further illustrates
that researchers can handle non-linearity
in the relationship between the assignment
variable and the outcome. They did this
by varying the range of the assignment
variable and putting an a priori faith in
estimates with the least range. It is also
possible to use non-parametric regression or to
include a range of models using higher order
terms, interactions, and/or transformations
of variables in order to probe the stability
of results across alternative specifications of
functional form. Best of all, though, is
to get measures of the outcome variable
from a period prior to the intervention.
Such a pretest helps describe the functional
form of the assignment/outcome relation-
ship independently of the influence of the
treatment in order to permit an analysis
that, in essence, differences the pre- and
post-intervention slopes each side of the
cutoff. This design response to the problem
of possible non-linear relationships stands
in stark contrast to statistical responses
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that are based on non-parametric regression,
differential weighting, and willingness to limit
the external validity of the causal relationship
to just around the cutoff point.

Examples of RDs

Earlier, we suggested that RD is slowly
becoming a more popular choice for eval-
uation in education, where standards-based
reforms have allocated funds, resources, and
penalties based on students’ or schools’
obtained scores on achievement tests. This
section offers more examples for how RD
can be used to evaluate treatment effects
in education; and it also illustrates another
common problem in RD that arises when
the cutoff point is not the only criterion for
treatment assignment and when other, more
social or political factors, also enter into the
allocation decision, making it fuzzy rather
than sharp as is preferable for RD.

Trochim (1984) analyzed data to determine
the effects of compensatory education on
student achievement. He examined a second-
grade compensatory reading program in Prov-
idence, Rhode Island where all children in
the same pool were pre-tested using a reading
test. Those who scored below the cutoff were
assigned to a reading program while those
who scored above the cutoff were not assigned
treatment. His analysis of Rhode Island
second-graders found that the program signif-
icantly improved children’s reading abilities.
However, few other state compensatory
education programs that Trochim examined
yielded similar positive effects (1984).

Jacob and Lefgren (2004a, 2004b) exam-
ined the effects of teacher training and
summer school participation and retention
on student achievement in Chicago Public
Schools (CPS). We describe the design of
the teacher training study in detail only.
In 1996, CPS introduced a reform that placed
schools on academic probation if fewer than
15 percent of students met the national norms
on standardized reading exams. To improve
academic achievement, CPS provided pro-
bation schools with funds and resources
to buy teacher development services from

external organizations. Schools that were
below the 15 percent cutoff were assigned
to the treatment condition (teacher develop-
ment) while schools above the cutoff served
as the comparison group. The independent
variable was resources for teacher training;
the assignment was the percentage of students
who met national norms in reading; and the
outcome was math and reading achievement
among elementary school students. Results
found that teacher training had no statistically
significant effect on either students’ math or
reading achievement.

However, the cutoff for assignment in Jacob
and Lefgren’s (2002) study was not as clean
as one would want. First, several schools
that scored below the probation cutoff were
waived from the policy (15 of the 77). Second,
25 schools originally placed on probation
raised student achievement by enough to
be removed from probation even before the
treatment was completed. On the other hand,
16 schools that missed the probation cutoff in
the first year were placed on probation in the
next two years. Finally, there was substantial
student mobility between schools. Including
overrides to the cutoff in the analysis sample
is likely to produce bias in treatment effect
estimates, as is failure to take up the assigned
treatment and attrition from the sample after
assignment.

Several statistical procedures have been
proposed to address fuzzy discontinuity.
In the first approach, suggested by Trochim
and Spiegelman (1980), an estimated assign-
ment variable is constructed for each unit. Its
distribution resembles, not the step function of
a sharp discontinuity, but an ogive or spline
whose slope value depends on how much
mis-assignment has occurred. A simulation
study by Trochim (1984) and an evaluation
of Title I (Trochim, 1984) show the use of
such functions as an unbiased method for
dealing with fuzzy discontinuity. The second
approach, employed by Jacob and Lefgren
(2004a, 2004b) and others (Angrist & Lavy,
1999; van der Klauww, 2002), uses an instru-
mental variable (IV) framework. Here, fuzzy
discontinuity is seen as an endogeneity issue,
where the assignment variable is believed to
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be correlated with unobservables in the error
term. An ideal instrument in RD is a variable
that affects the outcome only through its
association with the endogenous assignment
term. In principle, the use of an instrument
expunges correlation between the assignment
variable and the error term. In practice, it may
be difficult to know what a good IV is because
one cannot test whether the IV in question
is truly uncorrelated with unobservables in
the error?. Jacob and Lefgren (2004a) used
discontinuities in school test scores for
predicting whether teachers received training
ornot, and then used the predicted term as their
instrument for the assignment variable in the
parametric RD models. They ran sensitivity
tests to explore alternative pathways for
how test scores could influence the outcome
other than through its relationship with the
assignment and found no such evidence. Thus,
the authors concluded that they had a valid
instrument for addressing fuzziness>.

Finally, it is important with RDs to examine
empirically the social dynamics of the cutoff.
In the Irish school-leaving examination, it was
discovered that scores just below the passing
cutoff score were underrepresented in the
frequency distribution, presumably because
examiners did not want to hurt a student’s
chances by assigning them a 38 or 39 when
40 was the passing score. In other RD studies
it is not unknown for social workers to mis-
represent family income around cutoffs that
determine eligibility for services. Researchers
should control the assignment process as
much as possible and observe the process
directly, preferably in a pilot research phase so
that potential problems can be addressed. This
same advice holds for the experiment also. Its
implementation needs to be directly examined
and otherwise checked.

ABBREVIATED INTERRUPTED TIME
SERIES DESIGN WITH A CONTROL
SERIES

When a series of observations are available
on the same variable, an interrupted time

series (ITS) design can be used to assess
whether a treatment administered at a known
time during the series leads to a change
in intercept or slope at the intervention
point. In much social science practice, it is
difficult to find studies with enough time
points to estimate the error structure and
provide responsible analysis at a district,
school, class or student level (Box & Jenkins,
1970)*. Much more common are abbreviated
ITSs with, say, 4 to 20 pretest time points.
Indeed, standards-based reform in education
has led to the repeated tracking of student
test scores, providing many opportunities for
abbreviated ITS design and analysis. This
section discusses the design, the theory and
empirical research supporting its validity, and
examples of how it has been used.

The basics of controlled abbreviated
ITS design

A time series requires repeated measurements
made on the same variable over time. The
observations can be made on the same units, as
with multiple test scores on the same student,
or on different but similar units, as with
test scores from multiple cohorts of students
within the same school. ITS also requires an
intervention that is supposed to generate an
interruption in the series at a known point in
time corresponding to implementation of the
treatment. The design also works better when
arapid response to the intervention is expected
(or when the response interval is well known,
as with 9 months in the case of the period from
intercourse to birth), and when the intervals
between observations are short. If a treatment
is phased in slowly over time, or if it reaches
different sections of the target population at
differing times, then implementation is better
described as a gradually diffusing process
rather than as an abrupt intervention. In these
cases of delayed intervention, the chance
of other events influencing the outcome
increases, making history a plausible threat to
internal validity. At a minimum, the diffusion
process should be directly observed and,
where possible, modeled.
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Figure 10.5 The effects of charging for directory assistance in Cincinnati
Source: Shadish et al., 2002. Copyright 2002 by Houghton Mifflin Company.

slope, and variance), its permanence (contin-
uous or discontinuous), and its immediacy
(immediate or delayed). In March 1974,
Cincinnati Bell began charging 20 cents per
call to local directory assistance. Figure 10.5
shows an immediate and large drop in local
directory assistance calls when this charge
began. But treatment effects can be described
along dimensions other than their means.
A continuous treatment effect persists over
time, while a discontinuous effect tends to
drift back to pre-intervention level after the
initial effect wears off. Figure 10.5 shows
a continuous treatment effect because the
change in level persisted well into 1976.
Effects can also be immediate or delayed.
Immediate treatment effects are easier to
interpret, while delayed effects are more
problematic because plausible alternative
explanations may be introduced in the time
interval between intervention onset and the
recorded response. Therefore, a strong theo-
retical justification that predicts the length of
a delay is helpful when examining delayed
effects, such as the expectation of increased
births nine months after a citywide electricity
blackout, not three months after the event.
In the Cincinnati Bell case, the treatment
response was immediate, with a large drop
in directory assistance calls occurring on
intervention day. When interpreting an ITS
study, it is helpful to describe effects in terms
of changes in level, slope, and variance, thus

assessing whether effects are immediate or not
and continuous or not.

We are only aware of one study testing
the validity of an abbreviated ITS design
by comparing its results to those achieved
from a randomized experiment that had the
same intervention group. Bloom et al. (2005a;
Michalopoulos et al., 2004) reanalyzed data
from the 11-city NEWWS, a component
of the Job Opportunity and Basic Skills
(JOBS) program that mandated job training
services for unemployed individuals. The
study involved at least 8 pretest quarterly
reports on earnings prior to intervention and
20 quarters of earnings post-intervention.
Four cities — Oklahoma City, Riverside,
Portland, and Detroit — included welfare
recipients in one part of the city who were
randomly assigned to treatment or control
group, and the non-equivalent comparison
group for the ITS study was composed of
people from another part of the same city. In
fact, comparisons had comprised of individ-
uals who had served as controls in the same
experiment. A fifth comparison was in-state
rather than within-city, involving treatment
and comparison groups from Detroit and
Grand Rapids. All the data we report here are
at the site mean level, aggregated up from
longitudinal individual data collected at the
same times and on the same measures for
both the experimental and the abbreviated
ITS samples. The general logic with empirical
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Figure 10.4 Interrupted time series design

Also, the inclusion of an untreated control
group with multiple observations can help
rule out plausible threats to validity such as
history, maturation, and statistical regression
that a simple ITS cannot rule out. So a quality-
abbreviated ITS requires both treatment and
control groups for which there are multiple
and frequent observations before and after the
intervention. A simple design with a control
group and 10 observations is depicted in
Figure 10.4.

Unique characteristics of this
design: Theoretical and
empirical reasons

There are several potential advantages of
the abbreviated ITS for assessing treatment
effects. Ashenfelter (1978) examined the
effects of participation in a job training
program on earnings for Blacks and Whites
and for males and females. The treatment
group consisted of individuals who began job
training under the Manpower Development
and Training Act in the first 3 months of 1964.
The comparison sample was constructed from
the 0.1 percent Work History Sample of the
Department of Labor, a random sample of
earnings records on American workers. The
outcome was earnings at 11 time points for
each of the groups. In addition to multiple
posttest observations, Ashenfelter had four
years of earnings for the treatment and
comparison groups prior to the intervention.
Posttest results suggested that participation in
the job training program increased earnings
for all the treatment groups by race and
gender. However, Ashenfelter noted that
treatment group members had lower earnings
than the comparison group in the year
before intervention. While comparison group
members remained in the labor force, those
eligible for job training in 1964 were required
as a condition of acceptance into the program

05 X
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to be out of work in 1963. So their reported
earnings in 1963 had to be depressed.

Consider the numerous threats to validity
if Ashenfelter had used only one pretest
measure. First, he would not have been able
to eliminate ‘maturation’ as an alternative
explanation. Under the maturation hypothesis,
training members’ earnings increased at a
faster rate than comparison members’ but
had started at a lower point than comparison
units, even before 1963. With multiple years
of earnings data, Ashenfelter was able to
examine the data for group differences
in maturation. Second, regression to the
mean would have been difficult to discount.
In this scenario, if unemployment of treatment
group members in 1963 was temporary
and necessary for program inclusion, then
the increase in earnings after 1963 might
have occurred even without participation in
the treatment. Using multiple years of pre-
intervention data, Ashenfelter (1978) found a
small decrease in earnings for the treatment
group between 1962 and 1963, but not
enough that regression could have accounted
for all treatment effects. Finally, history
would have been another plausible alternative
explanation. Under this threat, observed
increases in earnings would have been due
to upward trends in the economic cycle,
and not to treatment effects. Multiple pretest
observations allowed Ashenfelter to test for
seasonal or cyclical patterns in the data.
Note in this example that it is the length,
number, and frequency of pre-intervention
time points that permits the examination of
common threats to validity. Multiple posttest
observations help determine the temporal
pattern of an effect, but they cannot rule out
alternative explanations.

The second unique feature of ITS design
is that treatment effects can be assessed
along multiple dimensions. The next example
demonstrates that treatment effects can be
measured by the form of the effect (level,
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tests of the correspondence in results between
an experiment and quasi-experiment is that the
randomly formed control group and the non-
randomly formed comparison group would
have to be identical if they were to produce the
same causal effect size, given that both groups
would be analyzed with the same treatment
data. In the ITS case, though, the logic is
slightly different. The means and slopes can
differ, but not the behavior of the control
or comparison group around the intervention
point. Any temporal changes observed there
can masquerade as alternative interpretations
of an immediate program impact.

Figure 10.6 displays the means over time
for the control and comparison groups at
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each of the five sites, the intervention point
being designated as O on the time scale.
Visual inspection suggests no shift in the
intercept at the intervention point in three
sites — Oklahoma City (N controls = 831;
N comparisons = 3,184), Detroit (N controls
955; N comparisons 1,187), and
Riverside (N controls = 1,459; N comparisons
= 1,501). There were no reliable differences
in slopes either, though the possibility of
such is indicated in the later lags in both
Detroit and Riverside. However, these small
differences had opposite signs and basically
cancelled each other out. Indeed, neither the
means nor trends reliably differed at any of
these three sites and would not differ if they
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Figure 10.6 Mean quarterly earning by site
Source: Michalopoulos et al., 2004.
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were aggregated into a single analysis. These
results suggest that selecting these samples
within cities induced so much comparability
that further individual matching would hardly
help control bias.

The comparability between control and
comparison groups was not replicated in
Portland, the smallest site where the random-
ized control cases were about a third of the
next smallest control group (N controls =
328; N comparisons = 1,019). Figure 10.6
shows that while control and comparison
groups were stably different at the series’
very beginning and throughout most of the
post-intervention period, one group exhib-
ited a large earnings dip immediately prior
to the intervention. Thus, the control and
comparison groups did not act similarly
pre- and post-intervention, as ITS requires.
The same was true when Grand Rapids
(N = 1,390) was compared to its within-state
comparison, Detroit (N = 2,142). Here, the
pre-intervention group means differed, but not
the post-intervention ones. This again implies
that different causal conclusions would arise
between the randomized experiment and the
abbreviated ITS quasi-experiment yoked to it.
However, design and city differences were
confounded in this last analysis. While Detroit
and Grand Rapids are in the same state, they
are not in the same city and so would likely
have different local labor markets with their
unique economic pressures at different times.

If we were to sum the four within-city
comparisons and weight Portland appropri-
ately less than the other sites, there would be
little or no difference between the control and
comparison groups around the intervention
point and hence, there would be little causal
bias. The same would likely be true if all
five sites were summed. In this particular
case, the abbreviated ITS would not be
biased relative to the experiment. However,
Bloom et al. (2005a; Michalopoulos et al.,
2004) concluded that the within-state control
and comparison groups did not closely
approximate each other. Their analysis of
absolute bias was predicated on computing
the difference between the randomly and non-
randomly formed comparison groups across

all 28 time points irrespective of the sign of
these differences, thus capitalizing on random
error of whatever source. By contrast, our
analysis was of average bias, of the difference
between the two types of comparisons across
28 time points per site when account is taken
of the signs attached to each difference at
each time point. Fortunately, Bloom et al.
also compute average bias, reporting that the
comparison and control group differed by
between 1 percent and —3 percent at two years
after the intervention and between 3 percent
and —4 percent at five years, even when the
less appropriate Grand Rapids/Detroit com-
parison was included in the calculation. Such
a close correspondence between an experi-
mental control group and a nonexperimental
comparison group would lead to experimental
and quasi-experimental effect sizes that do not
differ when each is subsequently yoked to the
same treatment group.

Even accepting Bloom et al.’s (2005a;
Michalopoulos et al., 2004) analysis of
absolute rather than average bias, we would
still have reason to be concerned about
generalizing the study’s findings to other
research domains. Despite the 8 pretest
observations, the earnings measures were
not highly correlated across a year (by our
rough estimate, about 0.42). As a point of
comparison, for example, student test scores
tend to correlate on a magnitude of about 0.58
to 0.74 in math and 0.60 to 0.74 in reading
(Bloom et al., 2005b). The relatively low
annual correlations for earnings suggest that
the pretests were limited in their usefulness
as selection controls than would be the case
when examining academic achievement, for
example. Even so, the number of pretest
observations still helps, for Bloom et al.
report that constructing a pretest covariate
out of pretest earnings data from varying
numbers of waves led to less bias the more
waves there were. The presumption is that
creating a single pretest measure out of more
waves leads to more reliable estimation of
that pretest selection difference. Bloom et al.
could not show, though, that constructing an
individual level growth model helped reduce
the selection threat they claimed to find when



BETTER QUASI-EXPERIMENTAL PRACTICE 149

analyzing absolute bias. But even so, the
lower correlations among adjacent earnings
measures suggest that growth trends were not
stably estimated in this project, the more so
since quarterly data were analyzed and these
are presumably even less stable than the 0.42
correlations for annual data.

To summarize, when we look at the four
within-city comparisons, there were no differ-
ences between control and comparison groups
at three of the sites. The only difference was in
the smaller, less stable Portland comparison.
For the fifth within-state comparison, labor
markets between Grand Rapids and Detroit
were different enough that we would expect
these sites to produce inferior matches to those
of truly local comparison and control groups.
Even so, when results were summed across all
sites, the average biases cancelled each other
out, and the quasi- and experimental studies
yielded estimates with close correspondence.
Thus, we disagree with Bloom et al.’s (2005a;
Michalopoulos et al., 2004) conclusion about
different effects attributable to the experiment
and quasi-experiment. Fortunately, it is easy
for readers to judge for themselves. Just
look at Figure 10.6 and see whether there
is a control/comparison difference around the
intervention point for most of the within-city
cases.

Examples of ITS design

In this section, we use examples of abbre-
viated ITS to highlight two design features
over and above those already mentioned —
a longer pretest time-series and a con-
trol series selected from non-equivalent
but matched units. The two features we
emphasize are nonequivalent dependent vari-
ables and switching replications. When they
are thoughtfully incorporated into quasi-
experimental designs, many common threats
to validity can be addressed.

In a study that assessed the effects of
a 1989 media campaign to reduce alcohol
use among students at a university festival,
McKillip (1992) added two nonequivalent
dependent variables to strengthen inference
in a short time series. His main dependent

variable was a time series of 10 observations
on awareness of alcohol abuse among college
students. The two nonequivalent dependent
variables, good nutrition and stress reduction,
were conceptually related to health, and
thus would reflect changes if the treatment
effect was due to a general improvement
in attitudes toward health. However, since
good nutrition and stress reduction were not
targeted by the campaign, they would not
show improvements if the effect resulted from
the treatment alone. As Figure 10.7 shows,
awareness of alcohol abuse clearly increased
during the media campaign, but awareness
of other health-related issues did not.

McClannahan et al. (1990) employed a
switching-replications feature to assess the
effects of providing married couples who
supervised group homes for autistic children
with regular feedback about the daily personal
hygiene and appearance of the children in their
home. The authors used a short time series
(21 observations), with feedback introduced
after Session 6 in Home 1, Session 11
in Home 2, and Session 16 in Home 3.
Figure 10.8 shows that after each introduction,
the personal appearance of the children in
that home increased above baseline, and
the improvement was maintained over time.
Both examples, however, demonstrate 