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Preface to the First Edition

Although the basic purposes of finance, and the nature of the core instruments used in attaining

them, are relatively constant, recent years have seen an explosion in complexity of both products and

techniques.

A number of forces are driving this explosion. The first is internationalization encompassing a

dramatic growth in the number of countries with stock markets, convertible currencies and a positive

regime for foreign investors. For a number of years the more adventurous institutional and private

investors have been increasing the proportion of their investments in foreign markets in general and

emerging markets in particular in search of growth, higher returns and better diversification. Reflect

ing this, finance has begun the long process of overhauling the traditionally domestic measurement of

risk and return. In the new world order in which the next generation is likely to see an unprecedented

transfer of economic power and influence from slow growing developed economies to the high growth

tigers in Asia and the Pacific Rim, the ability of financial markets to recognize and accommodate the

changes will be a priority.

The second change has come from dramatic falls in the costs of both information and transaction

processing. More information is available and it is available more quickly in more places. Improved

databases allow sophisticated analysis that would have been impossible a few years ago and data

intensive artificial intelligence techniques allow a much richer array of market structures to be

considered. The switch to electronic systems of transactions and trading has dramatically lowered

costs, allowing increased arbitrage and stimulating the widespread use of complex new derivative

products and products offering potentially an infinity of combinations of underlying products. It is no

exaggeration to claim that these new techniques and instruments can be used to provide a proxy for any

underlying traded instrument.

This power is increasingly used in the marketplace to provide the financial community with

new choices, including performance guarantees and indexed products. The development of traded

instruments provides an ability to pinpoint exposures precisely and this has lead to a new science of

risk management, where the net exposures of a portfolio of risky assets such as securities or bank

loans can be estimated and, where required, selectively or completely hedged by buying opposite

exposures in the marketplace. Not surprisingly, this encyclopedic dictionary reflects these new

techniques which are inexorably creating a world in which financial assets are priced in a seamless

global marketplace.

New technology has helped in selecting entries for the dictionary. A word count of titles in finance

and business journals was used to identify the frequency with which particular terms appeared and this

was used as a primary guide to the priority and length of entries. To accommodate new topics such as

real options that are only just emerging into the literature, we also included some entries where interest

was growing rapidly towards the end of the search period.

In compiling the dictionary we have been privileged in the support we have received from a wide

range of distinguished contributors who have taken the time from a busy programme of research and

publication to summarize the often voluminous literature in their specialist areas into an accessible

form. Inevitably the technical content of some of the entries reflects the rocket science development



in the areas covered, but all entries provide an initial definition and bibliographic references for the

less expert.

Finally, we would like to thank Joanne Simpson and Catherine Dowie for their support for this

project. The demands of monitoring and recording the progress of contributions as they passed from

commissioning through each stage of the editing process to final completion provided an essential

foundation to the project.

Dean Paxson

Douglas Wood

Preface to the Second Edition

A large amount of credit for this edition is due to Dean Paxson and the late Douglas Wood for the work

they did on the first edition of this volume. Much of what they said in the Preface to the First Edition

(above) is true for this edition.

In this volume, I have tried to build on the first edition by including entries that reflect develop

ments and growth in areas such as behavioral finance, asset pricing, and the emergence of nonlinear

econometric models. Of course, with a project such as this, there will inevitably be errors of omission,

for which I would like to apologise in advance.

I can only echo what Dean Paxson and Douglas Wood said previously: the support from the wide

range of distinguished contributors in agreeing to take time out from their schedules to contribute has

been exceptional. I would also like to thank Rosemary Nixon and Karen Wilson from Blackwell

Publishing for their support and for keeping me on track.

Preface to the First Edition vii
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A

agency theory

Steven V. Mann

When human interaction is viewed through the

lens of the economist, it is presupposed that all

individuals act in accordance with their self

interest. Moreover, individuals are assumed to

be cognizant of the self interest motivations of

others and can form unbiased expectations about

how these motivations will guide their behavior.

Conflicts of interest naturally arise. These con

flicts are apparent when two individuals form an

agency relationship: one individual (principal)

engages another individual (agent) to perform

some service on his or her behalf. A fundamental

feature of this contract is the delegation of some

decision making authority to the agent. Agency

theory is an economic framework employed to

analyze these contracting relationships. Jensen

and Meckling (1976) present the first unified

treatment of agency theory.

Unless incentives are provided to do other

wise or unless they are constrained in some other

manner, agents will take actions that are in their

self interest. These actions are not necessarily

consistent with the principal’s interests. Accord

ingly, a principal will expend resources in two

ways to limit the agent’s diverging behavior:

(1) structure the contract so as to give the agent

appropriate incentives to take actions that are

consistent with the principal’s interests;

(2) monitor the agent’s behavior over the con

tract’s life. Conversely, agents may also find it

optimal to expend resources to guarantee they

will not take actions detrimental to the princi

pal’s interests (i.e., bonding costs). These ex

penditures by principal and/or agent may be

pecuniary/non pecuniary and are the costs of

the agency relationship.

Given costly contracting, it is infeasible to

structure a contract so that the interests of both

the principal and agent are perfectly aligned.

Both parties incur monitoring costs and bonding

costs up to the point where the marginal benefits

equal the marginal costs. Even so, there will be

some divergence between the agent’s actions and

the principal’s interests. The reduction in the

principal’s welfare arising from this divergence

is an additional cost of an agency relationship

(i.e., ‘‘residual loss’’). Therefore, Jensen and

Meckling (1976) define agency costs as the sum

of (1) the principal’s monitoring expenditures;

(2) the agent’s bonding expenditures; and (3) the

residual loss.

Barnea, Haugen, and Senbet (1985) divide

agency theory into two parts according to the

type of contractual relationship examined: the

economic theory of agency and the financial

theory of agency. The economic theory of

agency examines the relationship between a

single principal who provides capital and an

agent (manager) whose efforts are required to

produce some good or service. The principal

receives a claim on the firm’s end of period

value. Agents are compensated for their efforts

by a dollar wage, a claim on the end of period

firm value, or some combination of the two.

Two significant agency problems arise from

this relationship. First, agents will not put for

ward their best efforts unless provided the

proper incentives to do so (i.e., the incentive

problem). Second, both the principal and agent

share in the end of period firm value and since

this value is unknown at the time the contract is

negotiated, there is a risk sharing between the

two parties (i.e., the risk sharing problem). For

example, a contract that provides a constant

dollar compensation for the agent (principal)



implies that all the risk is borne by the principal

(agent).

Contracts that simultaneously solve the incen

tive problem and the risk sharing problem are

referred to as first best. First best contracts pro

vide agents with incentives to expend an optimal

amount of effort while producing an optimal

distribution of risk between principal and agent.

A vast literature examines these issues (e.g.,

Ross, 1973; Shavell, 1979; Holmstrom, 1979).

The financial theory of agency examines con

tractual relationships that arise in financial

markets. Three classic agency problems are

examined in the finance literature: (1) partial

ownership of the firm by an owner manager;

(2) debt financing with limited liability; (3) in

formation asymmetry. A corporation is con

sidered to be a nexus for a set of contracting

relationships (Jensen and Meckling, 1976). Not

surprisingly, conflicts arise among the various

contracting parties (manager, shareholder,

bondholders, etc.).

When the firm manager does not own 100

percent of the equity, conflicts may develop

between managers and shareholders. Managers

make decisions that maximize their own utility.

Consequently, a partial owner manager’s deci

sions may differ from those of a manager who

owns 100 percent of the equity. For example,

Jensen (1986) argues that there are agency costs

associated with free cash flow. Free cash flow is

discretionary cash available to managers in

excess of funds required to invest in all positive

net present value projects. If there are funds

remaining after investing in all positive net pre

sent value projects, managers have incentives to

misuse free cash flow by investing in projects

that will increase their own utility at the expense

of shareholders (Mann and Sicherman, 1991).

Conflicts also arise between stockholders and

bondholders when debt financing is combined

with limited liability. For example, using an

analogy between a call option and equity in a

levered firm (Black and Scholes, 1973; Galai and

Masulis, 1976), one can argue that increasing the

variance of the return on the firm’s assets will

increase equity value (due to the call option

feature) and reduce debt value (by increasing

the default probability). Simply put, high vari

ance capital investment projects increase share

holder wealth through expropriation from the

bondholders. Obviously, bondholders are cogni

zant of these incentives and place restrictions on

shareholder behavior (e.g., debt covenants).

The asymmetric information problem mani

fests itself when a firm’s management seeks to

finance an investment project by selling secu

rities (Myers and Majluf, 1984). Managers may

possess some private information about the

firm’s investment project that cannot be credibly

conveyed (without cost) to the market due to a

moral hazard problem. A firm’s securities will

command a lower price than if all participants

possessed the same information. The informa

tion asymmetry can be resolved in principle with

various signaling mechanisms. Ross (1977) dem

onstrates how a manager compensated by a

known incentive schedule can use the firm’s

financial structure to convey private information

to the market.

Bibliography

Barnea, A., Haugen, R., and Senbet, L. (1985). Agency

Problems and Financial Contracting. Englewood Cliffs,

NJ: Prentice-Hall.

Black, F., and Scholes, M. (1973). The pricing of options

and corporate liabilities. Journal of Political Economy,

81, 637 54.

Galai, D., and Masulis, R. (1976). The option pricing

model and the risk factor of stock. Journal of Financial

Economics, 3, 53 82.

Holmstrom, B., (1979). Moral hazard and observability.

Bell Journal of Economics, 10, 74 91.

Jensen, M., (1986). Agency costs of free cash flow. Ameri

can Economic Review, 76, 323 9.

Jensen, M., and Meckling, W. (1976). Theory of the firm:

Managerial behavior, agency costs, and ownership

structure. Journal of Financial Economics, 3, 306 60.

Mann, S. and Sicherman, N. (1991). The agency costs of

free cash flow: Acquisition activity and equity issues.

Journal of Business, 64, 213 27.

Myers, S., and Majluf, M. (1984). Corporate financing

and investment decisions when firms have information

that investors do not have. Journal of Financial Econo

mics, 13, 187 221.

Ross, S. (1973). The economic theory of agency: The

principal’s problem. American Economic Review, 62,

134 9.

Ross, S. (1977). The determination of financial structure:

The incentive signaling approach. Bell Journal of Eco

nomics, 8, 23 40.

Shavell, S. (1979). Risk-sharing and incentives in the

principal agent relationship. Bell Journal of Economics,

10, 55 73 .

2 agency theory



arbitrage

see portfolio theory and asset pricing

arbritrage pricing theory

see portfolio theory and asset pricing

artificial neural networks

Athanasios Episcopos

Artificial neural networks (ANNs) are learning

algorithms in the form of computer programs or

hardware. ANNs are characterized by an archi

tecture and a method of training. Network archi

tecture refers to the way processing elements are

connected and the direction of the signals ex

changed. A processing element or unit is a node

where input signals converge and are trans

formed to outputs via transfer or activation func

tions. The values of outputs are usually

multiplied by weights before they reach another

node. The purpose of training is to find optimal

values of these weights according to a criterion.

In supervised training, inputs are presented to

the network and outputs are compared to the

desired or target outputs. Weights are then

adjusted to minimize an objective function

such as the root mean square error, for instance.

In unsupervised training, the network itself

finds its own optimal parameters.

Although there are several types of neural

networks, a simple example of ANN is the mul

tilayer perceptron. The middle sets of units are

called hidden layers and the other two input and

output layers. The transfer functions in the

input and output layers can be identities, and

those of the hidden layer are usually sigmoid or

hyperbolic tangent functions. These functions

map the sum of weighted inputs to the range

between zero and one or between minus one and

plus one. The flow of signals in the example is

unidirectional, giving the name feedforward to

the whole network. One can have also the output

from the network and connect it to the inputs,

thus leading to recurrent networks which are

useful for time series modeling. Typically, the

hidden layers contain several processing elem

ents. Obviously, the outputs are modeled as

highly non linear functions of the original

inputs. Thus, it is the architecture of units that

allows an ANN to be a universal approximator.

In other words an ANN can recover an unknown

mapping from the input to the output space as

long as it contains enough processing elements

(White et al., 1992). The network can be trained

with back propagation (Rumelhart and McClel

land, 1986), which seeks a minimum in the error

function via the gradient descent method.

Weights are adjusted in the direction that re

duces the value of the error function after each

presentation of the input records.

ANNs sometimes share the problem of local

minima and the problem of overtraining. Be

cause of the non linearity involved, the algo

rithm may not always reach a global minimum.

Overtraining refers to the situation where the

network literally memorizes the inputs and

cannot generalize (predict well) when it is ap

plied to a new set of data. However, there are

ways to overcome these problems and ANNs

are very useful. In fact, on many occasions they

are superior to linear models in terms of predic

tion accuracy. A correctly trained network

should be able to generalize, that is, to recognize

patterns in data it has not yet ‘‘seen.’’ Although

statistical measures such as t ratios are not avail

able, one can perform sensitivity analysis. This

consists of varying one input within a reasonable

range and observing how the estimated output

function behaves.

Neural networks have been successfully ap

plied in finance and economics, although re

search in this area is still new. Examples

include forecasting security prices, rating

bonds, predicting failure of banks or corporate

mergers, and conducting portfolio management

(Refenes, 1995). Neural networks have been

useful in classification because they are often

capable of sharply discriminating between

classes of inputs (Episcopos, Pericli, and Hu,

1998). In addition, ANNs are useful in uncover

ing an unknown pricing function (Hutchinson,

Lo, and Poggio, 1994). Statistical models and

ANNs overlap considerably, but the two sets of

models are not identical. White (1989) and Kuan

and White (1992) discuss the parallels between

statistical or econometric models and feedfor

ward networks. Cheng and Titterington (1994)

artificial neural networks 3



study ANNs from a statistical perspective, and

Ripley (1994) compares standard classification

techniques with ANNs. The general literature

on ANNs is extensive. Hecht Nielsen (1990)

and Wasserman (1993) are two introductory

books. The Internet news group comp.ai.

neural nets is an informative forum for explor

ing this growing field.
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asset allocation

C. W. R. Ward

In the analysis of portfolio management, the

initial work of Markowitz (1959) was directed

towards finding the optimal weights in a port

folio. It was quickly realized that the decisions

involved in building up a portfolio were less

frequent than the decisions to modify existing

portfolios. This is especially important when

analyzing how profitable portfolio managers

have been over time. If, for example, a portfolio

consists of equities and bonds, some investment

managers might be particularly skilled in choos

ing specific companies in which the portfolio

should invest, while others might be able to

forecast at which times the portfolio should be

more heavily invested in shares. The first type of

skill would be classified as being more concerned

with portfolio selection, while the latter would

be described as connected with timing or

asset allocation.

Asset allocation decisions can be further

divided. Investors can decide on an ad hoc basis

to alter their portfolio by changing the weights of

the constituent assets as a result of some specific

model. For example, forecasting models are used

to predict the performance of equities relative to

bonds or real estate relative to equities. Depend

ent on the outcome of these forecasts, the in

vestor will switch into or out of the asset being

forecast. Models are used to derive frequent

forecasts of one asset against another and to

move the portfolio day by day depending on

the outcome of the forecasting model. This

type of model is sometimes referred to as tactical

asset allocation (TAA) and in practice is used in

conjunction with some sophisticated trading in

derivatives such as options or futures. Instead of

buying more shares, this system buys options or

futures in an index representing equities. If

equities rise in value, so will the options and

futures position and the portfolio thereby will

increase in value to a greater extent than under

lying equities. TAA is used to adjust portfolio

exposure to various factors such as interest rates

and currency movements as well as overseas

investments (Arnott et al., 1989).

An alternative category of asset allocation is

the technique of dynamic asset allocation, where

there is less emphasis on forecasting which com

ponent assets will perform well in the next

period and more on setting up a policy by

which the portfolio reacts automatically to

market movements. This can be organized with

the help of options and futures, but can also be

carried out by adjusting the weights of the com

ponent assets in the light of predetermined rules.
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For example, the policy of buying an asset when

that asset has performed well in the current

period and selling when it has done badly can

be carried out in such a way as to provide port

folio insurance (i.e., it protects the portfolio by

reducing the exposure to successive falls in the

value of one of its constituent assets). An alter

native dynamic asset allocation policy is that

carried out by rebalancing so as to maintain a

reasonably constant proportion in each asset.

This involves selling those assets which have

just risen in value and selling those assets

which have just fallen in value. The two strat

egies are profitable in different phases of the

market. When the market is moving strongly,

the insurance policy is most successful. If, how

ever, the market is tending to oscillate without a

strong trend, the rebalancing policy works best.

These principles are well illustrated in Perold

and Sharpe (1988).
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bankruptcy

David Camino

A central tenet in economics is that competition

drives markets toward a state of long run equi

librium in which inefficient firms are eliminated

and those remaining in existence produce at a

minimum average cost. Consumers benefit from

this state of affairs because goods and services

are produced and sold at the lowest possible

prices. A legal mechanism through which most

firms exit the market is generally known as in

solvency and/or bankruptcy.

Bankruptcy occurs when the assets of a firm

are insufficient to meet the fixed obligations to

debtholders and it can be defined in an account

ing or legal framework. The legal approach re

lates outstanding financial obligations to ‘‘the

fair market value’’ of the firm’s assets, while an

accounting bankruptcy would simply be a nega

tive net worth in a conventional balance sheet

(Weston and Copeland, 1992). Under bank

ruptcy laws the firm has the option of either

being reorganized as a recapitalized going

concern (known as Chapter 11 in the USA or

administration in the UK) or being liquidated

(Chapter 7 in the USA or liquidation in the

UK).

Reorganization means the firm continues in

existence and the most informal arrangement is

simply to postpone the payment required

(known as extension) or an agreement for credit

ors to take some fraction of what is owed as full

settlement (composition). Liquidation, however,

occurs as a result of economic distress in the

event that liquidation value exceeds the going

concern value. Although bankruptcy and liquid

ation are often confounded in the literature,

liquidation (dismantling the assets of the firm

and selling them) and bankruptcy (a transfer of

ownership from stockholders to bondholders)

are really independent events.

The efficient outcome of a good bankruptcy

procedure, according to Aghion (1992), should

be either of the following:

1 Close the company down and sell the assets

for cash or as a going concern, if the present

value of expected cash flows is less than

outstanding obligations.

2 Reorganize and restructure the company,

either through a merger or scaling down or

modifying creditors’ claims.

Each country has its own insolvency laws, but

bankruptcy remedies are very similar in most

industrialized nations, incorporating in various

ways the economic rationale for fairness among

creditors, preservation of enterprise value, pro

viding a fresh start to debtors, and the minimiza

tion of economic costs.

There is, however, a widespread dissatisfac

tion with the existing procedures, as laws have

been developed haphazardly with little or almost

no economic analysis about how regulations

work in practice. Governments and legal struc

tures have not kept pace with the globalization of

business and internationalization of financial

markets and they have particularly not kept

pace in the area of resolving the financial prob

lems of insolvent corporations. For both bank

ruptcy and insolvency procedures, the key

economic issue should be to determine the legal

and economic screening processes they provide,

and to eliminate only those companies that are

economically inefficient and whose resources

could be better used in another activity.

Company insolvencies have increased very

sharply in the last few years, and currently

stand at record levels in many countries. Several



factors may severely affect corporate default, and

although the combination of recession and high

interest rates is likely to have been the main

cause of this rise in defaults, the more moderate

increases in company failures, which have ac

companied more severe downturns in the past,

suggest that other factors may also have been

important. One important common determinant

in companies’ failures is the general economic

conditions for business; the other is the level of

debt. Both capital leverage (debt as a proportion

of assets) and income gearing (interest payments

as a proportion of income), together with high

levels of indebtedness in the economy, may lead

to companies’ insolvencies.

Recent developments in the theory of finance

have considerably advanced our understanding

of the nature and role of debt. Debt, unlike any

other ‘‘commodity,’’ entails a ‘‘promise’’ to pay

an amount and the fulfillment of this promise is,

by its nature, uncertain. Many of its features,

however, can be understood as means of over

coming uncertainty, transaction costs, and in

complete contracts, arising from asymmetric

information between the parties concerned.

The risk of bankruptcy and financial distress,

however, highlights the fact that conflicts of

interest between stockholders and various fixed

payment claimants do still exist. These conflicts

arise because the firm’s fixed claims bear default

risk while stockholders have limited liability re

sidual claims and influence the managerial deci

sion process. Bankruptcy procedures often do

not work well, because incomplete (private) con

tracts cannot be reconciled, so laws have to step

in. Bankruptcy, as such, does not create wealth

transfers to shareholders or undermine the pro

visions of debt finance, but it creates, due to

asymmetric information, a conflict of interest

between creditors and shareholders, which

harms companies’ prospects.

The implications of these conflicts of interest

have been explored by a number of researchers,

including Jensen and Meckling (1976), Myers

(1977), and Masulis (1988). One consistent mes

sage in these works is that these conflicts create

incentives for stockholders to take actions that

benefit themselves at the expense of creditors

and that do not necessarily maximize firm value.

Jensen and Meckling (1976) argue that ra

tional investors are aware of these conflicts and

the possible actions firms can take against cred

itors. Thus, when loans are made, they are dis

counted immediately for the expected losses

these anticipated actions would induce. This

discounting means that, on average, stockhold

ers do not gain from these actions, but firms

consistently suffer by making suboptimal deci

sions. If the firm is confronted with a choice

between investment and debt reduction, it will

continue to invest past the efficient point. Then

creditors will prefer a debt reduction to invest

ment and, since there are no efficiencies, stock

holders must prefer investment.

However, if the actions of the owners (man

agers or shareholders) are unobservable several

complications arise. First, there is asset substitu

tion. Since the owner only benefits from returns

in non default states, risky investments of given

mean return will be chosen in preference to safer

investments (moral hazard). Owners benefit

from the upside gains from high risk investments

but do not bear the costs of downside losses.

Those are inflicted on creditors rather than

shareholders. This is the standard consequence

that debt can cause firms to take on uneconomic

projects simply to increase risk and shift wealth

from creditors to stockholders.

Second, there is underinvestment. Owners do

not benefit from the effort that they apply to

improve returns in insolvency states. Those

accrue for creditors not owners. Since some of

the returns to investments accrue to bondhold

ers in bankrupt states, firms may be discouraged

from carrying out what would otherwise be prof

itable investments (Myers, 1977).

Third, there is claim dilution; that is, an in

centive for owners to issue debt that is senior

to existing debt. Senior debt has priority over

existing debt in the event of bankruptcy; it can

therefore be issued on more favorable terms than

existing debt, which leaves existing creditors’

claims intact in the event of bankruptcy.

The literature suggests, therefore, that bank

ruptcy impediments to pure market solutions are

concerned with the free rider and holdout prob

lems caused by the inconsistent incentives

arising in a business contract specifying a fixed

value payment between debtor and creditor,

particularly given limited liability. Limited li

ability implies moral hazard and adverse selec

tion due to asymmetric information problems.
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Consequently, the prospect of corporate insolv

ency may result in increased borrowing costs

and, simultaneously, a reduction in the amount

of funds available.
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banks as barrier options

Francesco M. Paris

A barrier option is an option which is initiated or

extinguished if the underlying asset price hits a

prespecified value. More specifically, a ‘‘down

and out call’’ is a call option expiring worthless as

soon as the value of the underlying asset hits a

lower bound K, which is usually equal to or less

than the option’s exercise price, as developed in

Merton (1973) and Cox and Rubinstein (1985).

Chesney and Gibson (1993, 1994) applied the

down andout callmodel to the pricing of equity in

a levered firm, while Paris (1995, 1996) extended

the model to banks and financial intermediaries.

Valuing bank capital as a traditional call

option written on the bank assets, with a strike

price equal to the total bank deposits, has two

main theoretical underpinnings:

1 As soon as the bank asset value declines to

the value of the liabilities, the bank capital is

worth zero, while the call value is positive,

before the option’s expiration.

2 In order to maximize the market value of

their equity, the bank shareholders system

atically choose the most risky projects char

acterizing the investment opportunity set.

The down and out call approach overcomes both

of these problems. The value of the bank capital

is:

Ct ¼AtN(x)� BtN(x� st T � t
p

)

� At
At

K

� � 2x

N( y)

"

� Bt
At

K

� � 2xþ2

N( y� st T � t
p

)

#

where Ct is the current market value of the bank

capital, At is the stochastic current value of the

bank assets, which follow a continuous diffusion

process,

dAt

At
¼ mt dt þ st dz

where mt is the expected instantaneous rate of

return of the bank assets, st is the standard

deviation of the instantaneous rate of return of

the bank assets, z is a standard Wiener process,

Bt is the current market value of the bank liabil

ities, K is the knock out value, assumed to be

constant, r is the constant instantaneous risk

free rate of interest, j is r=s2
t þ 1=2, and

N(:) ¼ the standardnormal distribution function

x ¼
ln At

Bt

� �
st T � t
p þ xst T � t

p

y ¼
ln K2

AtBt

� �
st T � t
p þ xst T � t

p

and goes to zero whenever At � K.

The optimal value of the asset volatility is

obtained by setting the partial derivative of the

capital value with respect to the bank asset vola

tility equal to 0:
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This equation can be solved numerically. The

optimal value of the asset volatility is an increas

ing function of the bank leverage and a de

creasing function of the knock out value K.

This result means that the greater the bank’s

capitalization, the lower the management bias

towards the volatility of its investments.

K can be interpreted as a reputational con

straint resulting in insolvency if it is violated. It

is usually industry specific, even if it could be

related to some firm specific feature, like lever

age.

This approach to the valuation of bank capital

has two fundamental implications: (1) the asset

volatility is related to the bank capital structure,

meaning that an explicit and positive linkage

exists between the two main sources of risk in

the bank; and (2) the existence of an optimal

asset volatility implies that the bank sharehold

ers may be risk averse instead of risk neutral, as

they are traditionally considered in the theoret

ical literature, eliminating, as a consequence, any

behavioral differences among shareholders and

bank managers. Distinguishing between a share

holder and a management controlled bank is thus

meaningless, to the extent that the utility func

tion of the bank controller is considered.

Paris (1995) applies the down and out call

framework to the valuation of bank capital.

This approach has two merits.

1 The market value of the bank capital can be

easily computed at any time, once the

marking to the market of bank assets and

liabilities is assumed to be feasible, and a

continuous time model of bank monitoring

canbe implemented. It isworthwhile to stress

that frequent, possibly continuous, monitor

ing is a necessary, if not sufficient, condition

for prompt and effective corrective actions by

financial regulators, in case of bank problems.

2 The chosen optimal value of the bank asset

volatility, if observed by the market, is an

effective signal of the true bank capitaliza

tion. The important implication is that ob

serving the bank’s investment strategy allows

the market to evaluate the bank’s safety and

soundness.

An extension of the down and out call model to

any kind of financial intermediary has been ap

plied in Paris (1996) in order to derive relevant

properties of alternative regulatory approaches.

Once more the optimal intermediary asset vola

tility is the critical variable determining the

intermediary’s response to the regulatory provi

sion, in addition to the regulator’s action in

terms of minimum capital requirement. More

over, under specific conditions, the same volatil

ity measure can be unambiguously inferred by

the market, by simply observing the intermedi

ary’s capital ratio.
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behavioral finance

Ian Garrett

Modern finance theory, or what has been re

ferred to as the traditional finance paradigm

(Barberis and Thaler, 2003), is based on rational

economic agents making rational decisions based
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on available information, and forming rational

expectations about future events. This latter

statement means that the subjective distribution

of possible outcomes rational agents use in

forming their forecasts of future events matches

the distribution that the actual outcomes come

from. Agents with rational expectations will on

average be correct. If agents are rational, and

assuming that markets are frictionless, the price

of an asset reflects the present value of expected

cash flows from that asset; that is, the price of the

asset equals its fundamental value. If prices de

viate from their fundamental value the mispri

cing will be profitably exploited by rational

agents. If an apparent mispricing, or anomaly,

seems to persist, then it may reflect something

other than mispricing. For example, Fama and

French (1996) show that their three factor asset

pricing model explains some of the anomalies,

such as the overreaction effect, that the one

factor capital asset pricing model cannot explain.

In this case, the apparent anomalies seem to have

a risk based explanation.

Behavioral finance, on the other hand, argues

that mispricing can be present and persist be

cause of limits to arbitrage and psychological

biases. Excellent surveys of behavioral finance

can be found in Hirshleifer (2001), Daniel,

Hirshleifer, and Teoh (2002), and Barberis and

Thaler (2003). In the models of behavioral

finance, not all agents are fully rational. The

result is that if rational and irrational (often

known as noise) traders interact, it is possible

for irrational traders to have a significant and

lasting impact on prices. The reason for this is

that while in theory arbitrage is costless (the

purchase of the undervalued asset is financed

by selling the overvalued asset short, for

example) and risk free, this is typically not the

case in practice. If the risks and costs involved

with the strategy to exploit the mispricing are

perceived to be too high the mispricing will not

be exploited (for a discussion of what these risks

and costs are, see Barberis and Thaler, 2003). In

other words, there are limits to arbitrage or, as

Barberis and Thaler (2003) put it, while ‘‘prices

are right’’ means there is ‘‘no free lunch,’’ ‘‘no

free lunch’’ does not mean ‘‘prices are right.’’

There are several examples of this in the litera

ture. Lamont and Thaler (2003), for example,

examine 3Com’s sale of 5 percent of its wholly

owned subsidiary, Palm Inc., and their an

nounced intention to sell the rest within 9

months with 3Com shareholders being given

1.5 shares of Palm. Lamont and Thaler (2003)

point out that at the end of the first day of

trading after the IPO, the market valuation of

3Com’s businesses outside of Palm was �$60

per share, a substantial mispricing of 3Com’s

shares, yet it persisted for quite some time.

Lamont and Thaler (2003) found that there

were substantial costs involved in exploiting

the mispricing as the demand for Palm shares

to short was so high that the supply of Palm’s

shares to short could not match the demand.

The sources of irrationality that may explain

anomalies in stock returns are psychological

biases that may arise from what Hirshleifer

(2001) terms heuristic simplification, self decep

tion, and emotional loss of control (for a detailed

review, see Hirshleifer, 2001). Heuristic simpli

fication is the situation where, because time and

cognitive resources such as memory and atten

tion span are limited, rules of thumb and narrow

framing (compartmentalizing problems that per

haps should not be analyzed in isolation) are

used in decision making. When rules of thumb

are used out of context or problems are placed

too much in isolation, (quite substantial) biases

can arise. One example of this is what Thaler

(1985) calls mental accounting. This is the situa

tion where individuals keep track of any gains

and losses in artificial, separate mental accounts.

Narrow framing such as mental accounting may

explain such things as the disposition effect

(Shefrin and Statman, 1985), whereby investors

hold on to loss making stocks (losers) longer

than they should and sell winning stocks before

they should (for recent evidence on this, see

Odean, 1998). A related concept is that of loss

aversion.

Self deception is the situation where individ

uals think they are better than they actually are.

This leads to overconfidence which, because of

biased self attribution (good outcomes are due to

one’s own ability, bad outcomes are due to

factors outside one’s own control), can persist

and can cause mispricing. Daniel, Hirshleifer,

and Subrahmanyam (2001) derive an asset

pricing model which has overconfident traders

who trade with risk averse, rational traders.

The presence of overconfident traders, who
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overreact to information, leads to equilibrium

security returns that depend not only on the

market b (systematic risk) but also on mispri

cing, as proxied by such factors as the book

to market equity ratio. This provides an alter

native explanation for the significance of the

book to market factor in the Fama–French

three factor model.

Emotional loss of control relates to, among

other things, the effect of mood on decision

making. Unsurprisingly, research has shown

that individuals in good moods tend to make

more optimistic choices. However, what is inter

esting is the effect that mood has on individuals’

judgments when they lack information and when

the judgment is somewhat abstract. The evi

dence suggests that when people are in bad

moods, they tend to be more analytical and crit

ical in their decision making. However, studies

have found that when people are in a good mood,

while they show greater mental flexibility and

better problem solving capabilities, they are

more receptive to weak or neutral arguments.

They are also likely to misattribute the source

of their feelings. Mood, therefore, influences

individuals’ assessments of future prospects

and their assessment of risk. If the decisions of

the marginal trader (i.e., the trader who sets

prices) are influenced by mood, then it is not

unreasonable to suspect that mood will influence

stock returns. Examples of studies that docu

ment the impact of mood on stock returns are

Kamstra, Kramer, and Levi (2000, 2003) and

Hirshleifer and Shumway (2003). Kamstra, Kra

mer, and Levi (2000) document that daylight

saving changes, which disrupt sleep patterns,

have a significant impact on stock returns.

Moreover, this effect does not appear to be

limited to one market. Hirshleifer and Shumway

(2003) examine the impact of number of hours of

sunshine on stock returns. There is a good deal

of evidence in the psychology literature docu

menting a positive relationship between sun

shine and mood. The idea here is that

prospects look better when you are in a good

mood and if individuals are susceptible to weak

or neutral arguments when they are in a good

mood they may, in the words of Hirshleifer and

Shumway (2003), ‘‘incorrectly attribute their

good mood to positive economic prospects

rather than good weather.’’ In other words,

even though an individual’s prospects have not

changed, being in an upbeat mood can cast a

different light on things. Hirshleifer and Shum

way (2003) examine the relationship between

excess cloud cover and stock returns worldwide

and find that there is a significant negative rela

tionship between excess cloud cover and stock

returns: on unusually sunny days, stock returns

will increase. Kamstra, Kramer, and Levi (2003)

examine the impact of Seasonal Affective Dis

order (SAD) on stock returns, while Garrett,

Kamstra, and Kramer (2004) examine the

impact of SAD on risk. SAD is a condition that

is closely linked to depression which affects

many people during the seasons of the year in

which hours of night are longest. Individuals

who suffer from SAD or its milder form, the

Winter Blues, become more risk averse as

the depression caused by SAD takes hold. If

the marginal trader suffers from SAD, or the

milder Winter Blues, then one might expect to

see a relationship between seasonal patterns in

the length of night and stock returns and risk.

Kamstra, Kramer, and Levi (2003) document a

significant relationship between the length of

night and stock returns in several stock markets

in both the northern and southern hemispheres,

while Garrett, Kamstra, and Kramer (2004)

find that the length of night affects the risk

premium.
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bid ask spread

Steven V. Mann

Security dealers maintain a continuous presence

in the market and stand ready to buy and sell

securities immediately from impatient sellers

and buyers. Dealers are willing to buy securities

at a price slightly below the perceived equili

brium price (i.e., bid price) and sell securities

immediately at a price slightly above the per

ceived equilibrium price (i.e., ask price). Of

course, buyers and sellers of securities could

wait to see if they can locate counterparties

who are willing to sell or buy at the current

equilibrium price. However, there are risks

associated with patience. The equilibrium price

may change ‘‘adversely’’ in the interim such

that it is either higher or lower than the

dealer’s current bid or ask quotes. Thus, the

willingness of traders to transact at a price

that differs from the perceived equilibrium

price compensates market makers, in part, for

the risks of continuously supplying patience to

the market. Although the dealers’ willingness

to post bid and ask quotes springs from their

self interest, their actions generate a positive

externality of greater liquidity for the market as

a whole.

In general, the bid–ask spread compensates

the dealer/market makers for three costs that

attend their function of providing liquidity.

These costs include order processing costs, in

ventory control costs, and adverse selection

costs. The order processing costs include main

taining a continuous presence in the market and

the administrative costs of exchanging titles

(Demsetz, 1968). The inventory control costs

are incurred because the dealer holds an undi

versified portfolio (Amihud and Mendelson,

1986; Ho and Stoll, 1980). The adverse selection

costs compensate the dealer for the risk of

trading with individuals who possess superior

information about the security’s equilibrium

price (Copeland and Galai, 1983; Glosten and

Milgrom, 1985).

A dealer’s quote has two component parts.

The first part is the bid and ask prices. The

second part is the quotation size which repre

sents the number of shares dealers are willing to

buy (sell) at the bid (ask) price. A dealer’s quote

can be described as an option position (Copeland

and Galai, 1983): the bid and ask price quotes are

a pair of options of indefinite maturity written by

the dealer. A put (call) option is written with a

striking price equal to the bid (ask) price. The

quotation size is the number of shares dealers are

willing to buy (sell) at the bid (ask) price. Simply

put, the quotation size represents the number of

put (call) options written with a striking price

equal to the bid (ask) price.

In the parlance of options, the dealer’s posi

tion is a short strangle. A strangle consists of a

call and a put on the same stock with the same

expiration date and different striking prices. The

call (put) has a striking price (below) the current

stock price. Dealers are short a strangle since

they write both options. If one assumes the

dealer’s bid and ask prices bracket the market’s

estimate of the stock’s current equilibrium price,

the analogy is complete.
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Black Scholes

Gordon Gemmill

This is a famous equation for determining the

price of an option, first discovered in 1972 by

Fischer Black of Goldman Sachs and Myron

Scholes of the University of Chicago and pub

lished in Black and Scholes (1973). The unique

insight of this research was to use arbitrage in

solving the option pricing problem. Black and

Scholes reasoned that a position which involved

selling a call option and buying some of the

underlying asset could be made risk free. It

would be a hedged position and, as such, should

pay the risk free rate on the net investment.

Using continuous time mathematics they were

able to solve for the call price from the equation

for the hedged position. This resulted in an

equation for the value of a European option

(i.e., one which cannot be exercised before ma

turity) which did not need to take account of the

attitude to risk of either the buyer or seller.

The equation (expressed for a call option) is:

c ¼ SN(d1)� Ee rtN(d2)

where c is the call price, S is the asset price, N(x)
is a normal distribution probability, E is the

exercise price, r is the interest rate in continuous

form, and t is years to maturity.

The N(d1) and N(d2) values, which are proba

bilities from the normal distribution, have values

for d1 and d2 calculated as follows:

d1 ¼
log (S=E)þ rt þ 0:5s2t

s t
p

and

d2 ¼ d1 � s t
p

where s is the standard deviation of returns on

the asset per annum.

In the equation, the value of a call option

depends on five variables: the asset price (S),

the exercise price (E), the continuous interest

rate (r), the time to maturity (t), and the standard

deviation of returns on the asset (s) (which is

usually known as the volatility). Of these five

variables, only the volatility is unknown and

needs to be forecast to the maturity of the option.

The call price in the equation is a weighted

function of the asset price (S) and the present

value of the exercise price (Ee rt). The weights

are respectively N(d1), which is the hedge ratio

or ‘‘delta’’ of the option, and N(d2), which is the

probability that the option matures in the

money.

Many academic papers have proposed more

complicated models, only to conclude that the

simple Black–Scholes model can be modified to

give almost equally good results. Several as

sumptions are necessary to derive the model,

but it is surprisingly robust to small changes in

them. The first assumption is that the asset price

follows a random walk with drift. This means

that the asset price is lognormally distributed

and so returns on the asset are normally distrib

uted. This assumption is widely used in financial

models. The second assumption is that the dis

tribution of returns on the asset has a constant

volatility. This assumption is clearly wrong and

use of the model depends crucially on forecast

ing volatility for the period to maturity of the

option. The third assumption is that there are no

transaction costs, so that the proportions of the

asset and option in the hedged portfolio may be

continuously adjusted without incurring huge

costs. This assumption sounds critical, but it is

relatively unimportant in liquid markets. The

fourth assumption is that interest rates are con

stant, which is not correct but is of little import

ance since option prices are not very sensitive to

interest rates. The fifth assumption is that there

are no dividends on the asset, which once again is

unrealistic, but modification of the model to

accommodate them is relatively simple (e.g.,

Black, 1975).

While most of the theoretical results in

finance have not had any impact on practition

ers, the Black–Scholes model is universally

known and used. The existence of the equation

has facilitated the development of markets
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in options, both on exchange (beginning with

the Chicago Board Options Exchange in 1973)

and over the counter. Without the equation,

there could not have been such rapid growth

in the use of derivative assets over the last 30

years. Many derivative assets might even not

exist.

Bibliography

Black, F. (1975). Fact and fantasy in the use of options.

Financial Analysts Journal, 31, 36 41, 61 72.

Black, F., and Scholes, M. (1973). The pricing of options

and corporate liabilities. Journal of Political Economy,

81, 637 59.

14 Black–Scholes



C

capital asset pricing model

see portfol io theory and asset pr ic ing

capital structure

David P. Newton

Capital structure is the mixture of securities

issued by a company to finance its operations.

Companies need real assets in order to operate.

These can be tangible assets, such as buildings

and machinery, or intangible assets, such as

brand names and expertise. To pay for the assets,

companies raise cash not only via their trading

activities but also by selling financial assets, called

securities, financial instruments, or contingent

claims.These securitiesmay be classified broadly

as either equity or debt (though it is possible to

create securities with elements of both). Equity is

held as shares of stock in the company, whereby

the company’s stock holders are its owners. If the

company’s trading activities are sufficiently suc

cessful, the value of its owners’ equity increases.

Debt may be arranged such that repayments are

made only to the original holder of the debt, or a

‘‘bond’’ may be created which can be sold on,

thus transferring ownership of future repay

ments to new bondholders.

Capital structure can be changed by issuing

more debt and using the proceeds to buy back

shares, or by issuing more equity and using the

proceeds to buy back debt. The question then

arises: Is there an optimal capital structure for a

company? The solution to this question, for the

restricted case of ‘‘perfect markets,’’ was given

by Modigliani and Miller (1958), whose fame is

now such that they are referred to in finance

textbooks simply as MM. A perfect market is

one in which there are neither taxes nor broker

age fees and the numbers of buyers and sellers

are sufficiently large, and all participants are

financially sufficiently small relative to the size

of the market that trading by a single participant

cannot affect the market prices of securities.

MM’s ‘‘first proposition’’ states that the market

value of any firm is independent of its capital

structure. This may be considered as a law of

conservation of value: the value of a company’s

assets is unchanged by the claims against them.

It means that in a perfect and rational market a

company would not be able to gain value simply

by recombining claims against its assets and

offering them in different forms. Modigliani

and Miller (1961) likewise deduced that whether

or not cash was disbursed as dividends was ir

relevant in a perfect market.

MM’s first proposition relies on investors

being able to borrow at the same interest rate as

companies; if they cannot, then companies can

increase their values by borrowing. If they can,

then there is no advantage to investors if a com

pany borrows more money, since the investors

could, if they wished, borrow money themselves

and use the money to buy extra shares of stock in

the company. The investors would then have to

pay interest on the cash borrowed, as would the

company, but will benefit from holding more

equity in the company, resulting in the same

overall benefit to the investor.

Ananalogywhichhas beenused for this propo

sition is the sale of milk and its derivative pro

ducts (see Ross, Westerfield, and Jaffe, 1988).

Milk can be sold whole or it can be split into

cream and low cream milk. Suppose that split

ting (or recombining) the milk costs virtually

nothing and that you buy and sell all three

products through a broker at no cost. Cream

can be sold at a high price in the market and so



by splitting off the cream from your milk you

might appear to be able to gain wealth. However,

the low cream milk remaining will be less valu

able than the original, full cream milk – a buyer

has a choice in the market between full cream

milk and milk with its cream removed; offered

both at the same price, he would do best to buy

full cream milk, remove its cream and sell it

himself. Trading in the perfect market would

act so as to make the combined price of cream

and low cream milk in the perfect market the

same as the price of full cream milk (conserva

tion of value). If, for example, the combined

price dropped below the full cream price then

traders could recombine the derivative products

and sell them at a profit as full cream milk.

What was considered perplexing, before

Modigliani–Miller, is now replaced by a strong

and simple statement about capital structure.

This is very convenient because any supposed

deviations can be considered in terms of the

weakening of the assumptions behind the prop

osition. Obvious topics for consideration are the

payment of brokers’ fees, taxes, the costs of

financial distress, and new financial instruments

(which may stimulate or benefit from a tempor

arily imperfect market). New financial instru

ments may create value if they offer a service

not previously available but required by invest

ors. This is becoming progressively harder to

achieve; but even if successful, the product will

soon be copied and the advantage in the market

will be removed. Charging of brokers’ fees

simply removes a portion of the value and (as

long as the portion is small) this is not a major

consideration, since we are concerned with the

merits of different capital structures rather than

the costs of conversion. Taxes, however, can

change the result significantly: interest pay

ments reduce the amount of corporation tax

paid and so there is a tax advantage, or ‘‘shield,’’

given to debt compared with equity. When

modified to include corporate taxes, MM’s

proposition shows the value of a company in

creasing linearly as the amount of debt is in

creased (Brealey and Myers, 1991). This would

suggest that companies should try to operate

with as much debt as possible. The fact that

very many companies do not do this motivates

further modifications to theory: inclusion of the

effect of personal tax on shareholders and inclu

sion of the costs of financial distress. Miller

(1977) has argued that the increase in value

caused by the corporate tax shield is reduced

by the effect of personal taxes on investors. In

addition, the costs of financial distress increase

with added debt, so that the value of the com

pany is represented by the following equation, in

which PV denotes present value:

value of company = value if all equity financed

þPV (tax shield)�PV (costs of financial

distressÞ

As debt is increased, the corporate tax shield

increases in value, but the probability of financial

distress increases, thus increasing the present

value of the costs of financial distress. The value

of the company is maximized when the present

value of tax savings on additional borrowing only

just compensates for increases in the present

value of the costs of financial distress.

One element of financial distress can be bank

ruptcy. It is generally the case throughout the

world’s democracies that shareholders have

limited liability. Although shareholders may

seem to fare badly by receiving nothing when a

company is declared bankrupt, their right simply

to walk away from the company with nothing is

actually valuable, since they are not liable per

sonally for the company’s unpaid debts. Short of

bankruptcy there are other costs, including those

caused by unwillingness to invest and shifts in

value engineered between bondholders and

shareholders, which increase with the level of

debt. Holders of corporate debt, as bonds,

stand to receive a maximum of the repayments

owed; shareholders have limited liability, suffer

nothing if the bondholders are not repaid, and

benefit from all gains in value above the amount

owed to bondholders. Therefore, if a company

has a large amount of outstanding debt it can be

to the shareholders’ advantage to take on risky

projects which may give large returns, since this

is essentially a gamble using bondholders’

money. Conversely, shareholders may be unwill

ing to provide extra equity capital, even for

sound projects. Thus a company in financial

distress may suffer from a lack of capital expend

iture to renew its machinery and underinvest

ment in research and development. Even if a

company is not in financial distress, it can be
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put into that position by management issuing

large amounts of debt. This devalues the debt

already outstanding, thus transferring value

from bondholders to shareholders. Interesting

examples of this are to be found in leveraged

buyouts (LBOs), perhaps the most famous

being the attempted management buyout of R.

J. R. Nabisco in the 1980s (Burrough and

Helyar, 1990). Top management in R. J. R.

Nabisco were, of course, trying to become richer

by their actions – an extreme example of so

called agency costs, whereby managers do not

act in the shareholders’ interest but seek extra

benefits for themselves.

There is, finally, no simple formula for the

optimum capital structure of a company. A bal

ance has to be struck between the tax advantages

of corporate borrowing (adjusted for the effect of

personal taxation on investors) and the costs of

financial distress. This suggests that companies

with strong, taxable profits and valuable tangible

assets should look towards high debt levels, but

that currently unprofitable companies with in

tangible and risky assets should prefer equity

financing. This approach is compatible with dif

ferences in debt levels between different indus

tries, but fails to explain why the most successful

companies within a particular industry are often

those with low debt. An attempt at an explana

tion for this is a ‘‘pecking order’’ theory (Myers,

1984). Profitable companies generate sufficient

cash to finance the best projects available to

management. These internal funds are preferred

to external financing since issue costs are thus

avoided, financial slack is created, in the form of

cash, marketable securities, and unused debt

capacity, which gives valuable options on future

investment, and the possibly adverse signal of an

equity issue is avoided.
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catastrophe futures and options

Steven V. Mann and Gregory R. Niehaus

Catastrophe futures and options are derivative

securities whose payoffs depend on insurers’

underwriting losses arising from natural catas

trophes (e.g., hurricanes). Specifically, the pay

offs are derived from an underwriting loss ratio

that measures the extent of the US insurance

industry’s catastrophe losses relative to pre

miums earned for policies in some geographical

region over a specified time period. The loss

ratio is multiplied by a notional principal amount

to obtain the dollar payoff for the contract. The

Chicago Board of Trade (CBOT) introduced

national and regional catastrophe insurance

futures contracts and the corresponding options

on futures in 1992.

Insurers/reinsurers can use catastrophe

futures and options to hedge underwriting risk

engendered by catastrophes (Harrington, Mann,

and Niehaus, 1995). For example, when taking a

long position, an insurer implicitly agrees to buy

the loss ratio index at a price equal to the current

futures price. Accordingly, a trader taking a long

catastrophe futures position when the futures

price is 10 percent commits to paying 10 percent

of the notional principal in exchange for the

contract’s settlement price. If the futures loss

ratio equals 15 percent of the notional principal

there is a 5 percent profit. Conversely, if the

settlement price is 5 percent at expiration, the

trader pays 10 percent and receives 5 percent of

the notional principal for a 5 percent loss. The

CBOT catastrophe futures contracts have a no

tional principal of US$25,000.

Prior to the expiry of the contract, the futures

price reflects the market’s expectation of the

futures loss ratio. As catastrophes occur or con

ditions change so as to make their occurrence

more likely (e.g., a shift in regional weather
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patterns), the futures price will increase. Con

versely, if expected underwriting losses from

catastrophes decrease, the futures price will de

crease. Given that the futures price reflects the

futures loss ratio’s expected value, an insurer can

take a long futures position when a contract

begins to trade at a relatively low futures price.

Then, if an unusual level of catastrophe losses

occurs, the settlement price will rise above the

established futures price and the insurer will

profit on the futures position and thus offset its

higher than normal catastrophe losses.

Call and put options on catastrophe futures

contracts are also available. A futures call (put)

option allows the owner to assume a long (short)

position in a futures contact with a futures price

equal to the option’s exercise price. For example,

consider a call option with an exercise price of 40

percent. If the futures price rises above 40 per

cent, the call option can be exercised which

establishes a long futures position with an em

bedded futures price of 40 percent. If the futures

price is less than 40 percent at expiration, the call

option will expire worthless.

Catastrophe futures and options are an in

novative way for insurers to hedge underwriting

risk arising from catastrophes. In essence, the

catastrophe derivatives market is a secondary

market competing with the reinsurance market

for trading underwriting risk.
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commodity futures volatility

Susan J. Crain and Jae Ha Lee

The definition of a commodity (by the Com

modity Futures Trading Commission) includes

all goods, articles, services, rights, and interest in

which contracts for future delivery are dealt.

However, another approach extracts the finan

cial instruments (interest rate, equity, and for

eign currency) leaving those assets more

commonly referred to as commodities the agri

cultural (such as grains and livestock), the metals

(such as copper and platinum), and the energy

(such as crude oil and natural gas). This chapter

deals primarily with the agricultural commod

ities and discusses a few of the factors that have

been investigated as underlying determinants of

commodity futures volatility.

Early studies of commodity futures identified

several factors that have an impact on volatility,

including effects due to contract maturity, con

tract month, seasonality, quantity, and loan rate.

For the contract maturity theory, Samuelson

(1965) suggested that futures contracts close to

maturity exhibit greater volatility than futures

contracts away from maturity. The intuition for

this idea is that contracts far from maturity in

corporate a greater level of uncertainty to be

resolved and therefore react weakly to informa

tion. On the other hand, the nearer contracts

tend to respond more strongly to new informa

tion to achieve the convergence of the expiring

futures contract price to the spot price.

The seasonality theory is also grounded in the

resolution of uncertainty, but is approached by

Anderson and Danthine (1980) in the framework

of the simultaneous determination of an equili

brium in the spot and futures markets based on

supply and demand. As explained by Anderson

(1985), during the production period, supply and

demand uncertainty are progressively resolved as

random variables are realized and publicly ob

served, thus, ex ante variance of futures price is

shown to be high (low) in periods when a rela

tively large (small) amount of uncertainty is re

solved.For agricultural commodities, particularly

the grains, crucial phases of the growing cycle

tend to occur at approximately the same time

each year, leading to a resolution of production

uncertainty that follows a strong seasonal pattern.

Seasonality on the demand side is explained on

the basis of substitute products,which also exhibit

production seasonalities. Under the general

heading of ‘‘seasonality’’ come various studies of

such things as month of the year effect, day of

the week effect, and turn of the year effect.

The contract month effect explained by Milo

nas and Vora (1985) suggests that an old crop

contract should exhibit higher variability than a

new crop contract due to delivery problems

(squeezes) when supply is low.

Quantity and loan rate effects are an artifact

of the government farm programs. The in

volvement in price support and supply control

in the grain market can have an impact on
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volatility as follows. A major component of price

support is the loan, whereby a producer who

participates may obtain a loan at the predeter

mined loan rate ($ per bushel) regardless of the

cash market price. If cash prices do not rise above

the loan rate plus storage and interest costs, the

producer forfeits the grain to the government to

satisfy the loan. As a result, the program tends

to put a floor on the cash and futures price near

the loan rate and thus, as prices decline to the

loan rate level, price volatility should decline.

Additionally, when production and ending in

ventories are relatively large (quantity effect),

the cash and futures prices have a tendency to

be supported by the loan program, and, once

again, volatility should decrease.

Several empirical tests of these hypotheses

have been conducted, of which we will mention

only a few. First, Anderson (1985) tests the sea

sonality and maturity effects theories for 9 com

modities including 5 grains, soybean oil, livestock,

silver, and cocoa. Employing both nonparametric

and parametric tests, he finds that the variance of

futures price changes is not constant and that the

principal predictable factor is seasonality with

maturity effects as a secondary factor. Milonas

(1986) finds evidence of the contract maturity

effect in agriculturals, financials, and metals

markets, which shows that the impact of a vector

of known or unknown variables is progressively

increasing as contract maturity approaches. Gay

and Kim (1987) confirm day of the week and

month of the year effects by analyzing a 29 year

history of the Commodity Research Bureau

(CRB) futures price index. This index is based

on the geometric average of 27 commodities using

prices from all contract maturities of less than 12

months for each commodity. Kenyon et al. (1987)

incorporate four factors into a model to estimate

the volatility of futures prices (seasonal effect,

futures price level effect, quantity effect, and

loan rate effect). Test results of the model in

three grain markets support the loan rate hypoth

esis, while the quantity effect was insignificant.

Once again, seasonality effects are supported.

A paper by Crain and Lee (1996) also study

the impact of government farm programs on

futures volatility. The test period covers 43

years (1950–93) with 13 pieces of legislation

and concentrates on the wheat market. Patterns

of changes in futures and spot price volatility are

linked to major program provision changes, such

as allotments, loan rates, and the conservation

reserve. Three subperiods of distinguishable

volatility magnitudes seem to exist with the

discernible patterns explained as follows. Man

datory allotments contribute to low volatility,

voluntary allotments and low loan rates contrib

ute to higher volatility, and both market driven

loan rates and conservation reserve programs

induce lower levels of volatility. Seasonality is

also confirmed in this study, but the seasonality

effects do not seem to be as important as farm

program impacts. Additionally, there is evidence

of changing seasonality patterns over the 3

defined sub periods. Another issue addressed

concerns the price discovery role of futures

markets. In particular, the wheat futures market

has carried out this role by transferring volatility

to the spot market. This is consistent with pre

vious studies in other markets, such as equity,

interest rate, and foreign exchange markets.

Also, there is some evidence that the causal

relationship has been affected by the farm pro

grams. Although this chapter has mentioned

only a few of the many studies done in common

market volatility, we have tried to address some

of the major issues recognised in the literature.

Bibliography

Anderson, R. W. (1985). Some determinants of the vola-

tility of futures prices. Journal of Futures Markets, 5,

331 48.

Anderson, R. W., and Danthine, J. P. (1980). The time

pattern of hedging and the volatility of futures prices.

Center for the Study of Futures Markets CSFM

Working Paper Series 7.

Crain, S. J., and Lee, J. H. (1996). Volatility in wheat spot

and futures markets, 1950 1993: Government farm

programs, seasonality, and causality. Journal of

Finance, 51, 325 43.

Gay, G. D., and Kim, T. (1987). An investigation into

seasonality in the futures market. Journal of Futures

Markets, 7, 169 81.

Kenyon,D.,Kling,K., Jordan, J., Seale,W., andMcCabe,

N. (1987). Factors affecting agricultural futures price

variance. Journal of Futures Markets, 7, 169 81.

Milonas, N. T. (1986). Price variability and the maturity

effect in futures markets. Journal of Futures Markets, 6,

443 60.

Milonas, N. T., and Vora, A. (1985). Sources of non-

stationarity in cash and futures prices. Review of Re

search in Futures Markets, 4, 314 26.

Samuelson, P. A. (1965). Proof that properly anticipated

prices fluctuate randomly. Industrial Management

Review, 6, 41 9 .

commodity futures volatility 19



conditional CAPM

see portfol io theory and asset pr ic ing

conditional performance evaluation

Heber Farnsworth

Conditional performance evaluation refers to

the measurement of performance of a managed

portfolio taking into account the information

that was available to investors at the time the

returns were generated. An example of an un

conditional measure is Jensen’s alpha based on

the capital asset pricing model (CAPM). Uncon

ditional measures may assign superior perform

ance to managers who form dynamic strategies

using publicly available information. Since any

investor could have done the same (because the

information is public) it is undesirable to label

this as superior performance. In addition, the

distribution of returns on assets which managers

invest in is known to change as the public infor

mation changes.

Recent empirical work has found that incorpo

rating public information variables such as divi

dend yields and interest rates is important in

explaining expected returns. Conditional per

formance evaluation brings these insights to the

portfolio performance problem. For instance,

Ferson and Schadt (1996) assume that the beta

conditional on a vector Zt 1 of information vari

ables has a linear functional form:

bp(Zt 1) ¼ b0,p þ B
0

pzt 1

where zt 1 is a vector of deviations of Zt 1 from

its mean vector. The coefficient b0, p is an

average beta, and the vector Bp measures the

response of the conditional beta to the informa

tion variables.

Applying this model of conditional beta to

Jensen’s alpha regression equation yields the

following model for conditional performance

evaluation:

rp,t ¼ ap þ b0,prb,t þ B
0

p(zt 1rb,t)þ et

where the ap can now be interpreted as a condi

tional alpha. Ferson and Schadt find that the

inclusion of conditioning information changes

inferences slightly in that the distribution of

alphas seems to shift to the right, the region of

superior performance. This can be easily

extended to the case of a model with multiple

factors (perhaps motivated by the APT) by in

cluding the cross products of each benchmark

with the information variables.

Christopherson, Ferson, and Glassman (1996)

make the additional extension of allowing the

conditional alpha to vary with the information

variables. They model alpha as a linear function

of zt 1

ap(Zt 1) ¼ a0,p þ A
0

pzt 1

which generates the modified model

rp; t ¼ a0; p þA
0

pzt 1 þ b0; prb; t þB
0

p(zt 1rb; t)þ �t

They find that conditional models seem to have

more power to detect persistence of performance

relative to unconditional models.

Chen and Knez (1996) extend the theory of

performance evaluation to the case of general

asset pricing models. Modern asset pricing

theory identifies models on the basis of the sto

chastic discount factors (SDFs) which they

imply. For any asset pricing model, the SDF

is a scalar random variable mtþ1 such that for

any claim which provides a (random) time t þ 1

payoff of Vtþ1 the price of the claim at time t is

given by

pt ¼ E(mtþ1Vtþ1jVt) ¼ 1

where t is the public information set at time t.
Suppose that there are N assets available to

investors and that prices are non zero. Since

mtþ1 is the same for all assets we have that

E(mmþ1Rtþ1jVt) ¼ 1

where Rtþ1 is the vector of primitive asset gross

returns (payoffs divided by price) and 1 is an

N vector of ones.

Let Rp denote the gross return on a portfolio

formed of the primitive assets. Rp may be ex

pressed as x0R where x is a vector of portfolio

weights. These weights may change over time
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according to the information available to the

person who manages the portfolio. Suppose

that this person has only public information.

Then we can write x(Vt) to indicate this depend

ence on the public information set. Such a port

folio must satisfy

E(mtþ1x(Vt)
0Rtþ1jVt) ¼ x(Vt)

01 ¼ 1

since x depends only on Vt and the elements of x
sum to one.

Since performance evaluation is involved with

identifying managers who form portfolios using

superior information (which is not in Vt at time t)
it is natural to speak of abnormal performance as

a situation in which the above does not hold. In

particular, define the alpha of a fund as

ap; t � E(mtþ1Rp; tþ1jVt)� 1

If we choose predetermined information vari

ables Zt 1 as above and assume that these vari

ables are in Vt 1, we can apply the law of iterated

expectations to both sides of the above equation

to obtain a conditional alpha measure of per

formance. Unconditional performance evalu

ation amounts to taking the unconditional

expectation.

Farnsworth et al. (1996) empirically investi

gate several conditional and unconditional for

mulations of mtþ1, including an SDF version of

the CAPM, various versions of multifactor

models where the factors are specified to be

economic variables, the numeraire portfolio of

Long (1990), and a primitive efficient SDF

which is the payoff on a portfolio which is con

structed to be mean–variance efficient (this case

is also examined in Chen and Knez, 1996). Their

results showed that inferences based on the SDF

formulation of the CAPM differ from those

obtained using Jensen’s alpha approach even

though the same market index was used.

Whether these results show that the SDF

framework is superior is still an open question.

Future research should try to determine if SDF

models are better at pricing portfolios which are

known to use only public information. If they do

not, then another reason must be found for the

difference. It does appear that inclusion of con

ditioning information sharpens inferences on

performance. Future work may help determine

what information specifically should be included

in order to perform conditional performance

evaluation.
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consolidation

David P. Newton

Because of their separate legal status, a parent

company and its subsidiaries keep independent

accounts and prepare separate financial state

ments. However, investors are interested in the

financial performance of the combined group

and so this is reported as the group’s ‘‘consoli

dated’’ or ‘‘group’’ financial statements, which

present the financial accounts as if they were

from a single company.

Companies within a group often do business

with one another. Raw materials and finished

goods may be bought and sold between com

panies in a group; cash may also be lent by the

parent company in order to finance operations or

capital investments. These transactions appear

in the financial accounts of both parties but need

to be eliminated in the consolidated accounts; if

not, then the combined companies would appear

to have been carrying on more business than was

actually the case. For example, suppose a sub

sidiary is lent US$1 million by its parent via a

note payable. The balance sheets of the two

companies would contain these lines:
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Parent company Subsidiary company

Balance sheet Balance sheet

Assets Liabilities

Notes receivable Notes payable

US$1 m US$1 m

In forming the consolidated accounts, these

transactions would be entered for elimination

on a work sheet in some fashion, such as the

following:

Notes payable (subsidiary) US $1m

Notes receivable (parent) US $1m

to eliminate inter company receivable and pay

able.

A parent company need not own 100 percent

of a subsidiary in order to maintain control of it.

In acquiring a new subsidiary company, the

parent need only obtain more than half of the

voting stock of the acquired company. The

parent then has what is called a majority interest

while the other owners have a minority interest.

Elimination in the consolidated accounts is then

carried out in proportion to ownership. This can

be illustrated as follows for the balance sheet:

Predator company buys 80 percent of Prey com

pany (as voting shares of stock)

Predator has US$1,000,000 of stock and

US$800,000 of retained earnings

Prey has US$100,000 of stock and US$50,000 of

retained earnings

Predator records the acquisition as:

Investment in prey US$120,000

Cash US$120,000

to record the acquisition of 80 percent of Prey.

The eliminations needed in preparing the con

solidated accounts could be achieved as shown in

table 1.

The minority interest is recorded as shown in

table 2.

Thus, the controlling stockholders of the

combined companies have US$1,800,000 of

equity and outside stockholders of the prey sub

sidiary have US$30,000 of equity.

Table 1 Preparing consolidated accounts

Predator Prey Debit Credit Consolidated

Cash $250,000 $20,000 $270,000

Accounts receivable $500,000 $20,000 $520,000

Inventories $730,000 $30,000 $760,000

Investment in acquired company $120,000 $120,000

Property, plant and equipment $1,700,000 $180,000 $1,880,000

$3,300,000 $250,000 $120,000 $3,430,000

Accounts payable $300,000 $50,000 $350,000

Bonds payable $1,200,000 $50,000 $1,250,000

Common stock of acquiring company $1,000,000 $1,000,000

Common stock of acquired company $100,000 $80,000

$20,000

Retained earnings of acquiring company $800,000 $800,000

Retained earnings of acquired company $50,000 $40,000

$10,000

Minority interest in acquired company $30,000 $30,000

$3,300,000 $250,000 $150,000 $30,000 $3,430,000

Table 2 Recording of minority interest

Shareholders’ equity

Minority interest in prey $30,000

Common stock $1,000,000

Retained earnings $800,000

$1,830,000
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If a subsidiary is formed by acquisition, this

can be treated in the stockholders’ books by two

alternative accounting methods, called purchase

and pooling of interests. The purchase method

requires the assets of the acquired company to be

reported in the books of the acquiring company

at their fair market value. The price actually paid

will often be greater than the fair market value of

the assets of the acquired company, since the

value of the company lies in its trading capabil

ity, not simply in the resale value of its fixed

assets. Therefore, the financial accounting quan

tity called goodwill is created, equal to the excess

of the purchase price over the sum of the fair

market values of the assets acquired. Goodwill

can be amortized over a period of years (this does

not mean that the tax authorities in a particular

country will allow tax deductions on these

amortization expenses). In contrast, using

pooling of interests, no goodwill is created and

the assets of both companies are combined in

new books at the same values as recorded in

their separate books; the total recorded assets

and the total equity are unchanged.

It is useful to know what differences arise

from the use of these alternative financial ac

counting treatments. In purchase accounting,

amortization of goodwill reduces income shown

on the stockholders’ books. Also, the assets of

the acquired company are put on the stockhold

ers’ books at the fair market value. Depreciation

expense is increased, again lowering the income

reported compared with pooling. However, the

cash flows on acquisition are not affected by the

choice of financial accounting method and so

neither the net present value of the acquisition

nor taxes are affected.

consumption CAPM

see portfol io theory and asset pr ic ing

contingent claims

Suresh Deman

A contingent claims market can be understood

by comparing it with betting in a horse race. The

state of the world corresponds to how the various

horses will place, and a claim corresponds to a

bet that a horse will win. If your horse comes in,

you get paid in proportion to the number of

tickets you purchased. But ex ante you do not

know which state of the world will occur. The

only way to guarantee payment in all states of the

world is to bet on all the horses.

The state preference model is an alternative

way of modeling decision under uncertainty.

Consumers trade contingent claims, which are

rights to consumption, if and only if a particular

state of the world occurs. In the insurance case,

in one state of the world the consumer suffers a

loss and in the other, they do not; however, ex
ante they do not know which state will occur, but

want to be sure to have consumption goods

available in each state.

In a corporate context, Deman (1994) identi

fied basically two theories of takeovers: (1)

agency theory , and (2) incomplete contin

gent claims market. The latter theory hypothe

sizes that takeovers result from the lack of a

complete state contingent claims market. The

main argument can be summarized briefly. If

complete state contingent claims markets exist,

then shareholders’ valuations of any state distri

bution of returns are identical (because of one

price for every state contingent claim) and

hence, they agree on a value maximizing pro

duction plan. However, in the absence of com

plete state contingent claims markets, any

change in technologies (i.e., a change in the

state distribution of payoffs) is not, in general,

valued identically by all shareholders. Thus,

majority support for such a change in plan may

be lacking. Takeover is a contingent contract

which enables a simultaneous change in tech

nologies and portfolio holdings.

Merton (1990) describes some commercial

examples of contingent claims which include

futures and options contracts based on commod

ities, stock indices, interest rates, and exchange

rates, etc. Other examples are Arrow–Debreu

(AW) securities, which play a crucial role in

general equilibrium theory (GE), and options.

Under AW conditions, the pricing of contingent

claims is closely related to the optimal solutions

to portfolio planning problems. Thus, contin

gent claims analysis (CCA) plays a central

role in achieving its results by integrating the
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option pricing theory with the optimal portfolio

planning problem of agents under uncertainty.

One of the salient features of CCA is that

many of its valuation formulae are by and large

or completely independent of agents’ prefer

ences and expected returns, which are some

times referred to as risk neutral valuation

relationships. Contributions to CCA have

adopted both continuous and multiperiod dis

crete time models. However, most of them are

dominated by continuous time, using a wide

range of sophisticated mathematical techniques

of stochastic calculus and martingale theory.

There are several other facets of contingent

claims, such as the option price theory of Black

and Scholes (1973) and Merton (1977), general

equilibrium and pricing by arbitrage illustrated

in Cox, Ingersoll, and Ross (1981), and transac

tion costs in Harrison and Kreps (1979). CCA,

from its origin in option pricing and valuation of

corporate liabilities, has become one of the most

powerful analysis tools of intertemporal GE

theory under uncertainty.
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convenience yields

Milan Lehocky

The notion of convenience yields was first intro

duced by Kaldor (1939) as the value of physical

goods, held in inventories resulting from their

inherent consumption use, which accrues only to

the owner of the physical commodity and must

be deducted from carrying costs. Similarly,

Brennan and Schwartz (1985) define the con

venience yield as the flow of services that accrues

to an owner of the physical commodity but not to

an owner of a contract for future delivery of the

commodity. These benefits of holding physical

stocks often stem from local shortages, and the

ability to keep the production process running

(Cho and McDougall, 1990). Working (1949)

showed that the convenience yield can assume

various levels over time, especially for seasonal

commodities like wheat. He argued that when

inventory levels are high the convenience de

rived from holding an additional unit of the

physical good is small and can be zero or even

negative. On the other hand, when inventory

levels are low, the convenience yield can be

significant.

The notion of convenience yields has become

an integral part in explaining the term structure

of commodity futures prices. The risk premium

theory as advanced by Keynes (1923), Hicks

(1938), and Cootner (1960) relates futures prices

to anticipated future spot prices, arguing that

speculators bear risks and must be compensated

for their risk bearing services in the form of a

discount (normal backwardation). The theory of

storage as proposed by Kaldor (1939), Working

(1948, 1949), Telser (1958), and Brennan (1958)

postulates that the return from purchasing a

commodity at time t and selling it forward for

delivery at time T, should be equal to the cost of

storage (interest forgone, warehousing costs, in

surance) minus a convenience yield. In absolute

values this relationship can formally be ex

pressed as:

F(S, t, T) ¼ Ser(T t) þ wT t � dT t (1)

where Ser(T t) is the current spot compounded

at the risk free rate, wT t is storage costs, and

dT t is the convenience yield.

An alternative expression for the futures price

can be obtained by stating the storage costs and

convenience yield as a constant proportion per

unit of the underlying commodity:

F(S, t, T) ¼ Se(rþw d)(T t) (2)
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In contrast to Keynes’s risk premium theory, the

theory of storage postulates an intertemporal

relationship between spot and futures prices

which could be referred to as ‘‘normal con

tango.’’ Abstracting from the convenience

yield, the futures price would be an upwardly

biased estimator of the spot price. In this case

storers would be compensated for holding

the commodity in their elevators. However, the

theory of storage predicts that the higher the

possibility of shortages in the respective com

modity, the higher the convenience yield will be,

and positive amounts of the commodity will be

stored even if the commodity could be sold for

higher spot prices. This observation is referred

to as inverse carrying charge (Working, 1948).

Both theories have been subject to empirical

studies. Empirical studies of Keynes’s risk pre

mium theory have been ambiguous. Evidence

supporting the risk premium theory has been

found by Houthakker (1961, 1968, 1982), Coot

ner (1960), and Bodie and Rosansky (1980).

However, Telser (1958) and Dusak (1973)

could not find evidence of a systematic risk pre

mium in commodity markets. Early attempts to

test the theory of storage were conducted by

Telser (1958) and Brennan (1958) relating in

ventory data to convenience yields for several

commodities. These ‘‘direct tests’’ suffer from

the difficulty of obtaining, defining, and mea

suring inventory data. Fama and French (1987)

propose ‘‘indirect test’’ strategies, building on

the variation of differences in spot and futures

prices (the basis). The logic of the indirect

testing methodology is based on the proposition

that when inventories are low (i.e., the conveni

ence yield is high, negative basis) demand shocks

for the commodity produce small changes in

inventories, but large changes in the convenience

yield and the interest adjusted basis. In this case,

following Samuelson’s (1965) proposition, the

spot prices should change more than futures

prices and the basis should exhibit more vari

ability than when inventory levels are high.

Hence, negative carry is associated with low

inventory levels. Alternatively, if the variation

of spot and futures prices is nearly equal when

the basis is positive, it can be concluded that

positive carrying costs are associated with high

inventory levels. This reasoning should hold in

particular for commodities with significant per

unit storage costs. Fama and French (1987) find

significantly differing basis standard deviations

across the 21 commodity groups studied. Basis

variability is highest for commodities with sig

nificant per unit storage costs (wood and animal

products) and lowest for precious metals. This

finding is consistent with the theory of storage.

More recent studies of the intertemporal rela

tionship of futures prices incorporating conveni

ence yields have been carried out in the context

of pricing contingent claims by arbitrage. The

most prominent authors to apply continuous

time stochastic models to the pricing of com

modity contingent claims are Brennan and

Schwartz (1985), Gibson and Schwartz (1990a,

1990b, 1991), Brennan (1991), Gabillon (1991),

and Garbade (1993). Typically, the analysis

starts off by assuming an exogenously given geo

metric Brownian motion process for the spot

price relative changes of the commodity:

dS

S
¼ m dt þ sS dzS (3)

where sS is the instantaneous standard deviation

of the spot price, m is the expected drift of the

spot price over time, and dzS is the increment of

a Wiener process with zero mean and unit vari

ance. Further assuming a constant deterministic

relationship between the spot price and the con

venience yield (net of cost of carry) d(S) ¼ dS,

Brennan and Schwartz (1985) employ a simple

arbitrage argument in order to derive a partial

differential equation which must be satisfied by

the futures price:

(r � d)SFS � Ft þ
1

2
FSSs2

SS
2 ¼ 0 (4)

where subscripts denote partial derivatives and

with the futures price at maturity satisfying the

boundary condition F(S,0) ¼ S. One possible

solution to this partial differential equation is

the well known relationship between the futures

and spot price as mentioned above:

F(S, d, t) ¼ Se(r d)t (5)

where t denotes the time to maturity of the

futures contract and d denotes the convenience

yield net of storage costs. Note that equation (5)
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is independent of the stochastic process of the

spot price. From a theoretical point of view the

derivation of the futures price under the con

stant and deterministic convenience yield as

sumption is associated with the problem that

only parallel shifts in the term structure can be

modeled, since both spot and futures prices in

equation (5) have equal variance. This is incon

sistent with Samuelson’s (1965) proposition of

decreasing volatility of futures prices over time

to delivery or settlement.

Brennan (1991) estimates and tests alternative

functions and stochastic processes for conveni

ence yield and its dependence on price and time.

Both Brennan (1991) and Gibson and Schwartz

(1990a, 1991) present stochastic two factor

models of the term structure of commodity and

oil futures prices respectively, incorporating an

‘‘autonomous’’ stochastic process for the con

venience yield. The process governing the

convenience yield changes is modeled as an

Ornstein Uhlenbeck process with Gaussian

variance. An analysis of the time series properties

of the convenience yields is presented in Gibson

and Schwartz (1991), who find support for a

mean reverting pattern in the convenience yield

series. The system of stochastic processes can

then be represented by the following equations:

dS

S
¼ m dt þ sS dzS (6a)

dd ¼ k(d̂d� d) dt þ sd dzd (6b)

with dzsdzd ¼ rdt, where r denotes the correla

tion coefficient between the increments of the

two stochastic processes, k is the speed of adjust

ment, and d̂d denotes the long run mean of the

convenience yield process.

Abstracting from interest rate uncertainty and

applying Ito’s lemma, it can be shown that under

the same arbitrage assumptions made in the one

factor model the futures price must satisfy the

following partial differential equation:

1

2
FSSS

2s2
S þ

1

2
Fdds2

b þ FSdSrsSsd þ FS(r� d)

þ Fd k(d̂d� d)� lsd
h i

� Ft ¼ 0 (7)

subject to the boundary condition F(S,d,0) ¼ S,

where l denotes the market price per unit of

convenience yield risk. Gibson and Schwartz

(1990a, 1990b) solve this partial differential

equation numerically and obtain values for

crude oil futures and futures options under the

appropriate boundary conditions. Both Brennan

(1991) and Gibson and Schwartz (1990) report

that the accuracy of commodity futures pricing

relative to the simple continuous compounding

model can be enhanced by adding a mean

reverting convenience yield as a second stochas

tic variable. Although the Brennan and Gibson

and Schwartz models are consistent with

Samuelson’s decreasing volatility pattern, the

convenience yield is specified independently

of the spot price of oil, which implies that al

though the spot price of oil is stable, the conveni

ence yield tends to a long run mean level. Based

on this critical remark, Gabillon (1991) proposes

an alternative two state variable stochastic

model, where the system of stochastic processes

consists of the current spot price of oil and the

long term price of oil. Gabillon uses the ratio of

current spot price to long term price and time to

maturity in order to determine the convenience

yield level. According to this model, the current

term structure of futures prices depends on

the relative level of the spot price. Garbade

(1993) presents an alternative two factor arbi

trage free model of the term structure of crude

oil futures prices, with the term structure

fluctuating around some ‘‘normal shape’’ in a

mean reverting manner, abstracting from the

convenience yield.

More empirical and theoretical work is neces

sary in order to shed light on the relative pricing

efficiency of alternative models of the term

structure of commodity futures prices. In par

ticular, shortcomings in the appropriate model

ing of the convenience yield process and its

distributional properties, as well as its relation

to the spot price of oil, are still unresolved.

Moreover, current research has not addressed

problems associated with the assumption of

constant spot price volatilities and interest

rates. The assumption of constant interest rates

might not be warranted, especially in the long

run. Potential corporate finance applications

have been discussed by Gibson and Schwartz

(1991) in the case of long term oil linked

bonds. Other useful applications might concern

the valuation of long term delivery contracts and
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the hedging of such commitments with respect

to both price and convenience yield risk.
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convertibles

Chris Veld

A convertible is a bond with an option for the

holder to exchange the bond into ‘‘new’’ shares

of common stock of the issuing company under

specified terms and conditions. These include

the conversion period and the conversion ratio.

The conversion period is the period during

which the bond may be converted into shares.

The conversion ratio is the number of shares

received per convertible. The conversion price,

which is the effective price paid for the common

stock, is the ratio of the face value of the con

vertible and the conversion ratio. Convertibles

almost always have a call provision built in.

Special types of convertibles are mandatory

convertible bonds, exchangeable bonds, and

LYONS.

A convertible is much like a bond with a

warrant attached. However, this concept is not

very useful for valuation purposes. An important

problem is that the exercise price of the warrant

(the conversion price) is paid by surrendering

the accompanying bond. Therefore the exercise

price changes through time. The fact that most

convertibles are callable creates another valu

ation problem. Brennan and Schwartz (1980)

have developed a model which takes all these

factors into account.

Motives for the issuance of convertibles can

be divided into traditional and modern. Trad

itional motives are that convertibles are (1) a
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deferred sale of stock at an attractive price and

(2) a cheap form of capital (Brigham, 1966).

These motives are criticized by Brennan and

Schwartz (1988). The first motive is based on

the fact that normally the conversion price is

above the market price of the underlying stock

at the issuance date. However, the conversion

price should in fact be compared to the under

lying stock price at the exercise date. If the

underlying stock price is higher than the conver

sion price, the company suffers an opportunity

loss. If it is lower than the conversion price,

the conversion right will not be exercised. The

second motive is based on the fact that the

coupon rate of a convertible is lower than

the coupon rate of an ordinary bond. However,

if the cost of the conversion right is taken into

account it can be demonstrated that the cost of

convertibles is relatively high (for a numerical

example, see Veld, 1992). The cost of convert

ibles is neither a reason to issue, nor a reason to

refrain from issuing convertibles. Its cost is just

an adequate compensation for the risk involved

in its investment.

Modigliani and Miller have demonstrated

that in perfect markets the financing decision

of the firm is irrelevant for its market value.

Therefore, modern motives for the issuance of

convertibles are based on market imperfections.

Brennan and Schwartz (1988) argue that con

vertibles are relatively insensitive to the risk of

the issuing company. If the risk increases, the

value of the bond part decreases, but the value of

the warrant part increases, because the value of a

warrant is an increasing function of the volati

lity. This makes it easier for bond issuers and

purchasers to come to terms when they disagree

about the riskiness of the firm. Because of the

insensitivity towards risk, convertibles may

result in lower agency costs between share and

bondholders. Bondholders are less concerned

about the possibility that shareholders attract

risky projects. Because of their conversion right

they also participate in the value created if risky

projects are undertaken (Green, 1984). Other

motives, based on imperfections, include the

reduction of flotation costs compared to the

case where the firm raises debt now and equity

later, and the possibility to ‘‘polish’’ the com

pany’s financial accounts by recording the con

vertible as debt on the balance sheet (Veld,

1992).

With regard to the optimal moment to call

convertibles, Ingersoll (1977) has demonstrated

that this moment occurs when the conversion

value (the value of the common stock to be

received in the conversion exchange) equals the

call price. However, in an empirical study he

finds that in practice the calls show a delay. On

average the conversion value of the bonds was

43.9 percent above the call price.

Exchangeable Bonds

An exchangeable bond may be converted into

existing shares of the same or an alternative

company. It is much like a convertible, except

that in a convertible, the bond may be converted

into ‘‘new’’ shares. Analogously, the conversion

right of an exchangeable bond is equivalent to a

covered warrant. An example of a large issue of

exchangeable debt is the IBM US$300 million

offering in January 1986, which is convertible

into the common stock of Intel Corporation. An

analysis of exchangeable debt is made by Ghosh,

Varma, and Woolridge (1990).

LYONS

Liquid yield option notes (LYONS) are zero

coupon, callable, puttable convertibles. This se

curity was created by Merrill Lynch in 1985. It

was first issued by Waste Management Inc. in

spring 1985. A number of subsequent issues

were made in the United States. McConnell

and Schwartz (1986) have developed a valuation

model, which takes all the above mentioned

characteristics of LYONS into account.

Mandatory Convertible Bonds

Mandatory convertible bonds are convertibles

which may be converted during the conversion

period and which are automatically converted at

the end of the conversion period.
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corporate governance

Gerald T. Garvey

The firm is a nexus of contracts, and the corpor

ation is a firm whose equity claims have limited

liability and are generally traded on liquid

markets. Corporate governance refers to the

rules, procedures, and administration of the

firm’s contracts with its shareholders, creditors,

employees, suppliers, customers, and sovereign

governments. Governance is legally vested in a

board of directors who have a fiduciary duty to

serve the interests of the corporation rather than

their own interests or those of the firm’s man

agement (see Clark, 1985).

The apparent simplicity of this description

disguises two key problems which have stimu

lated most popular and academic interest in cor

porate governance. First, what exactly is meant

by the interests of the corporation, given that a

corporation is not an individual? Second, the

courts’ ability to enforce the vague notion of

fiduciary duty is limited at best (Romano,

1991). What other forces exist to motivate self

interested directors and managers to serve cor

porate interests?

One way in which financial economists have

answered both questions is to maintain that cor

porate interests are identical to the wealth of

shareholders, and that directors and managers

are motivated to serve these interests by incen

tive pay, by their own shareholdings and reputa

tional concerns, and by the threat of takeover.

This approach must, however, be supplemented

by the recognition that in some firms the costs

and benefits of corporate decisions are also borne

by parties such as creditors and long term em

ployees. We conclude that the most promising

areas for further research are based on the recog

nition that the optimal governance structure

varies widely across corporations, depending on

the relative importance of these various claims

on its cash flows (for a more extensive survey, see

Garvey and Swan, 1994).

Governance and Performance

The question of most immediate relevance to

researchers and commentators is how govern

ance affects firm performance and, in particular,

whether firms perform better when sharehold

ers’ interests are likely to be dominant. Such

firms are identified in the empirical literature

either by the proportion of outsiders who serve

on the board of directors, or by the linkage

between chief executive officer (CEO) wealth

and the wealth of shareholders. Evidence on

the role of outside board members is provided

by Rosenstein and Wyatt (1990), who find that

the appointment of outsiders to the board is

associated with a stock price increase, and by

Weisbach (1988), who finds that outsider dom

inated boards are more likely to dismiss the CEO

for poor share price performance. Evidence on

the performance effects of CEO incentives can

be found in DeFusco, Johnson, and Zorn (1990),

who document an increase in the share price of

firms which introduce stock option or ownership

plans, and in McConnell and Servaes (1990),

who find a positive relationship between the

percentage of shares owned by managers and

board members and firms’ market to book

values.

This type of evidence is not as useful as it

might appear. In particular, it does not establish

that firms should increase outside board mem

bership or CEO incentive pay as advocated by

the American Law Institute (1982). First, an

increase in the stock price could be driven by

wealth transfers rather than efficiency gains.

Indeed, DeFusco, Johnson, and Zorn (1990)

found that the increase in share price was also

associated with a decline in the value of the

firm’s outstanding debt. Second, even if the

share price were a reliable guide to performance,
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compensation and board structures are not

chosen randomly as required by the performance

studies. A recent study by Agrawal and Knoeber

(1994) attempts to account for the endogeneity

of compensation and board structure, and comes

to the provocative conclusion that many firms

have too many rather than too few outside

members on their boards. To disentangle these

effects, we need to understand more about the

effects of various governance mechanisms and

how they relate to a firm’s unique environment

and strategies.

Governance and Behavior

A less obvious but arguably more useful research

strategy is to examine how different governance

mechanisms affect the firm’s behavior rather

than its performance. While this approach

cannot tell us whether actions such as the dis

missal of a CEO or rejection of a takeover bid are

optimal for the firm in question, it is an essential

input into any understanding of optimal govern

ance structures.

The most robust finding is that changes in

control due to takeover or insolvency bring dra

matic changes in firm personnel and strategy.

Gilson and Vetsuypens (1993) document that

CEO and board member turnover increases rad

ically in the event the firm goes into financial

distress. Martin and McConnell (1991) present

similar findings for a hostile takeover. These

findings suggest if nothing else that incumbent

managers and board members will take steps to

avoid takeover or insolvency, either by increas

ing the firm’s cash flows or by some less pro

ductive avenue.

The importance of the takeover threat

depends not only on the slack to be found in

the target firm, but also on the premium that

must be paid by a bidder. Grossman and Hart

(1980) show that collective choice problems bet

ween target shareholders can greatly increase

this premium, thereby deterring many take

overs. Stulz, Walkling, and Song (1990) find

evidence that the severity of this problem differs

across firms, and is mitigated when a firm’s

shares are concentrated in the hands of financial

institutions. Brickley, Lease, and Smith’s (1994)

study of voting on anti takeover amendments

provides further evidence of the rich differences

that exist between firms. They find that only

those institutional shareholders who have no

obvious business ties to the firm are willing to

oppose management sponsored anti takeover

amendments. Such heterogeneity leads naturally

to our final question: How are these differences

adapted to the different environments of firms?

Governance Structures and

Environments

Governance mechanisms are not cost free. Any

party who would oversee management must bear

the direct costs of monitoring and the indirect

costs of bearing firm risk. Demsetz and Lehn

(1985) were the first to explicitly recognize these

costs and ask how governance characteristics

vary with the attributes of each firm’s environ

ment. They found that shareholdings were less

concentrated in larger firms, in regulated firms,

and in firms whose profits were more predict

able. Garen (1994) finds that such firms also

tend to exhibit less incentive pay for the CEO,

because the benefits of oversight and incentive

alignment are smaller relative to their costs for

such firms.

Areas for Further Research

The ambiguous results of the performance stud

ies summarized above suggest that corporate per

formance cannot be reliably increased simply by

adding outsiders to the board of directors or by

increasing the CEO’s stockholdings. Future re

search efforts arebetterdevoted tounderstanding

why and how governance structures differ across

firms. Studies such as Kaplan (1994) provide

useful evidence on how Japanese and German

firms differ from their US counterparts. Other

differences that merit further study include the

liquidityof the stockmarket (Bhide, 1993) and the

importance of employee claims on the firm’s

future cash flows (Garvey and Swan, 1992).
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corporate takeover language

Suresh Deman

The word takeover is used as a generic term to

refer to any acquisition through a tender offer. It

is a straightforward transaction in which two

firms decide to combine their assets either in a

friendly or unfriendly manner under established

legal procedures.

A friendly takeover is sometimes referred to as

a merger or synergistic takeover; it occurs when

an acquiring firm (referred to as the bidder or

raider) and a target firm agree to combine their

businesses to realize the benefits. Synergistic

gains can accrue to the corporation from consoli

dation of research and development labs or of

market networks. Merger proposals require the

approval of the managers (board of directors) of

the target corporation.

Hostile takeovers are also called disciplinary

takeovers in the literature. The purpose of

such takeovers seems to be to correct the non

value maximizing practices of managers of the

target corporations. Takeover proposals do not

need the approval of the managers of the target

corporation. In fact, they are made directly to the

shareholders of the target.

A tender offer is an offer by a bidder or raider

directly to shareholders to buy some or all of

their shares for a specified price during a speci

fied time. Unlike merger proposals, any tender

offers for takeovers are made and successfully

executed over the expressed objections of the

target management.

Prior to the 1960s, the so called intra firm
tender offer was used exclusively to acquire

shares in the issuer’s repurchase program. The

separation of ownership and control in large cor

porations led to the development of the inter
firm tender offer as an important vehicle and

became a popular mechanism for transfer of

ownership.

An any or all tender offer is where the bidder

or raider will buy any tendered shares of the

target corporation as long as the conditions of

minimum number of tendered shares are met to

insure majority control after the offer.

In a conditional tender offer the raider speci

fies a maximum number of shares to be pur

chased in addition to the minimum required.
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If the bid is oversubscribed, the tendered share

becomes subject to pro rationing. This tender

offer is further subdivided into two tier negoti

ated, non negotiated, and partial tender offers.

A two tier tender offer is a takeover offer that

provides a cash and non cash price in two steps.

In the first step, there is a cash price offer for

sufficient shares to obtain control of the corpora

tion, then in the second step, a lower non cash

(securities) price is offered for the remaining

shares.

A pure partial tender offer is defined as one in

which there is no announced second tier offer

during the tender offer and no clean up merger

or tender offer closely following the execution of

the tender offer. Partial offers are commonly

used for less than 50 percent control of owner

ship in the corporation.

In a negotiated two tier tender offer the bidder

or raider, at the time of the first tier offer, agrees

with target management on the terms of the

subsequent merger. By contrast, in a non negoti
ated two tier tender offer no terms are agreed to

at the time of the original offer for control of the

corporation. This lies between the pure partial

offer and non negotiated two tier tender offer.

The raider or bidder is the person(s) or cor

poration who identifies the potential target and

attempts to take over. The target is the potential

corporation at which the takeover attempt is

directed.

If the number of shares tendered in a takeover

bid are more than required by their conditional

offer (i.e., if the bid is oversubscribed) then the

raider will buy the same proportion of shares

from everyone who tendered; this is known as

pro rationing.

The dilution factor is the extent to which the

value of minority shareholders is diluted after

the takeover of a corporation. It is prohibited by

the Securities and Exchange Commission. But it

is argued that it is necessary to create a diver

gence between the value of the target corpora

tion to its shareholders and the value to the

raider or the bidder to overcome the free rider

problem.

The crown jewel is the most valued asset held

by an acquisition target, and divestiture of this

asset is frequently a sufficient defense to dis

courage takeover of the corporation.

A fair price amendment requires supermajority

approval of non uniform, or two tier, tender

offers. Takeover bids not approved by the

board of directors can be avoided by a uniform

bid for less than all outstanding shares (if the bid

is oversubscribed, it is subjected to pro

rationing).

Golden parachutes are provisions in the em

ployment contracts of top level executives that

provide for severance pay or other compensation

should they lose their job as a result of a hostile

takeover.

Greenmail is the premium paid by a targeted

company to a raider or bidder in exchange for

their acquired shares of the targeted company.

Leveraged buyout is the purchase of publicly

owned company stock by the incumbent man

agement with a portion of the purchase price

financed by outside investors. The company is

delisted and public trading in the stock ceases.

A lockup defense gives a friendly party (i.e.,

white knight) the right to purchase assets of

the corporation, in particular the crown jewel,

thus discouraging a takeover attempt by the

raider.

The term maiden is sometimes used to refer to

the company at which the takeover is directed by

the raider or bidder (i.e., target).

A poison pill is used as a takeover defense by

the incumbent management; it gives stockhold

ers other than those involved in a hostile take

over the right to purchase securities at a very

favorable price in the event of a takeover bid.

A proxy contest involves the solicitation of

stockholder votes generally for the purpose of

electing a slate of directors in competition with

the current directors to change the composition.

Shark repellant is an anti takeover corporate

charter amendment such as staggered terms for

directors, supermajority requirement for ap

proving merger, or mandate that bidders pay

the same price for all shares in a buyout.

A standstill agreement is a contract in which a

raider or corporation agrees to limit its holdings

in the target corporation and not make a takeover

attempt.

A successful raider who, once the target is

acquired, sells off some of the assets of the target

company to destroy its original entity, is known

as a stripper.
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A targeted repurchase is a repurchase of

common stock from an individual holder or a

tender repurchase that excludes an individual

holder. The former is the most frequent form

of greenmail, while the latter is a common de

fensive tactic against takeover.

A white knight is a merger partner solicited by

management of a target corporation who offers

an alternative merger plan to that offered by the

raider which protects the target company from

the takeover.

A kick in the pants is new information that

induces the incumbent management to imple

ment a higher valued strategy on its own.

Sitting on the gold mine is where the dissemina

tion of the new information prompts the market

to revalue previously ‘‘undervalued’’ target

shares.

In a management buyout a management team

within a corporation or division purchases that

corporation from its current owners, thus be

coming owner managers. It is prevalent in both

the private and public sectors and is one means

by which privatization may take place.

cost of capital

M. Ameziane Lasfer

The cost of capital is the rate of return that

investors in the market require in order to par

ticipate in the financing of an investment. The

cost of capital is the rate used by managers of

value maximizing firms to discount the expected

cash flows in capital budgeting. The investment

projects which offer expected returns greater

than the cost of capital are accepted because

they generate positive net present values

(NPV), while projects with expected returns

lower than the cost of capital should be rejected.

Thus, the cost of capital is the hurdle rate used to

evaluate proposed investment projects.

When the project is marginal and does not

significantly shift the risk profile of the firm,

the cost of capital can be computed as the

weighted average costs of the various sources of

finance. In the case where the firm is financed by

debt and equity, the weighted average cost of

capital (WACC) is computed as follows:

WACC ¼ rD(1� tc)
D

V
þ rE

E

V
(1)

where rD is the cost of debt finance, tc is the

marginal corporation tax rate, rE is the cost of

equity finance, D is the market value of debt, E is

the market value of equity, and V is the market

value of the firm (i.e., Eþ D). In principle, each

project should be valued at its own cost of capital

to reflect its level of risk. However, in practice, it

is difficult to estimate project by project cost of

capital. Instead, the firm’s overall weighted aver

age cost of capital is used as a benchmark and

then adjusted for the degree of the specific risk of

the project.

The cost of capital can also be regarded as the

rate of return that a business could earn if it

chooses another investment with equivalent

risk. The cost of capital is, in this case, the

opportunity cost of the funds employed as the

result of an investment decision. For value maxi

mizing firms, the cost of capital is the opportu

nity cost borne by various investors who choose

to invest in the proposed project and not in other

securities and, thus, it is estimated as the

expected rates of return in the securities market.

For regulated companies, the cost of capital can

be used as a target fair rate of return.

Modigliani and Miller (1958) show that, in a

world of perfect capital markets and no taxes

(i.e., tc in equation (1) is zero), the cost of capital

of a firm is independent of the type of securities

used to finance the project or the capital struc

ture of the firm. The main argument advocated

is that as debt is substituted for equity, the cost

of the remaining equity increases but the overall

cost of capital, r0, is kept constant:

rE ¼ r0 þ (1� rD)
D

E
(2)

When taxes are introduced, Modigliani and

Miller (1963) show that firms will prefer debt to

equity finance because of the tax shields associ

ated with the company’s borrowing plans. How

ever, Miller (1977) demonstrated that the value

of corporate interest tax shields can be com

pletely offset by the favorable treatment of equity

income to investors and, as result, the firm’s cost

of capital is independent of its financing method.
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The current main problems associated with

the cost of capital relate to the estimation of the

components of the WACC. While rD can be

proxied by the average interest rate paid by the

firm on its loans, tc should be the marginal not

the standard corporation tax rate. Lasfer (1995)

showed that in the UK the effective corporation

tax rates vary significantly from one firm to

another and that a large number of companies

are tax exhausted and do have lower debt in their

capital structure compared to taxpaying firms.

Thus the net tax advantages to corporate

borrowing are unknown unless one computes

the effective tax rate for each individual

company.

The cost of equity, rE, can be based on the

capital asset pricing model (CAPM) and com

puted as:

rE ¼ rf þ b(rm � rf ) (3)

where b is the risk measure and (rm � rf ) is the

risk premium on the overall stock market, rm,

relative to the risk free rate of return, rf . How

ever, the validity of this formulation has been the

subject of severe empirical criticisms (Fama and

French, 1992). Stulz (1995a) argues that the

cost of equity capital should be estimated using

the global rather than the local CAPM because

capital markets are integrated. This method

involves an estimation of a global market port

folio and for countries that are only partially

integrated in international capital markets, the

computation of the cost of capital may not be

possible.

The traditional formulation of the WACC

assumes that managers are value maximizers.

Recent evidence provides a challenge to this

assumption and argues that managers do not

act to maximize shareholder wealth but, instead,

maximize their own utility. In this case the

WACC should be modified to account for the

agency costs of managerial discretion. Stulz

(1995b) defined the agency cost adjusted cost

of capital by incorporating into the discount

rate the impact of agency costs in the same way

that the WACC approach incorporates in the

cost of capital the tax shield of debt. However,

it is not clear whether, in investment decisions,

managers should adjust the discount rate or the

expected cash flows. Moreover, the agency costs

of managerial discretion depend on a firm’s cap

ital structure, dividend policy, and other firm

specific factors which might be difficult to

value. Furthermore, the above measurements

can be difficult because they involve measuring

expectations by market participants which are

not directly measurable. In practice, the ‘‘true’’

cost of capital is likely to be unobservable.
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data-mining in finance

Allan Timmermann

Suppose that a regression of stock returns on

some variable, X, yields an estimate with a

t statistic of 2.1. Does this mean that stock

returns are predictable? Comparing the t value

to the critical values of the standard normal

distribution, stock returns would appear to be

predictable as the coefficient estimate is statis

tically significant at standard levels. Suppose,

however, that both X and some other variable,

Z, were considered as predictor variables and

that the t value of 2.1 is the highest of the

t values from two models. Whether or not, at

2.1, the largest of the two t values is statistically

significant depends on their correlation, which is

typically unknown.

This example illustrates two important

points. First, data mining is a problem because

the data was used to formulate the hypothesis of

interest (‘‘variable X forecasts stock returns’’). If

the researcher ex ante had (theoretical) reason to

believe that X should predict stock returns, data

mining would not have constituted a problem

(because Z would not then have been con

sidered). Second, data mining occurs when

what is genuinely a joint or multiple hypothesis

testing problem (that the largest t value from

two correlated regressions exceeds a certain

value) is treated as a single hypothesis testing

problem. Data mining can thus be viewed as the

distortion of critical levels of a hypothesis test

that has been subject to pre testing.

In general, data mining occurs when a given

set of data is used more than once to choose a

theory or select a model and test the resulting

specification. This is a widespread problem.

Theory often is vague about the functional

form or exact identity of variables entering into

financial models. As a result, many empirical

relations were initially established from apparent

empirical regularities and were not predicted ex
ante by theory. If not accounted for, this practice

can generate serious biases in statistical infer

ence. In the limited sample sizes often encoun

tered in financial studies, systematic patterns

and apparently significant relations are bound

to occur if the data are analyzed with sufficient

intensity.

Like many of the social sciences, finance pre

dominantly studies non experimental data and

thus does not have the advantage of being able to

test hypotheses independently of the data that

gave rise to them in the first instance. If the data

are experimental, data mining is likely to be less

of an issue unless it is very costly to generate new

data. This is because new data can readily be

generated to test the hypothesis formed on the

basis of the original data set.

Researchers in finance have long been aware

of the potential dangers of data mining. For

example, Merton (1987: 107) poses the question:

‘‘Is it reasonable to use the standard t statistic as

a valid measure of significance when the test is

conducted on the same data used by many earlier

studies whose results influenced the choice of

theory to be tested?’’ Data mining biases have

been quantified in studies such as Lo and Mac

Kinlay (1990) and have been described in main

stream books on investing and forecasting.

Although data mining is by no means unique

to financial studies, there are several reasons why

it may be particularly important in finance. At

face value, the efficient market hypothesis – that

asset returns net of trading costs and risk premia

are unpredictable – is one of the most concrete

and directly testable hypotheses in the social

sciences. This theory, which has been subject

to countless studies, apparently rules out that



any variable be able to predict asset returns. The

degree of data mining can be expected to in

crease with the number of studies simply be

cause each study may introduce new predictor

variables. Data with important outliers, such as

those observed in stock market returns, may also

be particularly prone to data mining biases. If

enough economic models are studied, by pure

chance some of them are likely to outperform a

given benchmark by any economic or statistical

criterion. For example, a variable that took

an unusual value around the stock market crash

of October 19, 1987 could have been used to

construct a trading rule that would outperform

the market index in a longer sample simply

because of the significance of this single

observation.

Several cross validation methods have been

devised to deal with data mining. In cross sec

tional studies, part of the cross sectional sample

can be retained for validation after a hypothesis

has been formulated. This method only works,

of course, provided that the researcher avoids

repeatedly testing the first stage theory against

the validation sample. Furthermore, if the hold

out sample is strongly correlated with the ori

ginal sample, statistical tests on the hold out

sample need not behave in line with standard

assumptions. Cross validating by separately

considering the returns on portfolios from dif

ferent industries or countries can be misleading

because of the high correlation between such

portfolios’ returns and the resulting dependence

between the test statistics computed on seem

ingly different samples (c.f. Foster, Smith, and

Whaley, 1997).

For time series data, it is more common to use

an initial (in sample) part of the data to deter

mine the functional form and estimate the par

ameters of the model that is then tested on the

remaining (out of sample) data. While this prac

tice can be used to control for data mining, it

also introduces questions about how to split the

full sample into the in sample and out of sample

periods. It may also lead to a severe loss in

statistical power (i.e., the ability to reject a false

null hypothesis, when compared to the alterna

tive of using the full sample to test the model).

This is a particular problem when dealing with

monthly or quarterly data where the sample is

generally quite small.

The strategy of avoiding data mining by using

a hold out sample requires strong stationarity

assumptions insuring that the same data gener

ating process stays in effect over the full sample.

As a case in point, suppose that stock returns

could have been predicted up to, say, 1975 by

means of some variable whose identity was pub

lished in that year as a result of which it subse

quently failed to have any predictive power.

Using data up to 1975 as the in sample period

may then correctly lead the researcher to form

the hypothesis that the variable predicted stock

returns. However, when tested on post 1975

data, the hypothesis would be rejected. This

obviously does not constitute a test of whether

predictability was present prior to 1975.

A very different strategy is to directly account

for the specification search that preceded the

discovery of the ‘‘best’’ model. This is the ap

proach suggested by White (2000) and exploited

in a study of the profitability of technical trading

rules by Sullivan, Timmermann, and White

(1999). To demonstrate this approach, suppose

that each of k ¼ 1, . . . , l models produces a

sequence of forecasts. To account for dependen

cies across models, a test procedure must con

sider the distribution of the l � 1 performance

statistic

�ff ¼ T 1
XT
t 1

f̂ftþ1,

where T is the length of the assessment period

and f̂ftþ1 is the vector of observed performance

measures each of which may depend on a set of

recursively updated parameter estimates. The

elements fk;tþ1 of ftþ1 measure the performance

of the individual models k ¼ 1, . . . , l relative to

a given benchmark (e.g., returns on the market

portfolio). Often, the null hypothesis is that the

best model is not capable of outperforming the

benchmark:

H0: max
k 1;...l

{E( f �k)} � 0,

where E{f �k } is the expected performance evalu

ated at the probability limit of the parameters

underlying the kth model. Under a broad set of

assumptions and under the element of H0 least

favorable to the alternative,
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max
k 1,...l

n1=2�ffk!
d

max
k 1;...;l

{Ck},

where C � N(0,V) is an l � 1 multivariate nor

mally distributed random vector with elements

Ck with covariance matrix V, and !d denotes

convergence in distribution. If only a single

model is considered, then its performance meas

ure would follow an asymptotic normal distribu

tion. Suppose, however, that the best model has

been selected from a universe of l candidate

models, all of which may be correlated. Then

its p value should be evaluated based on the

maximum value drawn from an l dimensional

normal distribution with mean zero and a covar

iance matrix reflecting the correlations across the

included models’ performances. In practice, this

often means using much larger critical values

than if only a single model had been investigated.

How likely is it then that established empirical

findings in finance could be due to data mining?

This is difficult to answer in general. However,

there are several questions in finance where

data mining is likely to have played a role. In

the case of predictability of stock market returns,

the ability of technical trading rules is a prime

example, since there is little or no theory to

suggest that technical trading rules should be

able to forecast stock returns. The design of

technical trading rules must therefore be data

based, essentially driven by a search for empir

ical ‘‘regularities.’’ Sullivan, Timmermann, and

White (1999) investigate almost 8,000 technical

trading rules and find that, over the last part of

their sample, the best technical trading rule is

capable of producing superior performance of

almost 10 percent per year and has a p value of

0.04 when considered in isolation. However,

when account is made for the fact that this

trading rule is drawn from a wide universe

of rules, the effective data snooping adjusted

p value is actually 0.90. An even bigger contrast

occurs from considering model performance

based on the Sharpe ratio criterion: here the

snooping adjusted and unadjusted p values are

0.99 and 0.00, respectively.
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debt swaps

Sudipto Sarkar

Debt swap is a generic term for an exchange of

debt with some other asset. Examples of debt

swaps include the convertible bond, in which a

debt–equity swap is initiated by the bondholder,

and the debt–equity swap pioneered by Salomon

Brothers in the USA in the early 1980s, when

corporations replaced over US$10 billion of debt

with US$7 billion of new equity. The latter,

however, disappeared after 1984, probably be

cause the tax related incentive ceased to exist

(Hand, 1989).

The most significant application of debt

swaps has been in international finance, particu

larly as a mechanism for solving the debt ser

vicing problems of less developed countries

(LDCs). The LDC debt crisis exploded in

1982 with Mexico defaulting on its loan pay

ments, followed by other defaults, mostly Latin

American. The creditors were generally inter

national (largely US) commercial banks. Among

the various solutions proposed, the most popular

were market based strategies like debt buybacks

and various debt swaps such as debt for debt and

debt for equity.

In a debt for debt swap, the creditor bank

exchanges its outstanding loans for US dollar

denominated bonds issued by the LDC’s central

bank. These bonds are known as Brady bonds

after the US Treasury Secretary Nicholas

Brady, architect of the Brady Plan of 1989 to

deal with the debt crisis. The Brady Plan was the
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first to accept debt reduction as necessary for a

permanent solution; therefore, Brady bonds

have longer maturities and lower coupons than

the original loans. However, they have certain

attractive features such as liquidity, collaterali

zation, and rolling guarantees. The liquidity is a

result of an active secondary market, with a

volume of US$100 billion in mid 1994. Most

Brady bonds also have collateralization of prin

cipal and immediate coupons, the collateral usu

ally being US Treasury instruments of the

appropriate maturity, and paid for partly by

World Bank and IMF loans and partly from

the LDC’s own reserves. The interest guaran

tees are rolled forward continuously. Because of

this collateral backing, Brady bonds are normally

senior to other LDC loans.

A debt–equity swap is an exchange of out

standing LDC debt for an equity stake in a pri

vate corporation in the LDC, as follows: LDC

debt is purchased on the secondary market from

the bank at the market price, usually at a discount

from face value by a multinational corporation

(MNC). The MNC then trades the debt claim to

the LDC’s central bank for the full face value in

the local currency (less the central bank’s cut),

which it then invests in a local company, very

often a newly privatized corporation. The invest

ment in local equity must be maintained for a

minimum number of years.

The advantage for the MNC is that the in

vestment is made at a significant discount, since

the discounts prevailing in the market can be

quite high. The LDC’s advantage is that the

swap reduces external debt with no outflow of

foreign currency, and external debt is replaced

by foreign direct investment. The swap converts

foreign debt into foreign equity; this is equiva

lent, in a corporate finance setting, to reducing

leverage and thereby improving credit rating.

Another potential benefit is the increased effi

ciency resulting from privatization which often

accompanies the debt swap. In the USA, the

Federal Reserve Bank amended Regulation K

in 1986 to allow commercial banks to make in

vestments through debt swaps. This led to many

banks taking equity positions in LDCs, and had

a significant positive effect on commercial bank

stocks (Eyssell, Fraser, and Rangan, 1989).

A disadvantage for the LDC is that its liquid

ity position might worsen by allowing direct

foreign investment through swaps instead of

fresh capital inflows. The swaps may be subsid

izing foreign investments that would have been

carried out anyway, and not generating any add

itional investment. Furthermore, swaps can act

ually reduce investment in the LDC through

their effect on interest rates, inflation, and

other macroeconomic variables. For the creditor

banks, there is the usual moral hazard problem;

by encouraging swaps, they may be helping

reduce the value of the debt by providing incen

tives to debtor countries to delay repayments.

There is a small theoretical literature on the

analysis of debt–equity swaps. The seminal

paper is Helpman (1989), which derived condi

tions under which a swap will not be Pareto

improving (strictly preferred by all participants),

and also showed that a swap may actually reduce

investment in the LDC. Errunza and Moreau

(1989) showed that, with homogeneous expect

ations, swaps are not Pareto improving even in

the presence of informational asymmetries; they

might, however, be Pareto improving with het

erogeneous expectations. For valuation pur

poses, it has been demonstrated (Blake and

Pradhan, 1991) that a debt swap is equivalent

to the conversion of convertible bonds to equity,

with the addition of exchange rate risk. How

ever, the fact that the equity investment must be

maintained for a number of years significantly

reduces the swap value.

Debt–equity swaps have been the most im

portant type of debt reduction instrument, ac

counting for over US$35 billion (or almost 40

percent of the total volume of debt conversions

of all types) from 1985 to 1993. Since the estab

lishment of the first institutionalized debt–

equity swap program in Chile in 1985, it has

become an integral part of external debt manage

ment and reduction. It started slowly with con

versions worth US$500 million in 1985, and

peaked in 1992 with a volume of US$9.2 billion.

After 1992, there was a decline in the volume,

partly because market discounts on LDC debt

were much smaller (Collyns et al., 1992).

How effective was the debt conversion pro

gram in resolving the debt crisis? One point of

view is that it was very successful, and ‘‘Latin

American borrowers have recovered from the

debt crisis’’ (World Bank, 1994–5). At the

other extreme, some believe that the program
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has not tackled the root causes of the debt prob

lem. A report by Larrain and Velasco (1990) on

Chile, which had the most ambitious swap pro

gram, suggests that the contribution of debt–

equity swaps to real investment in Chile has

been moderate at best. Although it did contri

bute to the amelioration of Chile’s debt burden,

the program came nowhere near offering a per

manent solution. Bartolini (1990) has concluded,

based on numerical simulations with reasonable

parameter values, that a much larger fraction of

debt forgiveness is required (about 60 percent,

instead of the 30 percent envisaged by the Brady

Plan) for a sustainable long term solution.

Although it is true that there has been sub

stantial LDC debt reduction and credit rating

improvement, it is too early to make a definitive

assessment. The Mexican peso crisis of 1994

indicates that the market remains very volatile

and vulnerable to shocks. Defaults do occur,

albeit on a smaller scale, such as the Alto Parana

corporation of Argentina in 1995. External debt

has also risen to dangerous levels in many LDCs,

with total debt estimated at US$1,945 billion by

end 1994 compared to US$1,369 at end 1987.

Debt overhang remains a serious problem for the

international banking sector; however, we are

likely to be better prepared for the next crisis

because banks have become more circumspect in

their lending activities.
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deposit insurance

Steven A. Dennis and David C. Thurston

The essential functions of a bank are to loan

funds and serve as a riskless depository, paying

interest on deposits. A riskless environment is

particularly important to small investors, given

their greater information and surveillance costs.

Diamond and Dybvig (1983) show that the con

tract between the depository institutions and

depositors is very delicate, using a game theo

retic approach to show that this contract is prone

to bank runs. That is, as a depositor, there is an

incentive to get in line first, even if you believe

the bank to be sound, because a run by other

depositors may cause the bank to become insol

vent. The depositor at the back of the line is likely

to lose. To be a ‘‘safe haven’’ for depositors, the

insurance of deposits (implicit or explicit) by a

third party, a guarantor, is required. To be cred

ible, the guarantor of deposit insurance must

have taxing power. Deposit insurance removes

the incentive for bank runs.

There has been a dramatic increase in our

understanding of the value of deposit insurance

to the bank and correspondingly, the cost of

deposit insurance to the guarantor (the Federal

Deposit Insurance Corporation (FDIC) in the

United States) in the last two decades. An im

portant issue in deposit insurance is the ability to

incorporate theoretical developments in the field

to the actual pricing of deposit insurance by the

FDIC. In many cases, the theoretical develop

ments have largely been ignored by the FDIC’s

politics. Although there are still issues which

remain unresolved in the theoretical pricing

of deposit insurance, we understand the basic
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mechanics from which the ultimate model must

come.

Valuing Deposit Insurance

as a Put Option

The pioneering work in the pricing of deposit

insurance comes from Merton (1977), who iden

tifies an ‘‘isomorphic’’ correspondence between

deposit insurance and common stock put

options. Merton works in the Black–Scholes

(1973) framework of constant interest rates and

volatility for expositional convenience. In Mer

ton’s (1977) model, a depository institution

borrows money by issuing a single homogeneous

debt issue as a pure discount bond. The bank

promises to pay a total of B dollars to depositors

at maturity. If V denotes the value of the bank’s

assets, the payoff structure of the payment guar

antee (deposit insurance) to the guarantor at the

maturity date if the face value of the debt exceeds

the bank’s assets is: – (B � V(T)), while if the

value of the banks assets equals or exceeds the

face value of the debt, the payoff is zero. In either

case the payoff may be expressed as: max (B �
V(T ),0). Providing deposit insurance can be

viewed as issuing a put option on the value of

the bank’s assets with an exercise price equal to

the face value of the bank’s outstanding debt.

Assuming V follows a geometric Brownian

motion, and the original assumptions of Black–

Scholes, valuation of the deposit insurance as a

put option follows from Black–Scholes. The

value of deposit insurance is:

Be rTF(xþ s T
p

)� VF(x) (1)

where

x ¼ log (B=V )� (r þ s2
V=2)T

sV T
p

F is the cumulative normal distribution, sV is

the instantaneous standard deviation of V, and r
is the instantaneous spot rate.

Empirical Methodology

Though the Merton (1977) model describes the

pricing of deposit insurance, empirical and prac

tical applications of his model require two im

portant variables that are unknown: the value of

the bank’s assets and the volatility of returns on

those assets. In this regard, Marcus and Shaked

(1984) and Ronn and Verma (1986) attempt to

estimate these unknown inputs from observable

data. Ronn and Verma (1986) note an important

contribution from Black–Scholes: the equity of

the bank, E, can be viewed as a call option on the

value of the bank’s assets. This provides one

equation with two unknown parameters: the

value of the bank’s assets and the volatility of

returns on those assets. Moreover, Ronn and

Verma employ Merton’s (1974) equation relat

ing the volatility of returns on equity to the

volatility of returns on assets. This provides a

two equation system:

E ¼ VF( y)� Be rTF( y� sV T
p

) (2)

where

y ¼ log (V=B)þ (r þ s2
V=2)T

sV T
p

and

sE ¼
@E

@V
� V
E

� �
sV (3)

which can be solved simultaneously for the two

unknown parameters. These two papers led to

numerous empirical studies examining the over

or underpricing of deposit insurance by the

FDIC. Work on the determination of the two

unknown parameters in deposit insurance

pricing by Duan (1994) suggests that the Ronn

and Verma methodology is flawed, in that equa

tion (3) is derived from equation (2) under the

assumption of constant volatility of equity. Duan

(1994) suggests that if bank assets are assumed to

follow a process with constant variance (as Mer

ton, 1977, assumes) and bank equity is a call

option on bank assets, bank equity must have a

non constant variance. This presents two empir

ical problems. First, one cannot sample bank

equity returns for estimates of bank equity vola

tility because equity volatility is stochastic.

Second, Merton’s (1974) equation relating

equity volatility to asset volatility assumes equity

volatility is constant and therefore cannot be

employed.

Duan (1994) offers an alternativemethodology

which overcomes some of the shortcomings of
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the Ronn and Verma (1986) approach. Duan

(1994) suggests that the unobserved series of

market value of assets and the volatility of assets

of the bank can be estimated using a time series of

equity values of the bank. Equation (3) relating

the value of assets and asset volatility to equity

values can be transformed in such a way that the

value of assets is written in terms of the equity

value of the bank and the volatility of assets.

Estimation is then carried out on a transformed

log likelihood function of the time series of

equity values. This estimation technique pro

vides estimates for the mean return and volatility

of a bank’s assets.

Stochastic Interest Rates

and Volatility

Although we have come a long way in the pricing

of deposit insurance, there are still many issues

which are unresolved. An important considera

tion is the value of extending Merton’s (1977)

model to a stochastic interest rate environment.

Duan, Moreau, and Sealey (1995) have empiri

cally tested theeffectof stochastic interest rateson

deposit insurance using Vasicek’s (1977) model

and find that the inclusion of stochastic interest

rates has a significant impact on deposit insu

rance. Au, Dennis, and Thurston (1995) directly

incorporate the bank’s duration gap into the put

option’s total volatility. They price the deposit

insurance put option following Merton’s (1973)

generalization of Black–Scholes andmodel inter

est rate dynamics following the no arbitrage

based Heath, Jarrow, and Morton (HJM)

(1992) model. The HJM paradigm provides a

number of important benefits for modeling

interest rate dynamics, as it avoids the specifica

tion of the market price of risk, allows a wide

variety of volatility functions, and easily allows

for multiple factors for interest rate shocks.

Another important issue in deposit insurance

pricing is the ability of the bank to change the

volatility of its assets over time. For instance, as a

bank approaches failure, bank management may

have incentives to increase the riskiness of its

portfolio because bank management reaps the

rewards of a successful outcome, while the

FDIC pays for an unsuccessful outcome. Work

such as that by Boyle and Lee (1996) has de

veloped theoretical extensions to the model to

account for stochastic volatility.

FDIC’s Closure Policy and

Non-Tradable Assets

Additionally, the Merton (1977) model does not

account for the closure policy of the insuring

agency. Ronn and Verma (1986) alter Merton’s

(1977) model to allow for forbearance on the part

of the insuring agent. Forbearance essentially

allows the bank to operate with negative net

worth. However, the exact amount of forbearance

is debatable. Moreover, although some forbear

ance may be granted, there is some limit at which

theFDICwill close thebank.Therefore,perhaps a

more appropriate method of modeling the deposit

insurance put option is to value it as a down and

out barrier option, wherein, once a certain level of

asset value is exceeded, the bank is closed. Recent

papers have begun to examine this question.

Finally, and importantly, an unresolved issue

is the appropriateness of Merton’s (1977) model

in light of the fact that the assets of the bank are

non tradable. For the isomorphic correspond

ence between stock options and deposit insu

rance to hold, one must be able to achieve the

riskless hedge, which requires the ability to trade

in the underlying.

FDIC and Continuing Developments

Though there are currently limitations in the

theoretical pricing of deposit insurance, our

knowledge is much greater than it was 20 years

ago. Such a guarantee is costly, as is obvious from

the failure of FSLIC, the Savings and Loan

deposit insuring agency. The cost of the guaran

tee is increasing in the debt level of the bank and

the riskiness of the bank’s assets. However, the

FDIC has largely ignored theoretical develop

ments, maintaining a constant premium of de

posit insurance (per dollar of deposits) regardless

of individual bank characteristics. Kendall and

Levonian (1991) show that even a dichotomous

grouping of banks on individual characteristics

improves upon the FDIC’s current policy. It is

therefore troublesome that the FDIC would con

tinue to ignore the developments in the area.
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discounted cash flow models

Per Olsson and Joakim Levin

Discounted cash flow (DCF) models are used to

determine the present value (PV) of an asset by

discounting all future incremental cash flows,

Ct, pertaining to the asset at the appropriate

discount rate rt:

PV ¼
XT
t 1

Ct

(1þ rt)
t

Present value analysis (originating from Fisher,

1930) using DCF models is widely used in the

process of deciding how the company’s re

sources should be committed across its lines of

businesses (i.e., in the appraisal of projects). The

typical application of a DCF model is the calcu

lation of an investment’s net present value

(NPV), obtained by deducting the initial cash

outflow from the present value. An investment

with positive NPV is considered profitable. The

NPV rule is often heralded as the superior in

vestment decision criterion (Brealey and Myers,

1991). Since present values are additive, the

DCF methodology is quite general and can be

used to value complex assets as well. Miller and

Modigliani (1961), in their highly influential

article, note that the DCF approach can be ‘‘ap

plied to the firm as a whole which may be

thought of in this context as simply a large,

composite machine.’’ They continue by using

different DCF models for valuation of shares in

order to show the irrelevance of dividend policy.

The DCF approach is also the standard way of

valuing fixed income securities (e.g., bonds and

preferred stocks) (Myers, 1984).

Option pricing models can in a sense be

viewed as another sub family of DCF models,

since the option value may be interpreted as the

present value of the estimated future cash flows

generated by the option. Since the estimation

procedures for options’ future cash flows are

derived from a specific and mathematically

more advanced theory (introduced for finance

purposes by Black and Scholes, 1973), option

pricing theory is usually treated separately

from other types of DCF modeling.

Myers (1984) identifies four basic problems in

applying a DCF model to a project: (1) estimat

ing the discount rate; (2) estimating the project’s

future cash flows; (3) estimating the project’s

impact on the firm’s other assets’ cash flows;

and (4) estimating the project’s impact on the

firm’s future investment opportunities.

When estimating the discount rate one must

bear in mind that any future cash flow, be it from

a firm, from an investment project, or from any

asset, is more or less uncertain and hence always

involves risk. It is often recommended to adjust

for this by choosing a discount rate that reflects

the risk and discounting the expected future

cash flows. A popular model for estimating the
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appropriate risk adjusted discount rate (i.e., the

cost of capital) is the capital asset pricing model

(CAPM) by Sharpe (1964), where the discount

rate is determined by adding a risk premium to

the risk free interest rate. The risk premium is

calculated by multiplying the asset’s sensitivity

to general market movements (its beta) to the

market risk premium. However, the empirical

validity of CAPM is a matter of debate. Pro

posed alternatives to the single factor CAPM

include different multifactor approaches based

on Ross’s (1977) arbitrage pricing model. Fama

and French (1993) identify five common risk

factors in returns on stocks and bonds that can

be used for estimating the cost of capital.

Different procedures for estimating future

cash flows are normally required, depending on

which type of asset is being valued. The Cope

land, Koller, and Murrin (1994) DCF model for

equity valuation provides a practical way of de

termining the relevant cash flows in company

valuation. By forecasting a number of financial

ratios and economic variables, the company’s

future balance sheets and income statements

are predicted. From these predictions, the

expected free cash flows (i.e., cash not retained

and reinvested in the business) for future years

are calculated. The sum of the discounted free

cash flows for all coming years is the company’s

asset value, from which the present market value

of debts is deducted to arrive at a valuation of the

equity.

Irrespective of asset type, cash flows should

normally be calculated on an after tax basis

and with a treatment of inflation that is consist

ent with the discount rate (i.e., a nominal dis

count rate requires cash flows in nominal terms)

(Brealey and Myers, 1991). It is also important to

insure that all cash flow effects are brought into

the model – including effects on cash flows from

other assets influenced by the investment.

An intelligent application of DCF should also

include an estimation of the impact of today’s

investments on future investment opportunities.

One example is valuation of equity in companies

with significant growth opportunities. The

growth opportunities can be viewed as a port

folio of options for the company to invest in

second stage, and even later stage, projects.

Also research and development and other intan

gible assets can, to a large part, be viewed as

options (Myers, 1984). Another example con

cerns the irreversible character of many capital

investments. When the investment itself can be

postponed, there is an option to wait for more

(and better) information. Ideas such as these are

exploited in Dixit and Pindyck (1994), where it

is shown how the complete asset value, including

the value from these different types of oppor

tunities, can be calculated using option pricing

techniques or dynamic programming.
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disinvestment decisions

Peter J. DaDalt

Disinvestment represents a subset of the uni

verse of restructuring strategies available to

firms. Restructuring encompasses a range of ini

tiatives, some of which include changes in the

ownership and financing structure. The term

disinvestment as used here is restricted to deci

sions which involve only changes in asset struc

ture. From a balance sheet perspective, we
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restrict the term to transactions immediately

involving changes in the composition of assets

rather than transactions also involving changes

in financing and ownership structure. In this

framework, sell offs (including both divestitures

and liquidations), plant closings, and abandon

ments are considered disinvestments, whereas

spin offs, split offs, and equity carve outs are

not.

Among voluntary disinvestment decisions,

the most frequent transactions are sell offs,

where one asset is substituted for cash or secur

ities. The subsequent use of the proceeds is

related to the type of disinvestment decision. In

the extreme case, voluntary liquidations of firms

are transactions where sell offs generate cash,

and the residual cash is distributed to stockhold

ers after all other obligations have been met.

More frequently, firms sell only a portion of

the firm’s assets in a transaction known as a

divestiture. The discussion that follows focuses

on the issues surrounding divestitures only.

The earliest empirical study examining the

divestiture of corporate assets was conducted

by Boudreaux (1975). This study found there

‘‘was an unusually positive price movement in

a firm’s common stock’’ for the three months

previous through the month following an

nouncement of divestiture. This foundational

work provided the first evidence that divestment

decisions could be shareholder wealth enhan

cing.

The first published studies using contempor

ary statistical techniques were by Alexander,

Benson, and Kampmeyer (1984) and Jain

(1985). Using event study methodology, Alex

ander, Benson, and Kampmeyer (1984) found

positive abnormal returns to sellers over a

number of intervals. Jain (1985) found similar

results, and also found evidence that buyers also

gained (although, as in mergers, not to the extent

that sellers did).

There are many possible driving forces mo

tivating divestiture decisions. Perhaps the most

widely cited is that of ‘‘efficient redeployment.’’

This concept (closely related to the concept of

synergy in mergers) implies that asset sales need

not be a zero sum game between the seller and

acquirer. In this paradigm, the selling firm may

not have sufficient resources or complementary

assets to extract the full potential of the asset

under question. By selling the asset to another

firm having these missing attributes, the asset

increases in value. This implies the possibility of

both parties benefiting from the transaction.

Evidence in support of mutually beneficial

transactions has been found in a number of stud

ies (Jain, 1985; Sicherman and Pettway, 1992).

The strongest evidence that gains to divesting

firms accrue from perceptions of potential syn

ergies (as opposed to some ‘‘information effect’’)

comes from Hite, Owers, and Rogers (1987).

They examined both partial sell offs and total

liquidations. In their liquidation sample, average

abnormal returns to selling firms were 33 per

cent. In the partial sell off sample, Hite, Owers,

and Rogers (1987) examined both completed

transactions and those which were announced

but subsequently canceled. They found that

divesting firms’ gains upon announcement

were maintained only if the transaction was act

ually consummated.

Related to the efficient redeployment motive

is the divestment of unrelated business units.

The potentially negative effects for shareholders

of acquirers purchasing firms in unrelated lines

of business is well known. Firms’ diversifica

tion related investments in areas outside their

core business areas generally provide more bene

fit to managers than to shareholders. Divesting

these unrelated assets limits the potential agency

costs and results in increased focus of managerial

and financial resources. John and Ofek (1995)

provide evidence that focus increasing divesti

tures of unrelated operations result in higher

announcement returns.

The financing hypothesis (as formalized in

Lang, Stultz, and Poulsen, 1995) contends that

asset sales are often used to provide sources of

capital. When financial constraints limit firms’

effective access to traditional capital markets,

asset sales may be the only feasible source of

financing available. However, knowledge of

the firm’s financial condition prior to the asset

sale significantly affects the relative bargaining

positions (and hence the relative gains) of the

transacting firms. Firms with recent bond down

grades in the period prior to asset sales are often

forced to sell at a bargain price. This results in a

larger share of any redeployment gains going to

the acquiring firm (Sicherman and Pettway,

1992).
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Finally, current research indicates that asset

sales may be driven by the presence and reso

lution of informational asymmetries. In the pre

sence of informational asymmetry between

corporate insiders and the market regarding the

true value of the firm’s assets in place, asset sales

may be the only feasible means of raising capital

while avoiding the mispricing problems detailed

inMyers andMajluf (1984).The firmmaybeable

to credibly convey private information regarding

individual corporate assets to potential buyers.

Additionally, if the market rationally expects the

firm to sell its most overpriced asset (and there

fore to retain its most undervalued assets), asset

sales may provide sufficient information for the

market to resolve the undervaluation of the firm’s

remaining operations. DaDalt et al. (1996) found

that divesting firmswithpotentially high levels of

information asymmetry (those not followed by

security analysts) have announcement period

returns several times greater than firms followed

by one or more analysts.
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dividend growth model

Paul Barnes

One of the simplest stock valuation models is the

dividend growth model, often attributed to

Gordon (1962). For instance, suppose that a

firm pays dividends once a year and that after

one year, when that dividend is paid, the stock

holder plans to sell the investment. The value of

the stock, P0, at the beginning of the year will be

P0 ¼
E(d1)þ E(P1)

1þ k
(1)

where E(P1) is the estimate of the value of the

stock at the end of the year and E(d1) is the

estimate of the dividend per stock paid then,

and k is the discount rate for that firm based

upon its level of risk. This model may be

extended to take into account the permanent

nature of the firm and the fact that the stock

owner is uncertain as to when he or she intends

to sell the stock. Thus

P0 ¼
E(d1)

1þ k
þ � � � � � þ E(dn)

(1þ k)n
(2)

where E(dn) is the dividend expected at the end

of year n. Now, if it is assumed that the dividend

per stock is constant

P0 ¼ d1

1

1þ k
þ � � � � þ 1

(1þ k)n

� �
(3)

If equation (3) is multiplied by (1þ k) and this is

subtracted from equation (3) then

P0 � k ¼ d1 �
1

(1þ k)n
(4)

As n approaches infinity then the last term on the

right hand side of equation (4) approaches zero.

Therefore

P0 ¼
d1

k
(5)
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It should not be thought that this model assumes

that the investor holds the stock for an infinite

period of time! After whatever period the stock is

held for, it will be purchased by another whose

valuation is based upon holding it for another

finite period and who in turn will sell it on to

another who will similarly hold it, and so on. The

effect of this is that the stock is held by a series of

owners for a period approaching infinity and the

price at which it passes between them reflects the

infinite time horizon of that dividend stream.

Thus, this model is not sensitive to how long

the present stockholder intends to hold the stock.

The main problems with this simple dividend

model are the assumption of constant d and k
over an infinite time horizon, and their estima

tion. An assumption of a constant growth in

dividends may easily be incorporated into the

model. Let the annual growth in dividends

grow at a compound rate, g. Thus

P0 ¼
D0(1þ g)

1þ k
þ � � � þ D0(1þ g)n

(1þ k)n
(6)

Multiplying equation (6) by (1þ k)=(1þ g) and

subtracting equation (6) from it gives

P0(1þ k)

(1þ g)
� P0 ¼ D0 1� (1þ g)n

(1þ k)n

� �
(7)

If k > g and as D1 ¼ D0(1þ g) the right hand

side of equation (7) simplifies to D1. Thus

P0 ¼
D1

k� g
(8)

Models have been developed to vary some of the

above assumptions. For example, Fuller and

Hsia (1984) have developed a three step divi

dend growth rate model which assumes that

the ‘‘middle step’’ growth rate g2 is exactly half

way between the other two. This is

P0 ¼ [D0=(k� g3)][(1þ g3)þH(g1 � g3)] (9)

where D0 is the current dividend per share, g1 is

the growth rate in phase 1, g2 is the growth rate

in phase 2, g3 is the long run growth rate in the

final phase, and H ¼ (Aþ B)=2 where A is the

number of years in phase 1 and B is the end of

phase 2.

Say the present dividend is 1.00, and that its

growth is 12 percent but declining in a linear

fashion until it reaches 8 percent at the end of ten

years. Because the total above normal growth is

ten years, H is five years. Thus

P0 ¼ [1=(0:14� 0:08)]�
[(1:08þ 5(0:12� 0:08)] ¼ 21:33

(10)

A surprising variable to be included in these

models is the dividend per share. This may be

adjusted to include the firm’s reported earnings

per share. Consider the firm’s sources and appli

cation of funds statement:

yt þ et þ rt ¼ dt þ it (11)

where yt is the firm’s reported earnings, et is

the firm’s new external funds received during

the period, rt is the depreciation charged for the

period, dt is the dividend paid during the period,

and it is the amount of new investment made

during the period. It will be seen that the firm’s

economic (or Hicksian) income also equals its

dividend, that is

yt þ et þ rt � it ¼ dt (12)

It should not be thought that the results of these

models will necessarily coincide with market

values. The user may have quite different ex

pectations. They may be useful, therefore, to

quantify the effect of different forecasts. They

may also be used to compute forecasts and ex

pectations built into existing stock prices.
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dividend policy

Ian Davidson and Nick Webber

Dividends are the reward to shareholders for

supplying capital to the firm. Without the pay

ment of dividends, shares would have no value.
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Only the promise of future dividends gives value

to shares, and therefore under conventional

valuation arguments (Williams, 1938) fluctu

ations in the value of a share are brought about

by changes in investors’ expectations about the

value of the future dividend stream. Dividends,

which are payable in cash (or sometimes option

ally in shares – ‘‘stock dividends’’), are set at the

discretion of directors, usually on a biannual

(UK) or quarterly (USA) basis. The key ques

tion is how the directors should set the level of

current dividend, or plan future dividend policy,

so as to maximize the value of the firm and hence

maximize returns to the firm’s owners, the

shareholders.

There are two main approaches to explaining

the dividend decision. The first starts from the

theoretical result that, under perfect market as

sumptions, both managers and shareholders

should be indifferent to the size of the current

dividend announcement (Miller and Modigliani,

1961). The various assumptions that lead to this

conclusion can be examined and relaxed, leading

to a deeper appreciation of the determinants of

the dividend level in practice. The second ap

proach starts from the empirical observation that

directors have a profound reluctance to decrease

the dividend over time (this is certainly true in

nominal terms; however, real decreases, such as

would be caused by holding the dividend con

stant, are much more frequent). Investors, while

accepting that earnings levels may fluctuate in

the short term, seem to be strongly averse to any

signal that the underlying level or trend of earn

ings may be unsustainable. A reduction in divi

dend, it is argued, has particularly unambiguous

information content (however, see Taylor, 1979)

and is viewed as strong evidence that managers

believe earning levels cannot be maintained, and

has a profound effect on the market’s perception

of the value of the company. A possible addi

tional consequence is the increased threat of

replacement of management through, for

example, takeover activity or other means. Con

sequently, managers may go to exceptional

lengths to avoid a reduction in dividend. The

corollary is that an increase in dividend should

only be made if managers believe the new level is

sustainable. These behavioral influences give

some predictability to the current dividend

based on knowledge of current earnings and

past dividends (the ‘‘partial adjustment’’ model

of Lintner, 1956). However, attempts to estab

lish a link empirically between current dividend

changes and future earnings changes (the signal

ing hypothesis) have not been convincing, des

pite the plausibility of the theoretical arguments.

Dividend Irrelevancy

Miller and Modigliani (1961) demonstrated that

in ideal circumstances the level of a firm’s divi

dend would not affect the value of the firm, with

shareholders being indifferent to an announce

ment of low or high levels of dividend. The

assumptions underpinning this result hinge

around the notion that company value depends

solely upon the investment opportunities avail

able to it, and that finance for investment is

always available. In effect, for a given set of

investment opportunities, the firm can raise suf

ficient capital (internally and externally) to fund

both its investment program and its dividend.

This result is closely related to the theoretical

position established by Miller and Modigliani

(1961) that under a similar set of idealized as

sumptions, company value is unaffected by the

mix of equity and debt used to finance it.

Of course, the world does not always obey the

theoretical assumptions, and many caveats

modify the Miller and Modigiliani proposition.

From the perspective of shareholders, ‘‘irrele

vance’’ implies that they are indifferent between

receiving returns as dividends or as capital gains.

For a given investment program, a lower divi

dend implies a greater capital gain and a higher

dividend implies a lower capital gain; the overall

returns being equivalent in either case. In prac

tice, the tax regime may favor one form of return

over another. An investor who is taxed on divi

dend income, but not on capital gains, will prefer

a low dividend policy provided the capital gain

reflects the full amount of the retention, and vice

versa (short term capitalization evidence sug

gesting this is not the case is provided by Elton

and Gruber, 1970, and a consistent longer term

analysis is found in Auerbach, 1979). For a com

pany, retained earnings may be taxed differently

to distributed earnings (as was the case in the

UK in the 1950s), leading to different corporate

tax bills under different dividend policies.

Assuming that this is not the case, then a com

pany that is acting in the best interests of its
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shareholders will choose the dividend policy that

minimizes the total tax bill of its shareholders.

However, under a classical tax system such as

that operated in the USA, this would seem to

suggest that no dividends would be paid at all,

since the effective rate of tax on capital gains is

less than that on income! Even under the com

parative neutrality of an imputation tax system

as used in the UK, Australasia, and elsewhere,

shareholders may not be indifferent between

dividend returns and returns taken as capital

gains. Mallin’s (1993) evidence of the take up

of stock dividends in the UK shows that on

average shareholders elect to take only about

5 percent of dividend in stock form, implying

that income returns are generally preferred to

capital gain.

From the perspective of a firm’s management,

an essential component of the irrelevance view is

that investment decisions should not be affected

by dividend policy. This amounts to asking two

questions. First, is there any discernible evi

dence that internal investment is affected by

dividend levels, and second, is there any evi

dence that the rates of return generated by

employing different forms of finance are differ

ent? The answer to the first question depends on

whether an investigation is carried out in cross

section (where, following Dhrymes and Kurz

(1967), an interactive effect is generally sup

ported) or in time series (where, following

Fama (1974), it is not), so this question is not

yet resolved. In a situation of market induced

capital rationing, were this situation to exist, it is

accepted that investment choices would be heav

ily influenced by the quantity of retained earn

ings. Dividend policy would directly impact

upon investment policy and the Miller–Modi

gliani proposition would not apply.

One of the main issues surrounding the

second question is the hypothesis that manage

ment uses retained earnings inefficiently (Bau

mol et al., 1970, provide some evidence,

although their methodology is problematic). A

firm’s management that pays a low dividend in

order to invest retained earnings avoids the costs

and the scrutiny that comes with attempting to

raise capital in the market. There is a direct

financial cost involved in going to the market to

raise capital, and indirect costs may be incurred

in facilitating the monitoring expected. Avoid

ance of the discipline of the market leaves man

agement more latitude to enjoy ‘‘perquisites’’

(management perks), with a consequential in

crease in agency costs which high dividend levels

would avoid.

Conclusion

There is no single theory to explain a firm’s

dividend policy or to determine an optimal

level for the firm’s dividend. Empirical studies

give contradictory evidence, but from a practical

viewpoint managers seem to attempt to maintain

a particular payout ratio, tempered by a great

reluctance to reduce the dividend from last

year’s (nominal) level.

Dividend levels as a whole may be paradoxi

cally high. For example, why do many firms

incur unnecessary issue and transactions costs

by paying dividends and at the same time seek

new equity capital – in the case of a rights issue

from the same shareholders as receive the divi

dend? The cross sectional evidence suggests in

addition that high dividend levels may be dam

aging to a firm’s investment program. Despite

these inefficiencies shareholders seem to prefer

the cash in hand of immediate high dividends

(together with the discipline this imposes on

management) to the uncertain promise of higher

dividends in the future.
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electronic banking

Jonathon Williams

Electronic banking is a generic term encompass

ing the use of increasingly sophisticated, com

puter based technologies for delivering,

transferring, recording, and developing banking

and related financial services. Payments, funds

transfers, and related services are generally

regarded as the core elements of electronic

banking, but the wider meaning of electronic

banking also covers back office functions like

bank accounting and management information

systems (MIS). These kinds of innovations in

the financial services industry are stimulated

generally by market and regulatory forces.

Market forces include technology, interest rate

risk, and competition for customers. Regulatory

forces include reregulation and capital adequacy

supervisory requirements.

The main innovation to date has been the

application of electronic funds transfer (EFT)

systems. Paper based payment systems are char

acterized by relatively low fixed cost but high

variable cost (reflecting the labor intensive

nature of such operations). EFT systems offer

banks three major incentives: (1) the opportunity

to reduce their volumes of staff and paper and,

hence, to control costs; (2) protect and increase

market share; and (3) generate new revenues.

EFT systems offer potential scale economies

where the marginal cost per transaction may

decline as the volume of transactions increases,

and their variable cost is low although the fixed

cost component is relatively high (Lewis and

Davis, 1987).

In today’s deregulated markets, technological

comparative advantage is one key to bank suc

cess. The diffusion of electronic banking ser

vices, however, is a long term process; this

kind of diffusion tends to begin in the wholesale

markets before spreading to retail (Sinkey,

1992). An innovation time lag exists between

the conception of an idea and the collective ac

ceptance by consumers of the final product.

Acceptance of an innovation involves customers

changing their payment habits. Given the slow

nature of this process, the spread of electronic

banking at the retail level has been relatively

slow, except in the case of automated teller

machines (ATMs).

Technology is altering the face of modern

banking. Automated accounting and processing

systems have modernized back office functions,

while EFT systems are differentiating front end

operations; office staff now have more time to

develop customer relationships and at the same

time cross sell bank products and services. EFT

systems comprise an increasing amount of ser

vices. Perhaps the most transparent are ATMs,

which provide an extension of credit and other

typical branching functions on a 24 hour basis.

ATMs have an added strategic advantage: they

may be located inside or outside a branch (for

example, in remote and/or popular areas),

offering opportunities for market segmentation

(Gardener and Molyneux, 1993; Lipis, Mar

shall, and Linker, 1985). With today’s technical

infrastructure, cardholders of different types can

access domestic and international ATM net

works. Indeed, technology is freeing the cus

tomer from the need to enter branches, thereby

reducing banks’ need for a comprehensive

branch network. Table 1 highlights the global

growth in the number of ATM machines and

EFTPOS terminals between 1989 and 1993

(BIS, 1993).

Electronic point of sale (POS) systems allow

the buyer of goods and services to have his or her

bank account debited at purchase by the seller



through the use of a terminal which activates an

EFT system. France and Belgium have made the

greatest provision of this service in Europe. In

the USA there has been a threefold increase in

the number of terminals, but the total number

available per million inhabitants is much lower

than in France, Belgium, Italy, and the UK. In

1993 there were 128 million debit cards in use in

Belgium, France, Germany, Italy, the Nether

lands, Spain, and the UK, twice the number of

credit cards (56 million) and store cards (44.6

million) (Farbrother, 1994).

Table 2 illustrates the numbers of different

cards held per thousand persons (BIS, 1994).

Cards have evolved from just providing a cash

function to dispensing travelers checks or

cinema tickets (this is so called smart card tech

nology). Credit cards extend credit to the holder

who must reconcile expenditures within a given

period or else face interest charges on the

remaining balance. The creditor has virtually

instant access to funds when purchases are

made by debit card. Charge cards are also oper

ated by retailers; this raises the notion that banks

are becoming disenfranchised as non banks

enter the electronic financial services market

and/or form ties with existing banks. Banks

have begun investing in smart card technology.

Based on microchip technology, smart cards

offer potentially better card authentication and

cardholder verification systems, thereby helping

to tackle cardholder fraud. In France, for

example, domestic fraud levels are at an all

time low of 0.05 percent of card payment turn

over compared to a European average of 0.15

percent. Farbrother (1994) estimates that out of

a total of 42.5 million cards in issue in France, 23

million are smart cards; the number of smart

cards in operation in other European countries

is found to be negligible.

Retail bank customers can undertake a variety

of banking services through home and office

banking facilities (commonly referred to as

HOBS). HOBS enable ‘‘customers to access

cash management services, balance enquiries,

funds transfer, bill payment and so on with the

use of a TV screen, personal computer or vari

able tone, push button telephone’’ (Gardener

and Molyneux, 1993). Home banking, a recent

innovation, is particularly popular in Belgium

and France. Some systems operate on a 24

hour basis via digital or voice recognition; re

cently, some UK banks have began to staff their

telephone based systems. Other electronic de

livery systems include telebanking and videotex.

Technology provides banks with masses of data.

Banks have not been slow in creating customer

information files (CIFs) for the purposes of

cross selling; more recently, database marketing

strategies have enabled banks to further segment

their customer base (Gardener and Molyneux,

1993).

Payments systems in most developed coun

tries share some common characteristics (Sin

key, 1992). Wholesale (large value) and retail

systems (small value) can be differentiated;

electronic and paper based systems operate

Table 1 The spread of electronic banking

Cash dispensers
and ATMs per
1 million
inhabitants

EFTPOS
terminals per
1 million
inhabitants

1989 1993 1989 1993

Belgium 92 119 2477 5246

France 231 325 2842 7435

Germany 148 308 174 344

Italy 135 266 178 1350

Japan 627 935 14 168

UK 275 321 1311 3780

USA 306 367 200 759

Table 2 The number of cards (1993, per 1,000

inhabitants)

Country Cards
with
a cash
function

Cards
with a
credit/
debit
function

Cards
with a
cheque
guarantee

Retailers’
cards

Belgium 823 835 531 99

France 378 372 3 n/a

Germany n/a 552 442 n/a

Italy 197 285 29 n/a

Japan 2145 1769 n/a 425

UK 1196 876 756 146

USA n/a n/a n/a 2070
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concurrently; and domestic and international

services are provided. Furthermore, certain link

ages exist: international transactions tend to be

wholesale and electronic based; wholesale oper

ations are notably electronic based; and retail

transactions are usually paper based and rela

tively costly. These relationships are illustrated

by the following facts: in the UK there are four

interbank funds transfer systems currently in

operation. Two deal with electronic payments;

retail banking transactions are provided by

BACS Ltd (Bankers’ Automated Clearing Ser

vices), while wholesale transfers are provided by

CHAPS (clearing house automated payment

system). In 1993 CHAPS handled 11 million

transactions at a value of US$35,353 billion.

BACS handled 1,903 million transactions

worth US$1,256 billion. These data are common

across Europe (BIS, 1993).

International transactions between banks

are electronically handled via the Society for

Worldwide Interbank Financial Telecommuni

cation (SWIFT) network. BIS (1993) defines

SWIFT as ‘‘a cooperative organization created

and owned by banks that operates a network

which facilitates the exchange of payment

and other financial messages between financial

institutions . . . throughout the world. A SWIFT

payment message is an instruction to transfer

funds; the exchange of funds (settlement) sub

sequently takes place over a payment system

or through correspondent banking relation

ships.’’

Future bank delivery systems will be elec

tronic at both retail and wholesale levels. Scale

economies are expected to generate efficiencies

and the provision of services at least cost. EFT

payments systems have been likened to monop

olistic utilities, in that implementing an optimal

pricing rule is not straightforward (Revell,

1983). Fixed costs, including the purchase of

hardware and the programming of computer

software, are relatively high. Marginal costs per

transaction are low (average cost declines as the

volume of transactions increases), but a marginal

pricing rule does not cover fixed costs. Average

cost pricing leads to inefficient production. An

alternative is to price by average cost (covering

fixed costs) and set the transaction cost at or near

marginal cost (encouraging efficient usage of the

system).

All payments systems provide a joint service

to payer and payee; because of jointness in pro

duction and consumption, simple pricing rules

are insufficient to cover all costs. This raises the

issue of whether banks should use explicit

pricing (by product) or implicit pricing (cross

subsidization). The market segmentation hy

pothesis favors explicit pricing because of

(1) the need of banks to generate efficiency gains,

and (2) the growing importance of fee income as

a source of revenue, especially in the face of

thinner interest margins. Banks also face exten

sive marketing and continuing education costs;

there is the additional cost of security. Yet banks

must price fully both electronic and paper deliv

ery services if they are to persuade consumers to

change to the more cost effective EFT systems.

The users of payments systems typically re

quire two fundamental services: efficiency and

safety. Global electronic systems such as

SWIFT link the world’s major financial insti

tutions. The risks involved in the evolution and

advance of payments systems in general are of

great concern to national and global regulatory

bodies. The structural shift towards electronic

banking has concentrated risk, with respect to

time rather than space (Revell, 1983).

A major policy concern for regulators of pay

ments systems is the threat of systemic risk

(Borio and Van den Bergh, 1993). This may

occur when a counterparty in trouble sets off a

kind of ‘‘chain reaction’’ (or ‘‘contagion’’ effect)

in the system as other counterparties seek to

protect themselves through attempts to close

their exposed positions. Regulators seek to pre

vent systemic risk through various supervisory

practices. Although supervision is largely coun

try specific, regulators in the past two decades

have increasingly emphasized international co

operation and international risk reduction as

major priorities. This action has been fueled

by (1) increasing volumes putting payments

systems under greater strain; (2) the complexity

of financial transactions and the application of

different rules for segments of the same deal; and

(3) the increased risk taking behavior exhibited

by banks operating in a globalized, competitive

environment.

There are three major types of risk associated

with large value EFT systems. Borio and Van

den Bergh (1993) explain the intricate relation
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ship between these risks. The key concern in

large value interbank funds transfer systems is

the risk of a settlement failure (settlement risk).

A settlement failure implies a liquidity shortfall

for other participants (liquidity risk). It also typ

ically involves a loss on outstanding contracts

(credit risk), whose size and distribution depend

on the structure of underlying obligations, the

methods of dealing with the liquidity shortfall,

and legal arrangements.

Attempts are being made by regulators to

encourage participants to monitor, limit, and

control their risks. In the UK, for example,

efforts to limit settlement risk have been built

into CHAPS. Settlement banks in the CHAPS

system guarantee final settlement to the payee

once an incoming message is accepted. If the

sending bank does not settle at the end of the

day, payment has to be made by the recipient

settlement bank. This has given rise to daylight

exposures, or overdrafts, between settlement

banks. In 1992, settlement banks were permitted

to limit their bilateral exposure to other settle

ment banks. Furthermore, greater risk reduction

was made possible in 1993 through the introduc

tion of net sender limits subject to guidelines set

by the CHAPS and Town Company.

Should inbuilt mechanisms fail, reliance for

support falls on the shoulders of the central bank.

The Bank of England, for example, bears the

(liquidity) risk that a settlement bank may be

unable to fund its overall debit position at the

close of business. Other efforts are currently

under way to reduce risk. A central monitoring

system has been established by the CHAPS

inspectorate. Also, it is proposed to convert

CHAPS into a real time gross settlement system.

Banks can control customer credit risk by giving

customers intra day limits, applying individual

authorization to each payment, and by monitor

ing intra day exposures via online real time ac

counting. Competitive pressures, however, may

reduce the effectiveness of monitoring.
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electronic payments systems

Leslie M. Goldschlager and Ian R. Harper

An electronic payments system is one in which

financial transactions are conducted via com

puter and electronic communications devices,

without the need to transfer any physical token.

It is the lack of a physical representation of

money, such as coins or paper or some other

physical commodity, which characterizes elec

tronic payments systems. Instead, money is rep

resented in purely electronic form, typically as

various patterns of ‘‘bits’’ (i.e., zeros and ones) in

a computer’s memory or inside a packet of infor

mation in transit between two computers.

We can distinguish two major categories of

electronic payments. The first is a direct transfer

in which the transaction amount is immediately

debited from the electronic account of the payer

and credited to the electronic account of the

payee. The two accounts can be in quite differ

ent banks at different geographic locations. An

important requirement for direct transfers is that

the payer’s account should contain a balance at

least equal to the transaction amount at the time

the transaction takes place. Otherwise, the trans

action is repudiated. In other words, direct

transfers do not create additional credit. An

increasingly widespread example of direct

transfers is electronic funds transfer at point

of sale (EFTPOS), a process allowing instant
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payment directly from deposit balances using a

debit card.

The second type of electronic payment is the

credit card or ‘‘pay later’’ approach. This is

similar to the direct transfer except that add

itional credit is extended at the time of the trans

action. This places an obligation upon the payer

to repay the credit at a later date. Credit card

transactions may be denied when the credit

card operator refuses to extend further credit.

An important characteristic of electronic

transactions is the degree of privacy extended

to the transacting parties. The degree of privacy

depends upon any additional information which

might be recorded. Examples include the time of

the transaction and the identity of the two

parties.

Although in principle there are many combin

ations of recorded information and therefore

many degrees of privacy achievable, two major

cases occur in practice. They are ‘‘complete in

formation’’ and ‘‘complete privacy.’’ Typical

debit card and credit card operations belong to

the former, since the card operator records a

large amount of information including the iden

tity of both parties and, often, the type of goods

or services which were bought.

In the non electronic payments world, com

plete privacy is most commonly exemplified

by cash transactions. An emerging electronic

equivalent to cash is the stored value or smart

card. This is a ‘‘pay before’’ approach. Cards are

charged with value electronically using an inte

grated circuit chip embedded within the card.

The stored value may then be drawn down at will

by the user to effect purchases. The smart card

transaction preserves the privacy of the transact

ing parties. Neither the identity of the payer and

the payee nor any transaction detail is recorded.

It is estimated that at least 75 percent of all

transactions are less than US$2.00 in value. For

this reason, the number of cash based transac

tions vastly exceeds the number of other trans

action types at the current time. It is believed

that at least 10 percent of all transactions are

currently electronic. The figures are quite dif

ferent when measured by value rather than

volume. It is estimated that 90 percent (by

value) of transactions are currently executed by

check or by electronic means.

Accurate estimates of the cost of operating the

cash based payments system are difficult to

come by. One estimate from the UK suggests

that the cost of transporting cash exceeds 2 bil

lion annually. To this must be added the cost of

storage and security, and the cost of maintaining

the quality of the note supply through regular

sorting and reissue.

The greatest driving force behind the expan

sion of electronic payments systems is the low

transaction cost which is achievable. The cost

per transaction of using a credit card is estimated

to be in the range US$0.80 to US$2.50, that of

a debit card US$0.50 to US$1.00, and that of a

smart card US$0.05 to US$0.15.

For debit and credit cards, verification

of credit or funds availability is undertaken

prior to completing the transaction. Such a re

quirement is informationally demanding, and

hence more expensive than the transaction cost

for smart cards. The higher transaction cost for

credit cards results from the costs of assessing

creditworthiness, of debt collection, and of pro

vision for bad debts. The marginal cost of using a

stored value card is at least 70 percent less than

the cheapest card based alternative.

Plastic cards are not the only embodiment of

electronic payments systems. As the general

public’s access to computer networks such as

the Internet increases, more financial transac

tions will be carried out directly over the net

works, with no physical cards required. This

technological trend will herald a further reduc

tion in electronic transaction costs.

Electronic payments systems have made rapid

advances in recent years, and their application

has become increasingly widespread. As the cost

of computers and electronic communications

continues to fall, and the volume of electronic

payments continues to increase, the marginal

cost of electronic payments will fall compared

to the marginal cost of cash based transactions.

This will further fuel the acceleration of elec

tronic payments systems.

To the extent that cashless means of payment

reduce transaction costs, resource savings will be

realized which will, over time, add to national

wealth. Resources released from the production

and distribution of currency become available

for more productive uses.
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Perhaps of greater significance for overall re

source allocation is the fact that the use of elec

tronic payments systems can be explicitly costed.

Facedwith a clearer picture of the cost of using the

payment system, transaction by transaction,

agents can be expected to economize on their

consumption of payments services. In addition,

financial institutions will be in a better position

to unbundle services and attach explicit prices to

thepayments component.This in turn encourages

the production of payment services only up to the

pointwheremarginal benefit equalsmarginal cost.

The chief implications of electronic payments

systems for financial institutions are (1) the abil

ity to dispense with vaults, security screens, cash

trucks, and the like; and (2) the need to compete

in the provision of payments services with a

range of non financial institutions, including

telecommunications companies, department

stores, and supermarkets.

More so than is the case already, financial

institutions will depend upon information tech

nology to produce their services. Accordingly,

their main competitors are likely to arise in the

information and telecommunications industries.

The cash based payments system is owned

and operated in most countries monopolistically

by the central bank. Central banks earn profits

by issuing currency, which pays no interest, and

purchasing interest bearing assets with the pro

ceeds. Perhaps the most direct implication of a

general move to cashless payments is the loss of

these ‘‘seigniorage’’ profits. Governments may

seek to replace this source of revenue by levying

transaction taxes on the use of the electronic

payments system.

An important economic implication of elec

tronic payments technology is that the central

bank’s currency monopoly will no longer be

effective, since people have access to a perfect

substitute in the form of smart cards. The advent

of smart cards could stimulate a return to pri

vately issued currency, something not observed

since the early years of the twentieth century.

These considerations raise the policy issues of

who should have the right to issue electronic

money and under what regulatory conditions.

With the advent of new payments technologies,

it is time to review and overhaul the traditional

role of central banks in the provision of pay

ments services.
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embedded inflation

Lakshman A. Alles and Ramaprasad Bhar

A theory of the relationship between interest

rates and expected inflation is contained in the

well known hypothesis expounded by Irwin

Fisher (1930). According to the Fisher hypoth

esis, the nominal interest rate determined by the

market is made up of the expected real rate and a

premium for the expected inflation rate. Fur

thermore, changes in nominal interest rates

over time adjust to changes in expected inflation

while the expected real rate remains constant.

More than 75 years after it was first enunciated,

the Fisher hypothesis continues to be regarded

as a major paradigm in economic theory.

Despite its wide acceptance by the economic

community, empirical support for the Fisher

hypothesis has been mixed. Initial support was

provided by Fama (1975), who showed that if the

expected real rate is assumed to be constant, the

nominal rate has a roughly one to one corres

pondence with the inflation rate. Subsequent

researchers have, however, challenged the as

sumption of a constant real rate and provided

alternative interpretations for the time varying

behavior of the expected real rate. For example,

Nelson and Schwert (1977) show that Fama’s

empirical evidence is also consistent with a pro

cess in which the real rate follows a random walk.

Further evidence that the ex ante real rate

follows a non stationary stochastic process

which is therefore inconsistent with Fama’s as

sumption of a constant real rate is provided by

Cheung (1993). Carmichael and Stebbing (1983)

present arguments against the Fisher hypothesis;

they refer to an ‘‘inverted Fisher hypothesis,’’

according to which the expected after tax real

rate on financial assets moves inversely in a one

to one correspondence with expected inflation,

while the nominal rate remains constant over

the long run. Thus, while the challenges to the

constant expected real rate assumption appear to

be strong, the theoretical explanation for the

interest rate–inflation rate relationship is still

an unsettled issue.

While the exact nature of the interest rate–

inflation rate relationship is being debated, many

of the competing theories acknowledge the

notion that the nominal rate and future inflation

rates have some systematic relationship. Empir

ical researchers have recognized that any such

systematic relationship has useful practical im

plications, since the nominal interest rate ob

served in the market can then be used to derive

information on the market’s assessment of future

inflation. Mishkin (1990) formulated a model for

deriving information on future inflation changes

from the yield spread of the term structure

rather than from the interest rate of a single

instrument. If the term spread has information

on future inflation, Mishkin’s model is very

appealing because the term structure is readily

observable and lends itself as a very convenient

forecasting tool. Mishkin’s formulation is based

on a combination of the Fisher equation with the

rational expectations hypothesis. It says that the

spread between the long and short rate is directly

related to the expected inflation differential be

tween the corresponding long and short horizon.

He refers to the derived relation between the

term spread and future inflation rates as the

‘‘inflation change equation,’’ which he uses in a

regression framework as a forecasting equation.

The intuition for the relation between the term

spread and future inflation can also be seen in a

different light. Previous research has provided

evidence of a relationship between the term

structure and future interest rates based on the

expectations theory, as in Fama (1984). A second

set of relationships exists between interest rates

and future inflation, which we alluded to in the

first paragraph. If these two relationships are

combined, the relation between the term struc

ture and future inflation can be viewed as the

indirect link in a chain that links the term struc

ture to changes in interest rates and changes in

interest rates to future inflation.

Mishkin’s tests of his ‘‘inflation change equa

tion’’ are based on US markets. He found that

when the yield spread is constructed from the

short end of the term structure (that is, from

yields of less than six months maturity), the

yield spread provides no information on changes

in future inflation rates. However, spreads con

structed from maturities beyond nine months do

have the ability to predict changes in inflation

rates. On a similar note, Mishkin and Simon

(1994) report on the existence of a Fisher effect

in Australia. Using cointegration based analysis

they find no evidence of a short run Fisher

effect: short run changes in interest rates do
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not indicate inflationary expectations. They find

evidence, however, that longer run levels of

short term interest rates reflect inflationary

expectations.

In deriving his regression model, Mishkin

imposes the restriction that the spread of the

real term structure is held constant over time.

But if the expected real rate is time varying, as

argued in the literature cited above, the real term

spread may not necessarily be a constant over

time. Alles and Bhar (1995) modify Mishkin’s

forecasting model by allowing the real term

spread to vary over time in a random fashion.

They then use the Kalman filter technique to

estimate the model using Australian data. The

Kalman filter commonly refers to estimation of

state space models where there are two parts: the

transition equation and the measurement equa

tion. The transition equation describes the evo

lution of the state variables (i.e., the parameters)

and the measurement equation describes how

the observations are actually generated from

the state variables. Regression estimates for

each time period in this case are based upon

previous periods’ estimates and data up to and

including the current time period. In their Kal

man filter model, Alles and Bhar (1995) specify a

simple stochastic model for the expected real

rate spread – the random walk. Such a specifica

tion is consistent with the arguments of Nelson

and Schwert (1977) and the evidence provided

by Cheung (1993). Alles and Bhar (1995) further

consider the possibility that the parameter esti

mate of the regressor may not be constant and

also may vary with time. To allow for such a

variation they introduce a further modification

to the inflation estimation model by allowing the

parameter estimate of the yield spread to vary

with time in accordance with the random walk

model.

The results of the Alles and Bhar (1995)

paper include a comparative evaluation of the

forecasting ability of different formulations of

the inflation change equation and an assessment

of the efficacy of the constant real rate assump

tion in the forecasting equation. They show that

the Kalman filter estimations in all cases present

significantly reduced sum of square residuals,

suggesting the suitability of such models in

capturing the time varying dynamics of the

system. This establishes the fact that the real

rate is not constant over the period analyzed.

A similar result has also been specified by

Cheung (1993). However, when the coeffi

cient of the yield spread is allowed to vary as a

random walk, the coefficients lose significance,

suggesting the inappropriateness of such a

formulation.

Bibliography

Alles, L., and Bhar, R. (1995). The information on infla-

tion in the Australian term structure. Working paper,

School of Economics and Finance, Curtin University

of Technology.

Carmichael, J., and Stebbing, P. (1983). Fisher’s paradox

and the theory of interest. American Economic Review,

83, 619 30.

Cheung, U. Y. (1993). Short-term interest rates as

predictors of inflation revisited: A signal extraction

approach. Applied Financial Economics, 3, 113 18.

Fama, E. F. (1975). Short-term interest rates as predictors

of inflation. American Economic Review, 65, 269 82.

Fama, E. F. (1984). The information in the term struc-

ture. Journal of Financial Economics, 13, 509 28.

Fisher, I. (1930). The Theory of Interest. New York: Mac-

millan.

Mishkin, F. (1990). What does the term structure tell us

about future inflation? Journal of Monetary Economics,

25, 59 80.

Mishkin, F., and Simon, J. (1994). An empirical examin-

ation of the Fisher effect in Australia. Discussion Paper

9410, Reserve Bank of Australia.

Nelson, C. R., and Schwert, G. W. (1977). Short-term

interest rates as predictors of inflation: On testing the

hypothesis that the real rate of interest is constant.

American Economic Review, 67, 478 86.

equity premium, the equity premium puzzle,

and the risk-free rate puzzle

Ian Garrett

The equity premium is simply the return on the

stock market in excess of the risk free rate. The

equity premium puzzle stems from the con

sumption CAPM and was identified by Mehra

and Prescott (1985). Assuming that investors

have time separable preferences and constant

relative risk aversion, and assuming that gross

returns and consumption are jointly lognormally

distributed, then from the consumption CAPM,

expected returns can be written as
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Et(ritþ1) ¼� ln dþ gEt(Dctþ1)

� 1

2
(s2

i þ g2s2
c � 2gsic)

(1)

where rit is the natural log return on asset i,d is a

discount factor, g is the coefficient of relative risk

aversion, ct is log consumption, s2
i and si

c are the

variances of returns and consumption growth

respectively, and sic is the covariance between

returns and consumption growth. The equity

premium puzzle is given observed average

stock returns, consumption growth and the cov

ariance of stock returns with consumption

growth, the value of g required to fit the equity

premium is far too high. There are several pos

sible explanations for this. Related to this is the

risk free rate puzzle (Weil, 1989). Since the vari

ance of the risk free rate and its covariance with

consumption growth are zero (1) becomes

rftþ1 ¼ � ln d� g2s2
c

2
þ gEt(Dctþ1) (2)

For ease of exposition, take unconditional ex

pectations of (2) to give

E(rft) ¼ � ln d� g2s2
c

2
þ ggc (3)

where gc is the average consumption growth rate.

The risk free rate puzzle is given observed aver

age short term real interest rates, observed aver

age consumption growth and the average

standard deviation of consumption growth,

even small values of g imply a negative rate of

time preference. Further, if consumption

growth is positive, the risk free rate is low and

there is a positive rate of time preference, very

risk averse investors would want to borrow.

However, a low risk free rate is only possible in

equilibrium if investors have a negative rate of

time preference which reduces their desire to

borrow.
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ethics in finance

Douglas Wood

Ethics in finance is concerned with the issue of

how criteria reflecting the general good and in

excess of formal legal or contractual obligations

are incorporated into corporate financial deci

sions. Key areas of application are in remuner

ation and conduct of agents, informational

asymmetry and disclosure, and the degree to

which ethical considerations are priced in capital

markets and in companies’ internal investment

evaluations.

Ethical concerns have a long history in

finance, both theoretical, as exemplified in the

writings of Adam Smith, the father of the market

economy (Smith, 1976), and practical, as evi

denced by eighteenth and nineteenth century

Quaker businesses such as Cadbury’s, Clarks, or

Rowntrees, renowned for the cradle to grave care

shown for employees. Although traditionally

motivated by religious beliefs, the ethical stance

of modern day businesses is more likely to be

motivated by concerns over the environment,

justice, equal opportunities, and human and

animal rights. Anita Roddick’s Body Shop is

particularly active in pursuing such issues.

Ethical concerns are somewhat at variance

with finance theory, which rests on a core as

sumption of profit maximization or the maxi

mization of shareholder value. In practice many

companies adopt policies that appear to sacrifice

profits for other objectives, including esteem or

reputation, public duty or responsibility, or to

reflect a corporate culture in which no advantage

is sought which would impose undue losses on

stakeholders such as customers, suppliers, or

employees, who have no contractual power to

enforce such consideration.

Proof that ethical behavior is inconsistent with

the various versions of the wealth maximization

paradigm used in finance is more elusive. If

businesses frequently sacrifice available profit

opportunities in recognition of the losses they

imply for other parties, or preempt shareholders’

choice by distributing shareholders’ funds to

charitable causes or disadvantaged suppliers,

then profit maximization seems implausible as

the only or even main element in the objective

function. But ethical behavior may not result

solely from altruism. It is possible that an ethical
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stance is simply another dimension in the com

petitive armory alongside marketing, new tech

nology, or cost management. Volvo’s investment

in car safety in excess of regulatory and legal

requirements (and in excess of plausible esti

mates of likely benefit) may have been prompted

by concern for human life, but equally may have

been motivated by a long sighted strategy to gain

competitive advantage (and home market pro

tection) by anticipating rather than resisting

standards that now have legal force. A water

supply company overhauling its supply network

may consider it ethical to use BATNIEC (best

available technology not involving excessive

cost) as an investment criterion rather than

CATNIP (cheapest available technology not in

volving prosecution), but whether this involves

any loss of shareholder wealth depends on con

tingencies such as the speed with which regula

tions are tightened and long term maintenance

costs.

Even those companies run by Quaker philan

thropists might in the same way realistically

expect to recoup the cost of generous employee

conditions in higher retention and productivity.

Even the British companies taking pride in not

paying an invoice before receipt of three remind

ers and a telephone call might eventually realize

that they are paying for the lost interest and

administration cost in less competitive supply

prices.

Ethics are important in a major area in

finance: agency theory (Jensen and Meckling,

1976). Agent–principal problems are widespread

in finance because financial management and

intermediation provide fertile grounds for con

flicts of interest. Creating incentive structures

for agents that reward them for optimizing out

comes for the principals or owners is difficult,

and monitoring and controlling agents is expen

sive. An ethical agent exceeding contractual and

legislative requirements may derive business ad

vantage as a result of administrative savings for

all parties. Not surprisingly, professions such as

lawyers and accountants emphasize codes of eth

ical conduct in recognition of the almost total

trust clients have to invest in them.

Asymmetry of information is another fertile

area for ethnical concerns. Asymmetry occurs

between firms and their customers, investors

and their companies, and employers and their

employees, with complex signaling used along

side formal reporting to convey information.

Maintaining dividends to counteract the nega

tive impact of a temporary profit reduction is

one common example. If investors were not con

vinced that this maintenance was ethical, rather

than reflecting the directors’ best estimate of the

sustainable dividend level for their company, the

exercise would be pointless.

The ethics of agents and intermediaries are

crucial to the operations of financial markets.

Agents such as investment banks, stockbrokers,

or company managers have an information ad

vantage relative to their principals which they

could use to secure excessive and perhaps hidden

benefits. A particular concern has been the jus

tification for the terms and conditions of direct

ors of public companies who effectively set not

only their own salaries but also bonuses, option

packages, and long term rolling contracts. Since

the directors of the institutional shareholders

who effectively control public companies enjoy

similar privileges, the scope for unethical behav

ior is wide. Not only are directors’ emoluments

outside shareholders’ control, but they may also

install further ‘‘poison pill’’ defenses to deter

reform by outside takeover.

The relation to agency and information asym

metry problems might be to increase the use of

performance based pay, but this also raises eth

ical concerns where the agent is then encouraged

to distort the incentive scheme, perhaps by put

ting losses into a suspense account or by mislead

ing customers in order to get a sale. The result is

a discernible move to legislate for greater ac

countability and disclosure of intermediaries’

commissions and company directors’ emolu

ments which previously were hidden from prin

cipals. There is also a noticeable trend to

formalizing ethical behavior, both through adop

tion of codes of practice and customer charters

by individual institutions and by self regulating

industry associations.

Policing ethical standards, though, is difficult.

The consequences of many ethical defaults are

ambiguous and they impose diffuse costs on an

industry or community rather than on identifi

able parties. As a result, unethical behavior

appears victimless and even where ethical be

havior is enforced by legal sanctions, as for

example in the case of insider trading, proving
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that privileged information has been exploited

by company officers or their professional ad

visors is difficult, and successful prosecutions

are rare. Other legislation designed to reinforce

ethical standards covering money laundering or

international bribery (the US Foreign Corrupt

Practices Act) seem to have left business as

usual, with private banking a flourishing area,

reinforcing the point (Grant, 1991) that legal

structures can be manipulated to facilitate un

ethical behavior. Bankruptcy law, originally

designed to facilitate orderly repayment of

obligations and to protect employees, is now

frequently used to evade liabilities.

High ethical standards in finance can both

help and handicap markets. Historically, the

high moral hazards of the emerging banking

and insurance markets could only be handled

by impeccable ethical standards. Lloyds of

London, based on unlimited mutual liability,

relied on full disclosure of all material facts,

underlined by the slogan ‘‘my word is my

bond.’’ For banks, the standing of directors as

‘‘fit and proper’’ in the eyes of the governor of

the Bank of England was as important as a bank’s

balance sheet. On the other hand, modern de

rivatives markets only flourished when ethical

aversion to speculative trading receded (Raines

and Leathers, 1994).

This suggests that ethical behavior is

strongest in close knit markets where loss of

reputation among customers would produce ir

retrievable business damage. With a move to

globalized rather than local markets and transac

tion based rather than relationship based cul

ture, ethical feedback is weaker and it is

indicative that mutual structure in insurance,

banking, and savings and loan operations are

being transformed into profit oriented quoted

companies operating with formal regulatory

structures.

Whether because of declining ethical stand

ards or greater awareness by customers, in recent

years there has been a major increase in compli

ance costs as regulators have sought to modify

information asymmetry and agency problems in

a range of activities, including sales of financial

products, securities transactions, and exploit

ation of market power, especially by utilities.

Although compliance is intended to achieve

broadly ethical objectives, the main thrust of

regulation is on training, qualifications, and pro

cedures rather than performance indicators.

Whether regulation removes ethical dilemmas

in finance is arguable. Precisely defining what is

acceptable, the minimum amount of reserves

needed to safeguard bank deposits invested in a

particular class of risk asset, or what must be

disclosed under accounting standards, may pro

vide institutions with more certainty about ac

ceptable boundaries and hence result in lower

standards. Smith’s (1992) vigorous criticisms of

accountants’ exploitation of existing discretion

resulted in an overdue reduction in accountants’

powers to issue the kind of favorable interpret

ations where a transaction was exceptional when

it made a loss but non exceptional when profit

able.

The growing interest in ethical behavior is

also a reflection of a growing militancy by inter

est groups, which in practice means companies

and their officers act in a near altruistic way

because their power and wealth make them nat

ural targets. Shell’s decision to take the finan

cially attractive option of sinking the Brent Spar

rig may or may not have reflected the best scien

tific advice, but was rapidly reversed by the

imminent losses threatened by a consumer boy

cott of their products. Banks’ liquidations of

insolvent businesses or building societies repos

sessing homes are routinely criticized on the

grounds that they can afford the losses better

than their clients and that the external costs, in

terms of knock on effect on family, community,

and indirectly the tax and welfare system, are

likely to be substantial.

The main defense for companies is to intro

duce new standards of observance of environ

mental and other sensitive areas such as animal

rights, backed with high levels of disclosure. It is

evident that poor disclosure, whether of com

missions, directors’ remuneration packages, or

the benzene content of bottled water, is increas

ingly a primary indicator of ethical malpractice.

Private shareholders do have an alternative

route of influence and that is to invest in com

panies (or in mutual funds) which explicitly

reject environmentally or ethically sensitive

areas of activity. Areas of concern would typic

ally be material exposure to oppressive regimes

(with South Africa a cause célèbre in apartheid

years), producing armaments or military sup
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plies, producing or selling tobacco and liquor,

participating in the nuclear industry or in indus

tries and firms with poor records for prosecution

on environmental, safety, product quality

grounds, or for misrepresentation and malprac

tice in selling.

The financial performance of ethical firms or

collective investments provides a partial answer

to whether there is any conflict between ethical

standards and wealth maximization, although

many problems of methodology are unresolved.

McGuire, Sungren, and Schnewwis (1988)

claimed that ethical behavior produced competi

tive returns, but the study had poor controls for

size and industry membership effects. This is

important, since the process of screening to

avoid particular ethical concerns generally ex

cludes a high proportion of large multibusiness

firms, so ethical portfolios are biased towards

smaller, riskier firms expected in any event to

earn higher returns.

Nor is there a clear measure of ethical strict

ness. An investment portfolio can be measured

fairly straightforwardly for avoidance – in effect,

on the percentage of investment in the portfolio

which does not have a given exposure – and

some typical avoidance and return results are

shown in table 1. These indicate that the higher

the avoidance (and hence the more restrictions

on the portfolio managers) the lower the returns.

Although avoidance measures are easy to cal

culate, they cover only the negative aspects of

ethical performance. Since total avoidance is

available through, for example, mortgage

backed securities, investors logically are as con

cerned about positive objectives as negative. The

Co operative Insurance Society’s Environ Trust

scores low on avoidance because it invests in

companies contributing solutions in environ

mentally hazardous area or in companies judged

as benefiting the general population in an

oppressive regime.

Ultimately, if any market includes ethical and

ethics indifferent investors the efficient markets

hypothesis would predict that arbitrage by

ethics indifferent investors would eliminate any

significant positive (or negative) excess returns

in ethical securities. This is illustrated by the

Maxus Investment Group, which established

an unethical fund in the USA specifically

targeting companies with interests in tobacco,

gambling, and pornography. The more interest

ing long term question is whether an ethical

stance increasingly constitutes new and valuable

information because it tracks the risk to future

profits, as legislation backed policies such as

‘‘polluter pays’’ redirect external costs to the

company responsible.
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eurocredit markets

Arie L. Melnik and Steven E. Plaut

During the past decades various international

financial markets have grown very rapidly.

This growth was accompanied by changes in

the process of international financial intermedi

ation (Bloch, 1989; Courtadon, 1985; Miller,

1986). Our purpose here is to survey some of

the recent developments in the international

credit market. Specifically, we will review some

of the regulatory changes that had an impact on

international financial markets and describe the

trend towards securitization.

Deregulation

During the first half of the 1980s several major

countries liberalized the way in which their fi

nancial markets were regulated. The trend to

wards deregulation enhanced the integration

between the international Euromarket and the

national markets of the countries involved (Her

ring, 1985; McRae, 1985; BIS, 1986). The most

noteworthy liberalization measures were under

taken in the USA, but other major countries

complemented the trend with their own deregu

lation. In the early 1980s the UK and Japan

abolished restrictions on capital outflows, while

West Germany liberalized capital inflows. The

integration between the US short term loan

markets and the corresponding euromarkets

was aided by US deregulation of domestic inter

est rate ceilings. A similar effect occurred in

France, where banks were permitted to sell for

eign currency denominated CDs.

More recently, many regulations with respect

to market participation were liberalized. In

Japan, the access of non resident borrowers to

the domestic issue market and the euroyen bond

markets has been eased. In Germany, foreign

owned banking entities were allowed to manage

euro DM bond issues. Market integration was

aided by the abolition in the USA, UK, France,

and Germany of withholding taxes on interest

payments to non residents. The outcome of

these developments has been an increasing con

vergence between domestic and euromarket

rates and a growing internationalization of secur

ities markets. One immediate outcome is to link

the capital markets more closely to the foreign

exchange markets. One example is bonds with

currency conversion options (or with dual cur

rency features) that offer a combination of a

capital market asset and a foreign exchange

option contract. The tendency to deregulate fi

nancial institutions also increased the number of

participants in international financial markets.

The Securitization of Debt

A major recent trend in the international finan

cial market has been the shift of credit flows

from bank lending to marketable debt instru

ments. According to Walter (1988) and Melnik

and Plaut (1991), this ‘‘securitization’’ contrib

uted to the liquidity and marketability of debt

instruments. The securitization trend has been

fostered by the maturing of the eurobond

markets, which became broader and more homo

geneous, and developed standardized trading

practices. It is now common practice to issue

bonds through multinational syndicats with

well developed placing power.

The secondary market for eurobonds has

grown rapidly. It is relatively free of official

regulation and operates through standard

clearing mechanisms producing low cost dealing

and delivery. The organization of short term

securities markets is less clearly defined, but

the development of new forms of back up facil

ities and note issuance facilities (NIFs) is creat

ing access to funds for many new borrowers. The

development of both markets was aided by the

deregulations that took place in several major

countries over the past decades.

In the early 1980s NIFs and euro commercial

paper became an important form of short term

credits, while bonds and floating rate notes

(FRNs) accounted for most of the securitized

long term credits. New issue activity rose by

close to 400 percent between 1983 and 1993.

FRNs range between 12–30 percent of new
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short term credit volume. The FRNs intro

duced new types of interest pricing formulas.

A number of issues have contained maximum

and minimum interest rates (capped and collared

FRNs), either over the life of the instrument

or beginning two or three years from original

issuance. An interesting feature since 1985

has been the issuance of perpetual FRNs by

banks and financial institutions, which must

be converted into equity in case of solvency

problems.

The fixed rate sector has grown relatively

slowly. It has made increasing use of special

features to compensate for lack of attractiveness.

Bonds were issued with warrants, some for fur

ther issues of bonds, others for shares. This has

been particularly popular for euroyen issues.

Convertible bonds have been issued for years in

international markets, but recently gained

market share. Partly paid up bonds were also

issued, which allowed purchasers to defer the

payment of principal for some months.

Market Participants

An important outcome of deregulation is the

increasing role of foreign banks in national

markets. These banks have become major par

ticipants in wholesale money markets. Foreign

banks have internationalized domestic financial

activity by expanding business abroad. An inter

esting example is the underwriting of securities

by banking subsidiaries whose head offices are

prohibited from engaging in such activities in

their countries of origin.

The international loan market is extremely

large. Over 1,200 banks from 50 countries are

active in various areas of the eurocredit market.

The banks serve three essential economic func

tions. First, they allocate international funds

from surplus units to deficit units. Second,

they provide liquidity. Third, the international

credit market provides a hedging device for

interest rate and foreign exchange exposures.

The trend towards securitization appears to be

a pattern of providing these three functions in a

more cost efficient manner.

Unlike the situation in various domestic

markets, direct participation by commercial

banks in the international securities markets as

issuers, dealers, underwriters, and investors is

very common. The blurring of distinctions be

tween banks, securities brokers, and other finan

cial institutions is manifested in the international

credit market. Banks are able to become dealers

in the wholesale paper markets of the world

either directly or through international subsid

iaries. On the other side, investment bankers

have also redirected their activities towards

more involvement in the international markets.

Since they were initially smaller than the univer

sal banks that dominate in Europe, they grew

through a series of mergers which led to the

disappearance of many institutions, but

strengthened the remaining firms.

Securitization of loans by packaging them

into marketable instruments has only recently

begun to have an impact on the international

markets. A few packages of mortgages originat

ing in the USA have recently been funded

through eurobond issues. US mortgage backed

securities often include swap components

contracted in the euromarket. In the UK, spe

cialized institutions have begun to issue mort

gage backed FRNs aimed at the international

investor.

Outright sales of loans by banks, not involving

packaging into securities, have also expanded

rapidly. This eurolending market may be viewed

as a supplement to the market for loan syndica

tions. Banks have also attempted to increase the

marketability of their international assets. The

two main innovations are the trading of claims

on sovereign debtors and a more aggressive sell

ing of participations in syndicated loans. Banks

have sought to market their claims on problem

debtor countries. Most outright loan sales

appear to have been concentrated in higher

quality loans.

In recent years the number of participants in

international syndicated loans has increased due

to the ‘‘repackaging’’ of loans. The sale of par

ticipations, or ‘‘subparticipations,’’ is done

through assignment and novation. Assignment

is based on the creation of transferable loan

instruments. Novation involves the replacement

of one obligation by the creation of an entirely

new one. Both instruments entail the setting up

of a register in which transfers of ownership are

recorded. Transferability provides the syndi

cated credit with some of the attributes of secur

ities together with the flexibility and liquidity

features of NIFs.
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event studies

J. Azevedo Pereira

The term ‘‘event study’’ describes an empirical

research design widely used in finance and ac

counting. Event studies employ a common gen

eral methodology aimed at studying the impact

of specified economic or financial events on se

curity market behavior. The occurrence of an

event is used as the sampling criterion and the

objective of the research is to identify informa

tion flows and market behavior both before and

after the event. Although some event studies

have examined the volatility of returns and pat

terns of trading volume surrounding events (for

a review, see Yadav, 1992), most studies have

focused on an event and its impact on the market

prices of securities. Price based event studies

were originally designed to test the semi strong

form of the efficient market hypothesis (Fama

et al., 1969), with the expectation that efficiency

would be reflected in a full and immediate re

sponse to the new information conveyed by the

event. In the mid 1970s a new type of price

based approach was developed (Mandelker,

1974; Dodd and Ruback, 1977) called value

event studies; their main aim was not to study

market efficiency but to examine the impact of

events on the market value of specific companies

(or groups of companies).

The scope of events studied ranges from firm

specific incidents (e.g., announcements of stock

splits, or changes in dividend policy) to more

general phenomena such as regulatory changes

or economic shocks. Analysis occurs over ‘‘event

windows’’ or test periods when evidence of ab

normal behavior in the market is sought. Such

abnormality occurs relative to behavior during

an estimation or benchmark period, which is

used to estimate the benchmark for the expected

behavior of a parameter around the event. Ab

normality can occur in the form of abnormal

returns, abnormal trading volumes, or changes

in the levels of the volatility of returns. The

research methodologies used in each case are

similar, differing only in respect of evaluating

criterion. Accordingly, the brief description that

follows will take into account only the general

price based event studies.

Formally, abnormal return is the difference

between the actual and expected return during

the test period:

ARit ¼ Rit � R�it

where ARit is the abnormal return on security

i during period t, Rit the actual return on secur

ity i during period t, and R�it is the expected

return on security i during period t. Several

alternatives exist to determine the expected

return. The market model approach uses a re

gression analysis (usually OLS) to estimate the

security returns as a function of the market index

during the estimation period and then uses this

model in conjunction with the actual market

return during the test period to calculate the

expected return. In this case, the classic config

uration of the expected return generating model

is the following (Fama et al., 1969):

R�it ¼ ai þ biRmt þ uit for t ¼ 1, 2, . . . , T

where Rmt is the return on the market index for

period t (systematic component of return), ai is

the intercept coefficient and bi is the slope coef

ficient for security i, uit is the zero mean disturb

ance term for the return on security i during

period t (unsystematic component of return),
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and T is the number of (sub )periods during the

benchmark period.

The model does not imply the acceptance of

any explicit assumptions about equilibrium

prices. This fact, and the specific design charac

teristics, which allow for an easy and powerful

statistical treatment, constitute the main reasons

for its wide popularity. The alternative mean

adjusted method assumes that the best predictor

for a security’s return is given by historic per

formance. This assumption implies that each

security’s expected return is a constant given by

its average return during the estimation period:

R�it ¼
1

T

XT
t 1

Rit

where Rit is the return on security i over the T
(sub )periods of the estimation interval.

The market adjusted return method assumes

that the expected market return constitutes the

best predictor for each security’s market per

formance. The market return on the index

during the test period is then the predicted

return for each security:

R�it ¼ Rmt

Finally, CAPM based benchmarks define the

expected return of each security as a function

of its systematic risk or b and of the market price

of risk, effectively the difference between the

return on the market index and the return on

the risk free security:

R�it ¼ Rft þ bi(Rmt � Rft)

where Rft is the risk free rate of return during

period t and bi is the systematic risk of the

security i (previously estimated with reference

to the market index).

A variant of this approach uses a control port

folio benchmark, under which the expected

return of a specific security or group of securities

is given by the expected return of a portfolio

with the same b.

The estimation of expected returns is usually

considered the main source of variations in event

study methodology. Other aspects of the meth

odology are (1) the reference basis used to calcu

late the returns (logarithmic or discrete); (2) the

measurement interval (the more common are

monthly, weekly, or daily returns); (3) treatment

of disturbances during the event window; (4) the

duration of the event window; and (5) the choice

of market index (where used).

To reflect the uncertain holding period pre

and post event, it is usual to present the abnor

mal return in both periodic return form and as

cumulative abnormal returns (CAR). The hy

pothesis normally tested then becomes whether

CARs during the test period are significantly

different from zero.

Some of the recent developments in event

studies are (1) the application of the methodology

to themarket fordebt securities (Crabbe andPost,

1994); (2) the study of the likely implications of

non constant volatility on abnormal return esti

mates (Boehmer, Musumeci, and Poulsen, 1991);

(3) the employment of non parametric tests of

abnormal returns when the usual assumption of

normally distributed returns seems problematic

(Corrado, 1989); and (4) the implementation of

multiple regression approaches based on the ap

plication of joint generalized least squares (GLS)

techniques (Bernard, 1987).

The volume of event study literature has

grown significantly in recent years and shows

every sign of continued expansion. At the theor

etical level, two topics for continuing research

are the control for extra market effects in the

securities return generating processes, and the

handling of statistical problems caused by

samples of thinly traded securities. At the em

pirical level, the great challenge is accounting for

the observed abnormal returns.

Bibliography

Bernard, V. L. (1987). Cross-sectional dependence and

problems in inference in market-based accounting

research. Journal of Accounting Research, 25, 1 48.

Boehmer, E., Musumeci, J., and Poulsen, A. B. (1991).

Event-study methodology under conditions of event-

induced variance. Journal of Financial Economics, 30,

253 72.

Brown, S. J., and Warner, J. B. (1980). Measuring secur-

ity price performance. Journal of Financial Economics,

8, 205 58.

Brown, S. J., and Warner, J. B. (1985). Using daily stock

returns: The case of event studies. Journal of Financial

Economics, 14, 3 32.

event studies 65



Corrado, C. J. (1989). A non-parametric test for abnormal

security-price performance in event studies. Journal of

Financial Economics, 23, 385 95.

Crabbe, L., and Post, M. A. (1994). The effect of a rating

downgrade on outstanding commercial paper. Journal

of Finance, 49, 39 56.

Dodd, P., and Ruback, R. (1977). Tender offers and

stockholder returns: An empirical analysis. Journal of

Financial Economics, 5, 351 73.

Fama, E. F., Fisher, L., Jensen, M., and Roll, R. (1969).

The adjustment of stock prices to new information.

International Economic Review, 10, 1 21.

Mandelker, G. (1974). Risk and return: The case of

merging firms. Journal of Financial Economics, 1,

303 36.

Salinger, M. (1992). Value event studies. Review of Eco

nomics and Statistics, 74, 671 7.

Strong, N. (1992). Modeling abnormal returns: A review

article. Journal of Business Finance and Accounting, 19,

533 53.

Yadav, P. K. (1992). Event studies based on volatility of

returns and trading volume: A review. British Account

ing Review, 24, 157 85.

exotic options

Dean A. Paxson

Exotic options are possibly defined as all options

that are not ‘‘vanilla’’ options, with a predefined

(or constant) exercise price and time to expir

ation, and where there is one underlying asset.

Thus, exotic options may have uncertain exer

cise prices, expiration times, and several under

lying assets, which may not follow lognormal or

normal diffusion processes.

Characteristic exotic options include Asian

options, where the exercise price and/or the

underlying asset is an average of prices defined

over some time period; barrier options, where

the option is initiated or extinguished if the asset

price hits a specific, predetermined level;

chooser options, where the holder has the choice

after a number of days whether to hold a call or a

put on the underlying asset; compound options,

which are options on options; and lookback

options, where the call option holder has the

right to buy/sell at the minimum/maximum

price recorded over the option lifetime. Perhaps

the primary identifying characteristic of exotic

options is that the field is particularly fertile for

combinations and permutations of the generic

exotic types, and options involving innovative

characteristics, ideal for creative artists.

The valuation of exotic options is sometimes

simply through building blocks of vanilla type

options, perhaps with the asset price volatility

modified (as in Margrabe, 1978), or averaged, as

in Asian options. Some illustrations are provided

below for such building block approaches, in

volving closed form solutions for barriers,

choosers, and lookbacks. Otherwise, the path

dependent options such as barriers and look

backs, the multivariate spread and correlation

products, and the nested options, such as com

plex choosers and compounded options, are

valued through numerical methods, including

Monte Carlo simulations, lattice methods, and

explicit and implicit finite differences.

Brief History of Theory and Practice

Being first in exotic option theory is alleged of

many authors, including Merton (1973), who

values a ‘‘down and out’’ barrier option. Earlier,

Cox and Miller (1965) provided solutions for

homogeneous diffusion processes with absorbing

barriers, and there were many predecessors.

Margrabe (1978) provided a simple valuation

for an option to exchange one asset for another,

now used for spread options. Geske (1979)

valued compound options, while Goldman,

Sosin, and Gatto (1979) provided the valuation

methodology for lookback options, without

regret, buying at the low and selling at the high.

TheRubinstein (1991)workingpaper has been

widely circulated andpublished, alongwithmany

other authors. Thus, exotic options are no longer

so ‘‘strikingly unusual or colorful in appearance

or effect,’’ as finance textbooks such as Gemmill

(1993) provide solutions and illustrations.

The use of exotic options is largely anecdotal,

since only a few exotics have been exchange

traded. No doubt there were many embedded

options in contracts and bonds, such as the pub

licly traded Petro Lewis 9 percent guaranteed

oil indexed notes issued in April 1981 which

had contingent interest based on lookback

Asian barrier features, prior to the academic

and investment banking ‘‘discoveries’’ of exotics

in the late 1980s.

Perhaps a distinguishing feature of exotics is

that options may and are designed to suit almost

any conceivable or desired payoff structure for
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an investor, or for a producer/consumer who

seeks a complex, customized hedge for commod

ity, interest rate, equity, currency, or other

asset/liability exposure.

Barrier Options

An extinguish (or absorbing) barrier option is a

vanilla option from the contract date until (or if)

the underlying asset hits a predetermined level,

and the option is ‘‘knocked out.’’ Thus, the

potential time of the option is uncertain and is

no greater than a vanilla option with the same

original time to expiration. An exercisable

(or knock in) option is activated only when the

barrier has been hit. In both cases, when the bar

rier is hit, either the option expires or is exer

cised or the then time to expiration is specified.

There are a wide variety of barrier options,

including the simple knockouts, such as down

and out call, down and out put, up and out call,

and up and out put; the knockups, down and in

call, down and in put, up and in call, and up and

in put; and other combinations, such as the

knockout must be both up and down or either

up and down (double barriers); or there are a

specified number of partial sufficient, or neces

sary, barriers for knockout or knockin.

A simple valuation of down and in call barriers

(without any rebates) is:

CallD; I ¼ Se dT (H=S)2lN( y)

�Xe rT (H=S)2l 2N( y� s T
p

)

where

l ¼ (r � dþ s2=2)=s2

y ¼ ln [H2=(SX)]=s T
p
þ ls T

p

and S is the underlying asset, T is the time to

expiration (if barrier not hit), r is the riskless

rate, X is the exercise price, H is the barrier, is

the underlying asset payout rate, d is the volatil

ity of underlying asset, and N is the cumulative

normal distribution; then

CallD;O ¼ Call (Vanilla) CallD; I

With these building blocks, plus a few additions,

Rich (1994) shows how to construct a long menu

of barriers.

Chooser Options

A curious convention is that choosers are options

for the undecided, or ‘‘as you like it’’ options.

For payment today, the holder has the right (and

requirement) to choose, after t days, whether to

hold a call or put on the underlying asset. This

enables the investor to establish a long position

in volatility, but unlike a vanilla straddle or

strangle, the investor is forced to abandon one

option at the decision or choice date.

If the call and put have a common exercise

price and (initially) remaining time to expiration,

the chooser payoff is:

MAX[C(X, T � t), P(X, T � t)]

where C(X,T � t) is the value of a call option

and P(X,T � t) is the value of a put option.

If t1 is the time of required choice, and S1 is

the asset price at t1, the European put call parity

theorem implies:

MAX[C, (C � S1e
d(T t1) þXe r(T t1))]

¼ C(X, T)þMAX[0, Xe (r d)(T t1) � S1]

or

¼ C(X, T)þMAX[0, Xe r(T t1)� S1e
d(T t1)]

which is the same as a call option with maturity

e d(T t)1 put options with Xe (r d)(T t)1 and

maturity t1.
This package has the same value as:

Se d(T t)N(a)�Xe r(T t)N(a� s T
p

)

� Se d(T t)N(�b)þXe r(T t)N(�bþ s t1
p

)

where

a¼ [ ln (Se d(T t)=Xe r(T t))� s T
p

]þ 1

2
s T
p

b¼ [ ln (Se d(T t)=Xe r(T t))� s t1
p

]þ 1

2
s t1
p

Lookback Options

The lookback option is termed an option for

investing without any regrets, or always buying

at the low and/or selling at the high, or for

investors without any market timing ability.
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While the option holder is guaranteed the ‘‘best’’

price over a specified period, the disadvantage is

the high cost, compared to a plain vanilla option.

The payoff from a lookback call is: MAX (0,

ST � Smin) and the initial value is:

Se dTN(a1)� Se dT s2

2(r � d)

�N(� a1)� Smine
rT [N(a2)

� s2

2(r � d)
eY1N(� a3)]

where Smin is the minimum value achieved to

date (Gemmill, 1993) and

a1 ¼
ln (S=Smin)þ (r � dþ s2=2)T

s T
p

a2 ¼ a1 � s T
p

a3 ¼
ln (S=Smin)þ (� r þ dþ s2=2)T

s T
p

Y1 ¼ �
2(r � d� s2=2) ln (S=Smin)

s2

Research and Practical Issues

Exotic options may be adapted to suit a wide

variety of investment objectives and exposures,

often derived directly from the solutions pro

vided for certain types of partial differential

equations. However, with complexity, both the

assumed usage and conceivable dynamic

hedging processes may become problematical.

Since exotics are by definition innovative, new

exotic formations and combinations should be a

growing industry. Plausible exotics may cover all

sorts of distribution functions, chapters of texts

on probability and measure, and stochast ic

processes , including fat tails (see fat ta ils

in f inance ), and extremes, incorporating sto

chastic volatility, correlation, anddiscontinuities.
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expectations

Suresh Deman

Expectations arise when economic agents make

decisions in a world involving uncertainty. If we

were living in a world of perfect information

with unbounded rationality, the notion of ex

pectation would be irrelevant. However, the

reality of the world is much more complex than

captured by theoretical models. The concept of

expectations, like love, has many splendorous

dimensions. In finance and economics, its appli

cations include the theories of intertemporal

consumption, labor supply decisions, theory of

firm’s pricing, sale, investment or inventory de

cisions, theories of insurance, financial mar

kets, and search behavior, signaling, agency

theory , and corporate takeovers, etc. In fact,

expectations are implicit in the study of all

behavioral models.

The use of expectations appears to be similar

in all academic disciplines. However, there are

some important distinctions. For example, the

term ‘‘expectations’’ used in economics does not

necessarily conform to the term ‘‘expectations’’

used in the statistical theory of probability.

Linear utility functions exhibit risk neutral be

havior and may give rise to models in which

agents care only about the mathematical expect

ations of variables. In the models in finance,

mathematical expectations of returns on various

assets are equalized. Quadratic expected utility

functions may also produce a model in which

mathematical expectations become important.

The concept of expectations has a wide range

of applications in economics, business, and

finance. Simple expectations proxies are pro
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posed by Fisher (1930), and a variation on

Fisher’s expectation mechanism of adaptive ex

pectations is given by Cagan (1956). Alternatives

to adaptive expectations are regressive expect

ations, expectations of experts, rational expect

ations versus mechanical expectation proxies,

mathematical expectations, etc. In fact, expect

ations are the reality of modeling of stochastic

processes. One of the most useful applications of

expectations in economic and finance is expected

utility theory. According to the expected utility

hypothesis, individual decision makers possess a

‘‘Von Neumann–Morgenstern utility function’’

defined over every conceivable outcome. Indi

viduals faced with alternative risky ‘‘lotteries’’

over these outcomes will choose that prospect

which maximizes the expected value of utility

function {Ui}.
The expected utility hypothesis can be ap

plied to a variety of situations because the out

comes of ‘‘lotteries’’ could be alternative wealth

levels, multidimensional commodity bundles,

time streams of consumption, or even qualitative

consequences (e.g., a trip to Pink City Jaipur),

etc. Most research in the economics of uncer

tainty and all applied research in the field of

optimal trade, investment, or search under un

certainty, is carried out in the framework of

expected utility. In Arrow–Debreu general equi

librium theory, the expected utility model pro

ceeds by specifying a set of objects of choice. It is

assumed that the individual possesses a prefer

ence ordering over these objects (in the sense

that one object is preferred to another if, and

only if, it is assigned a higher value by this

preference function) which can be represented

by a real valued function V(.).

The expected utility model (under uncer

tainty) differs from the theory of choice over

non stochastic commodity bundles in two im

portant ways. First, in the expected utility

model, choice is made under uncertainty; the

objects of choice are not deterministic outcomes,

but rather probability distributions over the out

comes. Second, unlike the non stochastic case,

the expected utility model imposes a very spe

cific restriction on the functional form of the

preference function V(.). Mathematically speak

ing, the hypothesis that the preference function

V(.) takes the form of a statistical expectation is

equivalent to the condition that it be ‘‘linear in

the probabilities.’’ In the Von Neumann–Mor

genstern utility function, this assumption is a

primary feature of the expected utility model

and provides the basis for many of its observable

implications and predictions.

At this stage, it is important to distinguish

between the preference function V(.) and the

Von Neumann–Morgenstern utility function

U(.) of an expected utility maximizer, particu

larly with respect to the mistaken belief that

expected utility preferences are somehow ‘‘car

dinal’’ in a sense that is not represented by

preferences over non stochastic commodity

bundles. An expected utility function V(.) is

‘‘ordinal’’ because it may be subject to any in

creasing transformation without affecting the

validity of the representation. One important

property stems from the above characterization

of utility function that U(x) be an increasing

function of x. Rothschild and Stiglitz (1970,

1971) have generalized the notion of a mean

preserving increase in risk to density functions

or cumulative distribution functions. The alge

braic condition for risk aversion generalizes to

the condition that U 00(x) < 0 for all x which

implies that the Von Neumann–Morgenstern

utility function U(.) is concave.

Arrow (1971) and Pratt (1964) have contrib

uted a great deal to the analytical capabilities of

the expected utility model for the study of be

havior under uncertainty. They showed that the

‘‘degree’’ of concavity of the Von Neumann–

Morgenstern utility function can be used to pro

vide a measure of an expected utility maxi

mizer’s degree of risk aversion. The curvature

measure of R(x)�U 00(x)=U 0(x) is known as the

Arrow–Pratt index of absolute risk aversion.

The certainty equivalence and asset demand

conditions makes the Arrow–Pratt measure an

important result in expected utility theory. Ross

(1981) gave an alternative and stronger formula

tion of comparative risk aversion. According to

Hey (1979), the application of the expected util

ity model extends to virtually all branches of

economic theory, but much of the flavor of

these can be sensed from Arrow’s (1971) analysis

of the portfolio problem. If R(x) is a decreasing

(increasing) function of the individual’s wealth

level x, then it would mean that an increase in

initial wealth will always increase (decrease) the

demand for the risky asset if, and only if, U(.)
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exhibits ‘‘decreasing (increasing) absolute risk

aversion in wealth.’’

Finally, we focus on axiomatic developments

in expected utility theory. There exist quite a

few formal axiomatizations of the expected util

ity model in different contexts in Von Neumann

and Morgenstern (1944), Marschak (1950), Her

stein and Milnor (1953), and Savage (1954).

Most of these axiomatizations proceed by speci

fying an outcome space and postulating that the

individual’s preferences over probability distri

butions on the outcome space satisfy the

following four axioms: completeness, transitiv

ity, continuity, and the independence axiom. It

is beyond the scope of this short piece to provide

a derivation and explanation of these axioms and

sketch a proof. Researchers have begun to de

velop alternative formulations of expected utility

models by taking into account first order sto

chastic dominance preference and risk aversion.
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experimental asset markets

Steven Peterson

Experimental asset markets are multiple period

laboratory double auction markets utilizing

human subjects who trade asset units with fun

damental values determined by well defined

(perhaps stochastic) dividend streams. Traders’

monetary payoffs are typically tied to individual

performance (e.g., traders attempt to maximize

earnings in the form of per share dividend pay

ments and capital gains). The seminal work on

double auction design was due to Smith (1962).

Methodological precepts, which govern virtually

all current experimental asset market designs,

originated with Smith (1982).

Essentially, experimental asset markets were

developed to investigate and test various hy

potheses which followed from the theory of effi

cient markets. In particular, attention has

centered on various predictions concerning

market efficiency in the presence of rational

expectations. These include tests for the exist

ence of both weak form and strong form effi

ciency (i.e., asset prices reflect all public and

private information, respectively), along with

the ability of the market to both disseminate

and aggregate diverse private information, as

well as the study of individual expectation for

mation. As such, a fundamental cornerstone of

the research investigates the diffusion of infor

mation in the market in the presence of trader

uncertainty.

In general, the multiple period setting of asset

markets presents several sources of trader uncer

tainty. Uncertainty may derive from diverse ex

pectations among traders concerning the

movement of future prices conditional on a dis

tribution governing states of the world such as

dividend payout. Uncertainty may also present

itself in the form of private information concern

ing trader type (e.g., assets have differing valu

ations depending on trader type endowments).

Otherwise, uncertainty emanates from individ

ual differences in home grown expectations

governing the expectation formation process

and uncertainty regarding the future movements

of prices. It is the assumptions regarding the

formation of expectations that discriminate be

tween competing models of asset valuation. As

such, the object of investigation is to observe
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individual decision making in an environment

in which uncertainty generated by the diversity

of states and trader types is the experimental

control.

Early laboratory studies examined whether

asset markets were informationally efficient,

and presented results which indicated that

market efficiency is generally robust to informa

tion asymmetries. Controlling for trader type

uncertainty, Forsythe, Palfrey, and Plott (1982)

present evidence indicating convergence to

strong form efficiency. Essentially, the design

consisted of repeated two period asset markets

with trader type uncertainty (i.e., share value

was private information and differed in each

period for each trader type). Two types of equi

libria are possible: a naive equilibrium which

results when traders value assets based solely

on their private information regarding dividend

values and a full information, and rational equi

librium which results from the dissemination of

otherwise private information into the market. It

is the rational equilibrium that the market con

verged to in repeated sessions and, hence,

generated support for strong form market effi

ciency. Plott and Sunder (1982) examined essen

tially the same issue but in the presence of state

uncertainty in which dividend payout followed a

probability distribution and certain traders were

given more information than others regarding

payout states. The experimental evidence

showed that the market reveals insider informa

tion; market prices converge quickly to a fully

revealing rational expectations equilibrium.

Extensions followed. Forsythe and Lundholm

(1990) examine information aggregation rather

than information dissemination in a series of

experiments looking at whether markets are

capable of efficiently aggregating a highly

diverse, but sufficient, body of information.

The issue here, as above, is whether traders can

form inferences about market fundamentals

through an examination of publicly available

information on bids, asks, and contracts. They

conclude that, in the presence of diverse private

information, trading experience and complete

information are jointly sufficient to generate a

rational equilibrium. Copeland and Friedman

(1987, 1991) extend the analysis in an examin

ation of the sequential revelation of private in

formation to uninformed traders.

Other asset market experiments differ mark

edly in their designs and investigative intent.

Smith, Suchanek, and Williams (1988) utilize a

multi period finite horizon model with state un

certainty regarding dividend payout, but with no

private information beyond individual endow

ments, to examine bubble behavior (e.g., market

prices that deviate from fundamentals). Traders’

one period ahead forecasts of market prices were

simultaneously solicited to test various theories

of expectation formation. Market prices were

observed repeatedly to exhibit bubble–crash

behavior and expectation formation was best

characterized as adaptive (not rational) in charac

ter. What caused these bubbles is not clear.

Speculative behavior is theoretically impossible

in finite horizon experiments.Other explanations,

however, suggest these bubbles occur due to in

complete learning. Subsequent experiments did

indicate that expectations do converge to rational

expectations as traders gain experience, and prices

tended to vary little relative to fundamentals.

Other experiments have examined the effi

ciency of dividend signals by measuring the

noise content of the signal but still leave the

dividend puzzle an unresolved issue. Still others

have altered the finite dimensionality of the

design to test for the presence of speculative

behavior. These designs essentially involve a

probabilistic horizon in which subsequent

trading periods occur conditional on the out

come of a random draw. In such cases, the

(known) probability of continuing serves the

same function as the discount rate in conven

tional asset valuation mathematics. These ex

periments show definite evidence of speculative

bubbles which occur despite the absence of pri

vate information. As such, the concept of market

efficiency is not yet a resolved issue. In addition,

investigators have designed asset market experi

ments to examine the issue of form versus sub

stance; that is, whether traders prefer one asset

over another because form matters even though

both assets are substantively identical in terms of

fundamental value. The evidence at this point is

inconclusive, but the research is important

nevertheless, because should form matter, then

asset values may be more than merely functions

of discounted dividend streams.

Experimental asset markets are an invalu

able research resource since they permit the
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investigator to extract a sufficient level of insti

tutional detail necessary to an examination of the

research objective and abstract away unneces

sary sources of noise. At the same time, the

experimental designs allow one to exercise the

necessary level of control through a judicious

choice of structural designs and parameteriza

tions in order to collect data necessary for strong

statistical tests of underlying hypotheses.
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Fama-French Three Factor Model

see portfolio theory and asset pric ing

fat tails in finance

Paul Kofman

Fat tails refer to the excessive probability of

‘‘extreme’’ observations in a distribution. Nat

ural disasters are a fact of life. They tend to have

dreadful consequences, but fortunately, occur

very rarely. Except for the occasional last

minute warning, they also have the nasty habit

of being unpredictable. However, that does not

imply that their probability is zero. Financial

disasters are rather similar. Stock market

crashes, oil crises, and exchange rate collapses

occasionally remind us that there is a very rele

vant probability of observing extreme values.

The magnitude of the fall out from such disas

ters explains the attention they attract, which is

disproportionate to their supposedly minute

probabilities of occurrence. Actuarial studies

have acknowledged this fact for a long time.

Estimating the probability of ruin is one of the

major tasks new actuaries have to learn.

Attracted by expected payoffs, investors in

financial markets are often lured into investing

in high risk assets. The downside risk is then

managed or even fully covered by installing safe

guards, such as stop loss or limit orders. As long

as the market moves smoothly this does indeed

guarantee a well timed exit from an adverse

market. However, it is well known that markets

occasionally jump, sometimes excessively. In

such situations, a market could suffocate from

the accumulation of exit orders. While recently

introduced circuit breakers provide market

makers and brokers with valuable time to realign

their positions, they do not offer similar protec

tion for small investors. For them, it is crucial to

have at least some probabilistic idea of these

‘‘catastrophes.’’ Estimating these probabilities

based on the past worst experience is not a

good idea. The fact that probabilistically some

observations occur on average only once every

decade, or once every hundred years or more,

indicates that so far we might have been just

lucky in not observing a worse crash.

To specify these extreme probabilities, the

finance literature usually prefers a ‘‘normal’’

stochastic process, like a Brownian motion, or a

lognormal distribution with autoregressive con

ditional heteroskedasticity (ARCH) errors. That

may be valid in a risk neutral environment, but

for the risk averse investor an implied disaster

probability of virtually zero might be fatal. Em

pirically, we know that financial prices do not at

all behave like they are normally distributed.

The pioneering studies by Mandelbrot (1963)

and Fama (1963) acknowledge the fact that

the observed fat tails are not well captured by

normal distributions. Therefore, the Pareto or

sum stable distributions (including the normal as

a special case) have been suggested as a likely

alternative. Cornew, Town, and Crowson (1984)

give empirical applications for different distri

butions nested within this class. Praetz (1972)

and Blattberg and Gonedes (1974) proposed yet

another class of distributions that had one major

advantage over the Paretian class. The Student

t, while still being fat tailed, has a finite variance

unlike the Paretian. This fits better with the

assumptions underlying asset pricing models.

An alternative model that also retains the

finite variance property is given by Engle’s

(1982) ARCH process for normally distributed

innovations in asset prices. Instead of focusing



on the unconditional distribution, ARCH speci

fies a conditional distribution for the variance.

However, the apparent popularity of these

models for describing the clusters in volatility

falls short when evaluating their excess kurtosis

capacity. A second normality preserving ap

proach is given by the mixtures of distributions

hypothesis (Tauchen and Pitts, 1983). But due

to the necessary specification of a mixing pro

cess, or variable, this approach tends to be diffi

cult to implement.

Estimation Procedures

The first step one should consider before en

gaging in any formal estimation is a simple plot

of the empirical cumulative distribution func

tion of variable X, versus a comparable (stand

ardized by mean and variance) normal

cumulative distribution. One can immediately

observe the amount of excessive empirical ‘‘fre

quency’’ at the lower or upper tail. Combined

with more than normal probability in the center

of the distribution, this phenomenon is known as

leptokurtosis. Kurtosis (K) values exceeding 3,

which is the normal value, point toward fat

tailed distributions. Unfortunately, a single ex

treme value may dramatically inflate the value of

K. Formal testing of normality is based on two

common tests. The Jarque–Bera (JB) test for

normality uses both K and the measure for skew

ness (the normal being a symmetric non skewed

distribution): high values of JB point towards

rejection of normality. Unfortunately, this test

does not help us any further to indicate what an

appropriate distribution would be.

A more enlightening insight may be obtained

by focusing exclusively on the tails and plotting

the ‘‘extreme’’ empirical quantiles versus differ

ent theoretical quantiles. For these different the

oretical distributions, we can then apply a

goodness of fit test:

GF ¼
Xk

i 1

(Oi � Ei)
2

Ei

(1)

where we split the empirical frequency distribu

tion into k quantiles and compare the observed

frequency per quantile (Oi) with the theoretic

ally expected frequency for that quantile(Ei).

This KS test is chi squared distributed with

k� 1 degrees of freedom.

Residual Life and Duration Models

The first formal model we discuss is usually

encountered in the actuarial literature, where

the concept of ‘‘mean residual life’’ e(.) is speci

fied as follows:

e(x) ¼ E(X � xjX � x)

¼
Z 1

x

(q� x)
f (q)R1

x
f (q)dq

(2)

This e(x) is the complete expectation of ‘‘life.’’

Obviously, life can be interpreted as the

remaining tail size of X given that X is larger

than some prespecified level x. This exceedance

function can then take several shapes depending

on different underlying distributions F(x), the

probability density function of X. The empirical

e*(x) is a simple averaging process:

em(X(i)) ¼
1

m� 1

Xm 1

i 1

X(i) �X(m) (3)

where the subscript (i) relates to the ordered

observations Xi, in descending order. The next

step then consists of fitting theoretical e(.) to the

e*(m) (.). Two techniques are typically used:

either maximum likelihood estimation, or a min

imizing distance measure (minimizing the dis

tance between the empirical F*(x) and the

theoretical F(x), as in the GF test). Failure

time or duration models are very similar to

these residual life models. They also condition

on a prespecified high level x, and then fit dif

ferent distributions to the remaining tail. For

that purpose, a derived probability function,

the so called survival function S(x) ¼ 1� F(x),
is used. After fitting S(x), we can specify an

inverse survival function which generates quan

tiles Z(a) that are exceeded by X with some

prespecified probability a.
These fitting techniques have a drawback: if

the distributions are not nested, or they do not

have a finite variance, they are no longer valid.

The next tool avoids that problem.

Extreme Value Models

A stationary time series X1, X2, . . . , Xn of in

dependent and identically distributed random

variables has some unknown distribution func
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tion F(x). The probability that the maximum Mn

of the first n random variables is below some

prespecified level is given as:

P(Mn � x) ¼ Fn(x) (4)

Even though we do not know which F applies,

extreme value theory shows that after suitable

normalization, this maxima distribution con

verges asymptotically to a limit law extreme

value distribution G(x). G(x) can be of three

types where the main feature of distinction is

the speed by which its tails decline. If they

decline exponentially, the domain of attraction

is given by a Gumbel distribution (encompass

ing the exponential and normal distributions). If,

on the other hand, they decline by a power

(hence much slower), the domain of attraction

is given by Fréchet distributions (encompassing

fat tailed Paretian and Student t distributions).

In the likely latter case, we can estimate the tail

shape parameter based on a sequence of the

largest order statistics X(i) – the ordered empir

ical maxima. The Hill (1975) estimator:

âa ¼ 1

m� 1

Xm 1

i 1

ln (X(i))� ln (X(m))

" # 1

(5)

uses m as the number of order statistics con

sidered to be the tail in the sample. The choice

of m is the controversial part of this procedure.

Including too many observations from the center

of the distribution will lead to an increase in bias,

while restricting toomuchwill lead to anundesir

able efficiency loss. So far, no undisputed pro

cedure has been developed to estimate m. (For a

number of m estimators, see Kalb, Kofman, and

Vorst, 1996.) Fortunately, for financial applica

tions, choosing m is less relevant, given the very

long time series. The availability of transaction

prices has even further alleviated this problem.

With the chosen m, we can proceed with

equation (5) and, based on the a estimate, dis

criminate among a wide class of (not necessarily

nested) distributions. For the Paretian distribu

tions to be acceptable, a (their characteristic

exponent) should be less than two. For values

of a exceeding two, the Student t distributions

are more likely (where a equals the degrees of

freedom). For a approaching infinity, this im

plies a normal distribution. Having an estimate

for this tail parameter, we can also calculate

exceedance quantiles:

x̂xp ¼
m

2n(p)

� �1=âa
�1

1� 2 1=âa
[X(n m=2) �X(n m)]

þX(n m=2)

(6)

where tail parameter a has been obtained above,

and p is some chosen probability. Since we are

interested in threshold levels xp for which

1� F(xp) ¼ p, being extremely small (in fact

p < 1=n), the empirical distribution function is

no longer of use. Extreme value theory, however,

does allow probability statements beyond this p
limit, by extrapolating the empirical distribution

function based on the estimated tail shape.

Hence, we can even make ‘‘precise’’ statements

on the probability of so far not observed cata

strophic observations.

The major advantage of extreme value distri

butions is that they are limit distributions. This

implies that regardless of the data generating

F(x), for large values of m, they become good

approximations. If F(x) were known, of course,

the use of limiting distributions should be

avoided. In that case the true distribution of

extremes is known as well.

In conducting tail analysis, we often assume

that the extreme observations are independently

and identically distributed. However, it is well

known that clusters occur in both small values

and large values. The ARCH models are espe

cially designed to capture this phenomenon. In

principle, however, each of the above mentioned

tail approaches can be adapted to cover cluster

ing effects. One attractive ‘‘mixing’’ approach is

given by the EM models.

Mixtures modeling by expectation maximization

(EM) analysis Kalb, Kofman, and Vorst (1996)

develop a novel approach where the extreme

value method is combined with an EM algo

rithm to capture potential mixtures of distribu

tions. Since maximum likelihood is generally

preferred as the statistically most efficient ap

proach, we would like to incorporate its applica

tion while acknowledging the non nesting

problems. A two stage procedure is proposed

where the discrimination among classes of
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distributions is conducted by extreme value es

timation. This results in a tail parameter which

indicates the appropriate class. The second stage

then exploits this information by further refin

ing the parameter estimates (plus additional

characterizing parameters) by maximum likeli

hood estimation. We use the extreme value dis

tribution class as input in the likelihood

function, and reestimate its parameters. This

will also provide a check on the appropriateness

of the chosen m. If the updated tail parameter

differs too much from the extreme value stage,

one has to rethink the choice of m, and repeat the

first stage. The extended parameter set in the

second stage allows for incorporating particular

anomalies in the tail observations like size clus

tering. The actuarial application given in Kalb,

Kofman, and Vorst (1996) can easily be adjusted

to also allow for temporal clustering effects that

are typical for financial time series.

Some Empirical Findings

The empirical evidence based on residual life

models seems restricted to actuarial applications

giving mixed results (see Hogg and Klugman,

1983). Increasing ‘‘residual lives’’ either indicate

a Paretian distribution, or perhaps a Weibull or

lognormal distribution. Fitting is performed by

maximum likelihood, after which a likelihood

ratio test can be used to discriminate among

these distributions.

Extreme value estimates Since the residual life

plots are rather restricted, we may resort to

more powerful discerning techniques. Extreme

value theory has by now been applied to many

financial time series. Examples are Jansen and de

Vries (1991) for stock returns, and Koedijk,

Schafgans, and de Vries (1990) for exchange

rates. Empirical evidence for exchange rates

points towards extremely fat tailed Paretian dis

tributions. This is even true for fixed exchange

rates, perhaps due to the inevitable occasional

devaluations.

Consequences of fat tailedness When we know (or

have an estimate for) the tail probabilities, how

can we usefully apply them? First of all, we have

to be sure that our probability estimates have a

low standard error. Both exaggerating and

underestimating extreme risk could be very

costly. The following applications will briefly

indicate why it is important to optimally deter

mine the tails. Obviously, probability statements

do not help us in forecasting asset prices (except

perhaps in option pricing), nor do they indicate

when a particularly large observation is going to

occur. It does help, however, to attach appropri

ate probabilities of occurrence to these observa

tions, and act accordingly in trading off expected

returns against risk.

Risk specification Asset pricing, be it in a

CAPM, APT, or even option pricing setting, is

usually performed with a mean–variance frame

work in mind. This utility maximizing approxi

mation does not leave room for higher order

moments (i.e., it ignores the risk captured by

the tails of the distribution). Safety first models,

as proposed in the 1950s by Roy (1952), do allow

this risk to enter the portfolio decision process.

In De Haan et al. (1994) it is shown how extreme

value theory can be used to assist in comparing

portfolio classes based on prespecified risk prob

abilities (p) and accompanying exceedance quan

tile as derived from equation (6) above.

Limits and other (temporary) trading suspen

sions The stock market crashes in the late

1980s led to a demand for smoother news ab

sorption mechanisms in times of extreme price

changes. Circuit breakers became the latest

regulatory fad, but these were already preceded

on most commodity exchanges by price limits.

Whereas price limits are more rigid, and there

fore potentially more distorting, they clearly

outperform circuit breakers as far as small in

vestors are concerned. Since an exchange would

like to distort the trading process as little as

possible, how should it set a price limit or a

circuit breaker invoking price change? Obvi

ously, this problem translates into specifying an

appropriate p in (6) and then calculating the

accompanying quantile. If we look at the ex

changes where price limits have been oper

ational, it is obvious that a very small p has

supposedly been selected.

Margins In Kofman (1993), the extreme value

theory has been applied to a futures margins

setting. To protect the integrity of the exchange,

clearing houses usually require a specified per

centage level of the contract value to be main

tained in a margin deposit by traders on the

exchange. These margins are then passed on

(marked up) to final customers. Since margins
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have to be maintained daily (and sometimes even

more frequently), the optimal margin level

should be sufficient to cover a prespecified max

imum (extreme) price change, a level which is

only exceeded with, for example, 0.01 percent

probability. Obviously, both the clearing house

and the traders want to keep margins as low as

possible to attract a maximum order flow, while

securing the exchange’s financial viability.

Bid ask spreads Market makers quote bid–ask

spreads (see bid–ask spread ) to get compen

sation for the cost of generating market liquidity.

This cost component can be split into three

parts: a risk of holding temporary open pos

itions, a risk of asymmetric information, and

normal order processing costs. In highly com

petitive markets, the latter component will typ

ically dominate the size of the spread. However,

in small illiquid markets the other two compon

ents become dominant. Both of these are directly

related to the risk of sudden large price changes.

A rational market maker should then incorporate

these extremal probabilities in optimally setting

the spread. In Kofman and Vorst (1994) these

tail probabilities are estimated from Bund
futures transaction returns. It seems that market

makers are well compensated for the actual risk

they incur in holding open positions. This may,

however, be a characteristic of a highly liquid

market (in this case LIFFE, in London) and for

small, illiquid exchanges these risks can be

expected to be much higher.

Thresholds Before the demise of the European

Monetary System in 1992, currency speculators

could take almost riskless futures and/or for

ward positions in EMS currencies if interest

rates were out of line with covered interest

parity. Compulsory monetary interventions

guaranteed effective price limits. The newly

proposed target zones, which allow occasional

exceedances, may change all that. The occasional

exceedances will induce excessive fat tailedness

in the exchange rate returns distribution, as was

observed in Koedijk, Schafgans, and de Vries

(1990). These sudden jump probabilities can

then no longer be neglected.

This short list of applications in finance illus

trates the importance of appropriate inference on

the shape of the tail of asset price (or its return)

distributions. The tools introduced above are

(relatively) easy to apply and should be con

sidered before deciding to enter promising high

yield markets. Arbitrage tells us that every

excess return has its price in risk; maybe these

excesses do not always compensate for the ultim

ate, extreme, risk.
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financial distress

Oscar Couwenberg

A firm is considered in financial distress when its

cash flow is not sufficient to cover current obli

gations. Firms need not be declared bankrupt at

the moment this situation occurs. In most Euro

pean countries and in the United States, credit

ors can only ask the court to invoke the

‘‘bankruptcy’’ procedure when the firm cannot

pay debts due (see bankruptcy ). If the firm

has some cash reserves left, or sells off some

assets, it may yet be able to evade bankruptcy.

The concept of insolvency is also used by

economists to characterize firms in financial dis

tress. Insolvency can be defined as the situation

where the firm has a negative economic net

worth. It may, however, still be able to pay

current obligations.

Once a firm is in financial distress the issue

becomes how this distress situation should be

resolved. To resolve the financial problems the

firm can restructure assets or liabilities and both

can be done informally (i.e., without invoking

the bankruptcy procedure) or by means of a

formal bankruptcy. Table 1 gives the methods

associated with each of these types of restructur

ing.

A firm restructures its assets to free up cash

flow. This can take the form of a sale of assets, a

reduction in the labor force, a reduction in cap

ital spending, research, and development.

Asquith, Gertner, and Scharfstein (1994) find

that asset sales and capital expenditure reduc

tions play an important role in the restructuring

of companies. After these asset sales, these firms

have a lower chance of going bankrupt, com

pared to firms that do not sell assets. The find

ings of Asquith, Gertner, and Scharfstein (1994)

point to the fact that most companies use the

proceeds from the asset sales to pay off (senior)

debt. However, it need not be the stockholders

that gain the most from these asset sales. The

asset base of the firm diminishes and this elim

inates equity’s option on any future increase in

asset values. According to Brown, James, and

Mooradian (1994), for this reason financially

distressed firms reinvesting the proceeds of

asset sales in their firm show higher average

abnormal returns than those firms paying down

debt.

Although empirical studies shed light on what

happens to firms that restructure their assets

informally, relatively little is known about firms

that liquidate under the bankruptcy code (Chap

ter 7 in the USA). One prominent difference

with informal asset restructuring is that in bank

ruptcy the liquidation of the firm is not carried

out by management, but by an outsider ap

pointed by the court. The associated loss of

control makes the asset sale under bankruptcy

law far less attractive to management and share

holders.

The other option for the firm to resolve finan

cial distress is to restructure the liabilities, infor

mally or formally. Gilson, John, and Lang (1990)

find that the average length of time is shorter and

that direct costs are lower for informal reorgan

izations than for formal procedures. They also

find that in informal workouts stockholders gain

on average a 41 percent increase in stock value,

while the firms that failed in their attempt and

ended in bankruptcy showed a �40 percent ab

normal return over the restructuring period.

Part of this difference may be attributable to

differences in operating performance, but it

also reflects the cost savings associated with an

informal reorganization. Although these cost

savings raise a firm’s value relative to its value

in bankruptcy, the firm participants must agree

unanimously how to distribute this value.

Hold out problems and free riding by atomistic

debtholders, information asymmetries between

management and creditors, and conflicting

Table 1 The methods to resolve financial distress

Asset restructuring Financial restructuring

Informal restructuring Merge/sell off assets Informal workout

Formal restructuring Liquidation in bankruptcy Formal reorganization in bankruptcy
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coalitions may lead to the breakdown of

the informal reorganization. Gilson, John, and

Lang (1990) find that firms with more intangible

assets, more bank debt relative to public debt,

and fewer (distinct classes of) lenders have a

higher chance of successfully completing an in

formal workout.

The alternative to the informal workout is

formal reorganization under bankruptcy law.

Most of the research in this area concentrates

on the Chapter 11 procedure in the US bank

ruptcy code. Important issues addressed are the

costs associated with the procedure and the vio

lation of the absolute priority rule (APR).

The costs of financial distress are categorized

as direct and indirect costs. The direct costs are

the sums paid to the lawyers and advisors to the

firms. The indirect costs are the costs associated

with the disruption of the normal business activ

ities due to the financial problems. Warner

(1977), Altman (1984), and Weiss (1990) show

that the direct costs range between 3–5 percent

of the market value of the firm, measured at the

year end prior to bankruptcy. Incorporating the

indirect costs into these estimates is problematic.

Altman (1984) estimates total bankruptcy costs

(i.e., direct and indirect costs) as 8–12 percent of

total firm value for retailers and 16 percent for

industrial firms. Haugen and Senbet (1978)

argue that these costs can be evaded by buying

up all financial claims of the firm on the capital

market, thus capping the total costs of bank

ruptcy. However, it was only after the leveraged

buy out (LBO) period of the 1980s that the

active market in distressed securities that

makes this kind of informal restructuring pos

sible developed.

The second issue, the violation of the APR,

addresses the redistribution of wealth in bank

ruptcy. Weiss (1990), Franks and Torous (1989,

1994), and Eberhart, Moore, and Roenfeldt

(1990) show that not only in Chapter 11, but

also in informal workouts, the APR is violated.

This rule asserts that junior claimants (including

equity) may only receive financial consideration

when more senior creditors are paid in full. The

idea behind this rule is that the seniority of

claims, as written in financial contracts, should

be honored in bankruptcy. If these contract

terms are not held up in bankruptcy, then junior

claimants have the incentive to use the bank

ruptcy procedure to expropriate wealth from

senior creditors. The reason for this expropri

ation lies in the formal procedure that gives

junior claimants bargaining power over senior

creditors. However, all parties know before

they enter into a financial contract what to

expect in bankruptcy, and credit terms are set

accordingly. Altman (1993) argues that it should

be these credit terms that should be honored. If

the absolute priority doctrine is used, then some

parties receive windfall profits.

This debate over priority rules and the costs

associated with the violation of such a rule has

not yet been settled. Another unresolved issue

concerns the efficiency of bankruptcy rules. For

instance, it is not clear whether Chapter 11 keeps

too many firms alive that should have been

liquidated. A promising area of research that

could also shed light on the efficiency issue is

the analysis of the bankruptcy systems of differ

ent countries. The analysis of the differences

between these rules could facilitate research for

more efficient bankruptcy rules.

A related area of research is the design of

(optimal) bankruptcy rules. This should also

enhance our understanding of current rules and

the reason why these rules may lead to ineffi

ciencies in economic decisions. Finally, the be

havior of the claimants in financial distress

situations, and especially the role of banks or

informed outsiders, deserves further attention.
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foreign exchange management

Vesa Puttonen

The value of a firm can be thought of as the net

present value of all expected cash flows. If the

firm’s future cash flows are largely affected by

changes in exchange rates the firm is said to have

large foreign exchange exposure. Traditionally,

foreign exchange exposure is divided into

three elements (Eiteman, Stonehill, and Moffet,

1995):

1 Transaction exposure: the effect of possible

changes in exchange rates on identifiable

obligations of the company. The risk arises

from the imbalance of net currency cash

flows based on commercial, financial, or

any other committed cash flows in a given

currency.

2 Accounting exposure: arises from consolida

tion of assets, liabilities, and profits denom

inated in foreign currency when preparing

financial statements (also called translation

exposure).

3 Economic exposure: extends the exchange ex

posure beyond the current accounting

period. Arises from the fact that changes in

future exchange rates may affect the inter

national competitiveness of a firm and there

fore the present value of future operating

cash flows generated by the firm’s activities

(also called operating or competitive expos

ure).

Increased economic uncertainty translates into

higher levels of financial market volatility. This,

in turn, subjects any given exposure to a greater

degree of risk. This risk is the subject of foreign

exchange management whose importance has

increased in the turbulent financial environment

in recent decades.

Reducing a firm’s exposure to exchange rate

fluctuations is called hedging. The goal of

hedging is to reduce the volatility of a firm’s

pre tax cash flows and hence to reduce the vola

tility of the value of the firm.

The relevance of risk management is an inter

esting topic itself. Traditional finance theory

suggests that, given well diversified portfolios

of investors, hedging would not benefit share

holders. The usual reasoning is that investors

can diversify their portfolios to manage the ex

change risk in a way that matches their prefer

ences. Some argue, however, that managers have

better information concerning the current ex

posure of the firm than investors. Also, hedging

reduces the probability that the firm goes bank

rupt and reduces agency costs between share

holders and bondholders (Smith, Smithson, and

Wilford, 1995).

The findings of Nance, Smith, and Smithson

(1993) suggest that firms which hedge have more

complex tax schedules, have less coverage of

fixed claims (the probability of the firm encoun

tering financial distress increases with lower

coverage, the coverage of fixed claims being

measured as the earnings before interest and

taxes divided by total interest expense), are

larger, have more growth options in the invest

ment opportunity set, and employ fewer ‘‘sub

stitutes for hedging.’’ Firms with fewer

substitutes have fewer liquid assets and higher

dividends. The explanation is based on the idea

that firms have, in addition to hedging, alterna

tive methods to reduce the conflict of interest

between shareholders and bondholders.

Many techniques and instruments have been

developed for controlling financial risk. The pro

cess that seeks to develop new hedging instru

ments is called financial engineering. Due to

increasingly important international operations

of companies and high volatility in exchange
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rates, financial engineering has become an indus

tryof enormous growth in recent years.However,

the basic tools of financial engineering were de

veloped many years ago. The basic hedging tools

to control foreign exchange risk are as follows.

1 Currency forwards are binding agreements

between a buyer and a seller calling for the

trade of a certain amount of currency at a

fixed rate in a certain date in the future. The

buyer benefits if prices increase by the settle

ment date. Correspondingly, the seller bene

fits from a price decrease.

2 Currency futures are similar to forward con

tracts with a few exceptions. First, gains and

losses are realized each day, not only at the

settlement date. The process is called

marking to market. Second, futures are

traded at organized exchanges, while trading

in forwards occurs between banks and firms

mainly by telecommunication linkages.

3 Currency options are contracts that give the

option buyer the right, but not the obliga

tion, to buy (call option) or sell (put option) a

certain amount of currency at a fixed price

for a prespecified time period.

4 Currency swaps are transactions in which two

parties agree to exchange an equivalent

amount of two different currencies for a spe

cified period of time.

Empirical studies suggest that swaps and for

wards are the most frequently used external (or

off balance sheet) hedging instruments. Beside

these instruments, firms use internal possibil

ities for managing exchange risk (i.e., matching,

exchange rate clauses, leading and lagging, etc.).

There are numerous ways of hedging and finan

cial engineering actively produces new complex

instruments for firms’ use. Now it becomes ex

tremely important for managers to have clear

goals for risk management. Without a clear set

of risk management goals, using derivatives can

produce problems. Therefore, a firm’s risk man

agement strategy must be integrated with its

overall corporate strategy (Froot, Scharfstein,

and Stein, 1994).

While most hedging instruments are suitable

for controlling both the transaction and account

ing exposures, their benefit is limited when man

aging economic exposure. Because economic

exposure is rooted in long term international

fundamental forces, it is much more difficult to

hedge on a permanent basis. At the same time, its

significance as a prerequisite of long term prof

itability of a firm has increased in recent decades.

Yet many multinational companies have been

reluctant to consider economic exposure as an

important strategic risk.
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foreign exchange markets

Ismail Erturk

Foreign exchange markets are the institutional

frameworks within which currencies are bought

and sold by individuals, corporations, banks, and

governments. Trading in currencies no longer

occurs in a physical marketplace or in any one

country. London, New York, and Tokyo, the

major international banking centers in the

world, have the largest share of the market,

accounting for nearly 60 percent of all transac

tions. The next four important centers are

Singapore, Switzerland, Hong Kong, and Ger

many. Over half of transactions in the foreign

exchange markets are cross border, that is be

tween parties in different countries. Trading is

performed using the telephone network and

electronic screens, like Reuters and Telerate.

More and more, however, trading is conducted

through automated dealing systems which are

electronic systems that enable users to quote

prices, and to deal and exchange settlement

details with other users on screen, rather than

by telex machine or telephone. Counterparties in

foreign exchange markets do not exchange phys

ical coins and notes, but effectively exchange the
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ownership of bank deposits denominated in dif

ferent currencies. In principle, a tourist who

makes a physical exchange of local currency for

foreign currency is also a participant in the for

eign exchange market; indeed, for some curren

cies, seasonal flows of tourist spending may alter

exchange rates, though in most markets rates are

driven by institutional trading. Other currencies

may not be officially converted except for offi

cially approved purposes and the currency rate is

then determined by a parallel market which is

more indicative of market trends than officially

posted rates by the central bank or by the com

mercial bankers (Kamin, 1993).

According to the Bank for International

Settlement’s latest triennial survey of the global

foreign exchange market, around US$880 billion

worth of currencies are bought and sold daily.

This represents a 42 percent growth in size com

pared to the previous survey of 1989 and makes

the foreign exchange market the world’s biggest

and most liquid market. The time zone positions

of major international financial markets make

the foreign exchange market a 24 hour global

market. Unlike the different stock exchanges

and securities markets around the world, the

foreign exchange market is virtually continu

ously active, with the same basic assets being

traded in several different locations. Through

out the day, the center of trading rotates from

London to New York and then to Tokyo. Less

than 10 percent of the daily turnover in foreign

exchange transaction is between banks and their

customers in response to tangible international

payments. The remaining transactions are

mostly between financial institutions themselves

and are driven by international financial invest

ment and hedging activities that are stimulated

by the increasing deregulation of financial

markets and the relaxation of exchange controls.

Trading activity in foreign exchange markets

shows few abnormalities and with the exception

of late Friday and weekends, day of the week

distortions are minimal. Trading activity in most

centers is characterized by a bimodal distribu

tion around the lunch hour. New York, how

ever, has a unimodal distribution of activity,

peaking at the lunch hour, which coincides

roughly with high activity in London and Frank

furt at the end of the business day in those

locations (Foster and Viswanathan, 1990).

Currencies

Although its share is a declining trend, the US

dollar remains predominant in foreign exchange

turnover. About 83 percent of all foreign ex

change transactions involve the US dollar, with

main turnover between the US dollar and the

Japanese yen, British pound, and the Swiss

franc. This small group of currencies accounts

for the bulk of interbank trading. Significant

amounts of trading occur in other European

currencies and in the Canadian dollar, but

these can be considered second tier currencies

in that they are not of worldwide interest, mostly

because of the limited amount of trade and fi

nancial transactions denominated in those cur

rencies. In the third tier would be the currencies

of smaller countries whose banks are active in the

markets and in which there are significant local

markets and some international scale trading.

The Hong Kong dollar, the Singapore dollar,

the Scandinavian currencies, the Saudi rial, and

Kuwait dinar are such currencies. Finally, the

fourth tier would consist of what are called the

exotic currencies: those for which there are no

active international markets and in which trans

actions are generally arranged on a correspond

ent bank basis between banks abroad and local

banks in those centers to meet the specific trade

requirements of individual clients. This group

includes the majority of the Latin American

currencies, the African currencies, and the

remaining Asian currencies. A currency needs

to be fully convertible to be traded in inter

national foreign exchange markets. If there are

legal restrictions on dealings in a currency, that

currency is said to be inconvertible or not fully

convertible and sales or purchases can only be

made through the central bank, often at different

rates for investment and foreign transactions.

Transactions

A spot transaction in the currency market is an

agreement between two parties to deliver within

two business days a fixed amount of currency in

return for payment in another at an agreed upon

rate of exchange. In forward transactions the

delivery of the currencies, the settlement date,

occurs more than two business days after the

agreement. In forward contracts short matur

ities, primarily up to and including seven days,
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are dominant. There are two types of forward

transactions: outright forwards and swaps. Out

right forwards involve single sales or purchases

of foreign currency for value more than two

business days after dealing. Swaps are spot pur

chases against matching outright forward sales

or vice versa. Swap transactions between two

forward dates rather than between spot and for

ward dates are called forward/forwards. Spot

transactions have the largest share in total for

eign exchange transactions, accounting for just

under half of the daily turnover. However, for

ward transactions have increased in volume

faster and now nearly match the share of spot

transactions. Activity in currency futures and

options, which approximately represents 6 per

cent of the market, accounts for the rest of the

turnover.

Market Efficiency

Market efficiency is of special interest to both

academics and market participants with respect

to the foreign exchange markets. Modern

finance theory implies that prices in the foreign

exchange markets should move over time in a

manner that leaves no unexploited profit oppor

tunities for the traders. Consequently, no for

eign exchange trader should be able to develop

trading rules that consistently deliver profits.

This assertion seems to be supported by the

traders’ performance in real life. However, pub

lished research results, so far, show evidence of

ex post unexploited profit opportunities in the

currency markets. Dooley and Shafer (1983) also

reported that a number of filter rules beat the

market even in the ex ante sense. Some authors

have argued that the filter profits found in ex

change markets are explicable in the light of the

speculative risk involved in earning them and

may perhaps not be excessive or indicative of

inefficiency.

A filter rule refers to a trading strategy where

a speculator aims to profit from a trend by

buying a currency whenever the exchange rate

rises by a certain percentage from a trough and

selling it whenever it falls by a certain percentage

from a peak. If foreign exchange markets were

efficient, the forward rate today would be an

optimal predictor of future spot rate and by

implication would be the best forecaster. The

empirical evidence suggests that the forward

rate is not an optimal predictor of the future

spot rate (i.e., it is a biased predictor). The

rejection of forward market efficiency may be

attributable to the irrationality of market par

ticipants, to the existence of time varying risk

premiums, or to some combination of both

these phenomena (Cavaglia, Verschoor, and

Wolff, 1994). Crowder (1994) is one of those

who argue that once allowance is made for

fluctuations in the risk premium, efficiency is

preserved. Currently, there is no consensus

among researchers on the existence of market

inefficiency or on the explanations for the ineffi

ciency.

Participants

The major participants in the foreign exchange

markets are banks, central banks, multinational

corporations, and foreign exchange brokers.

Banks deal with each other either directly or

through brokers. Banks are the most prominent

institutions in terms of turnover and in the pro

vision of market maker services. The interbank

market accounts for about 70 percent of transac

tions in the foreign exchange markets. Banks

deal in the foreign exchange market for three

reasons. First, banks sell and buy foreign cur

rency against customer orders. Second, banks

operate in the market in order to meet their

own internal requirements for current transac

tions or for hedging future transactions. Third,

banks trade in currencies for profit, engaging in

riskless arbitrage as well as speculative transac

tions. In carrying out these transactions the

banks both maintain the informational efficiency

of the foreign exchange market and generate the

high level of liquidity that helps them to provide

effective service to their commercial customers.

According to the BIS survey in April 1992 in

London, the top 20 banks out of 352, acting as

foreign exchange market makers, account for 63

percent of total market turnover. In all inter

national markets there is a continuing trend to

wards a declining number of market making

banks as a result of both mergers among banks

and of the withdrawal of some smaller banks who

have inadequate capital to trade at the level

needed for profitability in such a highly com

petitive business.

Non financial corporations use the foreign

exchange market both for trade finance and to
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cover investment/disinvestment transactions in

foreign assets. In both activities the objective of

the corporation is to maximize its profits by

obtaining the most advantageous price of foreign

exchange possible. Although small in scale, the

corporations’ involvement in foreign exchange

markets extends to management of their foreign

exchange exposure through derivative products

and, in the case of larger corporate entities, to

actively seeking profit opportunities that may

exist in the market through speculative transac

tions.

In their role of regulating monetary policies,

central banks of sovereign states are often in the

position of both buying and selling foreign ex

change. The objective of central banks’ involve

ment in the foreign exchange markets is to

influence the market determined rate of their

currencies in accordance with their monetary

policy. Central banks often enter into agree

ments, with one central bank lending the other

the foreign exchange needed to finance the pur

chase of a weak currency in the market to main

tain the value of their currencies within a

mutually agreed narrow band of fluctuations.

Stabilization is intended to prevent wild fluctu

ations and speculations in the foreign exchange

market, but central banks are increasingly cau

tious about signaling a commitment to a fixed

intervention rate. Even the Exchange Rate

Mechanism (ERM) of the European Union, in

which currencies were contained within narrow

bands of their central rate, was unable, in spite of

the committed support of all European central

banks, to prevent a concerted market adjust

ment. In September 1992 the Bank of England

lost many millions of foreign currency reserves

in a short and unsuccessful defense of sterling.

Both sterling and the Italian lira were on that

occasion forced out of the ERM bands.

Risks

Counterparty credit risk, settlement risk, and

trading risk are the three major risks that are

faced by market participants in the foreign ex

change markets. Credit risk relates to the possi

bility that a counterparty is unable to meet its

obligation. Settlement risk arises when the coun

terparty is able and willing but fails to deliver the

currency on settlement day. The settlement of a

foreign exchange contract is not simultaneous;

therefore, counterparties are usually not in a

position to insure that they have received the

countervalue before irreversibly paying away

the currency amount. In the foreign exchange

markets there are unequal settlement periods

across countries. Different time zones may

expose the party making the first payment to

default by the party making the later payment.

In 1974 US banks paid out dollars in the morn

ing to a German bank, Bankhaus Herstatt, but

did not receive German marks through the

German payment system when German banking

authorities closed at 10.30 a.m. New York time.

Herstatt received the dollars in the account of its

US correspondent but did not pay out the

marks. Market risk refers to the risk of adverse

movements in the rate of foreign exchange.

A market participant in the foreign exchange

market risks loss when rates decline and it has a

long position (owns the asset) or when rates rise

and it has a short position (has promised to

supply the asset without currently owning it).

Quotation and Transaction Costs

The exchange rate quoted for a spot transaction

is called the spot rate and the rate that applies in

a forward transaction is called the forward rate.

If a currency is trading at a lower price against

another currency on the forward market than on

the spot market, it is said to be at a discount. If,

however, the currency is more expensive for

ward than spot, it is said to be at a premium.

What determines whether a currency trades at a

premium or discount is the interest rate differ

ential in money markets. The currency with

higher/lower interest rate will sell at a dis

count/premium in the forward market against

the currency with the lower/higher interest rate.

However, some research has shown a small bias

in the forward rate explained by a time varying

risk premium.

Traders in the foreign exchange markets

always make two way prices; that is, they quote

two figures: the rate at which they are prepared

to sell a currency (offer) and the rate at which

they are willing to buy a currency (bid). The

difference is called the spread and represents

the market maker’s profit margin. The spread

is conventionally very narrow in stable curren

cies with a high volume of trading. Liquidity is

usually extremely good for major currencies and
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continuous two way quotations can be obtained.

However, in unstable, infrequently traded cur

rencies, it can become a good deal wider. It

widens with uncertainty – spreads on inter

nationally traded currencies such as the British

pound and US dollar will widen if the inter

national financial markets are in turmoil. The

evidence from foreign exchange markets, how

ever, does not support an unequivocal relation

ship between market liquidity and transaction

costs. Bid–ask (offer) spreads are not necessarily

lowest when the liquidity is high. More trading

by informed risk averse participants brings about

higher costs. Bollerslev and Domowitz (1993)

report that small traders (banks) in foreign ex

change markets tend to increase both the quoted

spread and market activity at the beginning and

at the end of their regional trading day, because

they are more sensitive with respect to their

inventory positions at the close than larger

banks and have less information based on retail

order flow at the beginning than larger banks

that operate continuously. Another factor

which may effect the transaction cost in foreign

exchange markets is unobservable news. News

events which change traders’ desired inventory

positions result in order imbalances, changing

the relative demand and supply for the currency,

with the potential of changing the spreads (Bol

lerslev and Domowitz, 1993).

Exchange Rate Systems

From the end of World War II until 1971 the

leading industrialized countries under the he

gemony of the US economy committed them

selves to a fixed exchange rate system. This

period in the international monetary system is

known as the Bretton Woods system and aimed

to preserve a fixed exchange rate between cur

rencies until fundamental disequilibrium

appeared, at which point through devaluation

or revaluation a new fixed parity was established.

The Bretton Woods system was based on the

strength of the US economy, whereby the US

government pledged to exchange gold for US

dollars on demand at an irrevocably fixed rate

(US$35 per ounce of gold). All other participat

ing countries fixed the value of their currencies

in terms of gold, but were not required to ex

change their currencies into gold. Fixing the

price of gold against each currency was similar

to fixing the price of each currency against each

other.

With the increasing competitiveness of the

continental European economies and the Japan

ese economy against the US economy, the USA

had become unable to meet its obligations under

the Bretton Woods system and the fixed ex

change rate system gave way to the floating

exchange rate system in 1973. Under the float

ing exchange rate system currencies are allowed

to fluctuate in accordance with market forces in

the foreign exchange markets. However, even in

systems of floating exchange rates where the

going rate is determined by supply and demand,

the central banks still feel compelled to intervene

at particular stages in order to help maintain

stable markets. The Group of Seven (G7) coun

cil of economic ministers has in the past at

tempted coordinated interventions in the

foreign exchange markets with a view to stabiliz

ing exchange rates. The exchange rate system

that exists today for some currencies lies some

where between fixed and freely floating. It re

sembles the freely floating system in that

exchange rates are allowed to fluctuate on a

daily basis and official boundaries do not exist.

Yet it is similar to the fixed system in that

governments can and sometimes do intervene

to prevent their currencies from moving too

much in a certain direction. This type of system

is known as a managed float. Economists are not

in agreement as to which of the exchange rate

systems, fixed or floating, can create stability in

currency markets and is a better means for ad

justments to the balance of payments positions

(Friedman, 1953; Dunn, 1983). A fixed ex

change rate system is unlikely to work in a

world where the participating countries have

incompatible macroeconomic policies and the

economic burden of adjustments to the exchange

rates usually fall on the deficit countries. The

floating exchange rate system, on the other hand,

has not delivered the benefits that its advocates

put forward. The exchange rate volatility during

the floating rate period is severe and is not con

sistent with underlying economic equilibria due

to the activities of short term speculators. The

European Union’s aim is not to create a fixed

exchange rate system, but to create a monetary

union where the exchange rate fluctuations are

eliminated with adoption of a single currency by

foreign exchange markets 85



the member countries. However, to reach this

goal a transitional period where a stability in

exchange rates through conversion of member

countries’ macroeconomic performances to a

specified desirable level is necessary. Since the

Maastricht Treaty of 1989 the European Union

countries have not been successful in achieving

these macroeconomic targets, thus raising ser

ious concerns about monetary union.
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futures and forwards

John Board and Charles Sutcliffe

A forward or futures contract is one in which

completion (in terms of the payment and match

ing delivery of goods) is deferred, as opposed to

spot or cash transactions where the entire trans

action takes place immediately. The principal

uses of forward and futures contracts are

hedging, speculation, arbitrage, and spread

trading. Foward and futures contracts are simi

lar in principle, but futures contracts are

designed to be traded, whereas forward contracts

are usually one off deals between two parties.

This distinction has become less clear cut in

recent years because of the growth of the over

the counter markets in forward contracts which

have some of the attributes of conventional

futures.

For traders to be able to buy and sell futures

contracts easily, there must be a well organized

marketplace and a product standardized in terms

of contract size, quality, delivery date, delivery

location, and counterparty (the clearing house)

(Houthakker, 1982). This standardization means

that futures contracts are very liquid and most

positions are closed out before delivery.

A futures market has a centralized market

place (originally a trading floor but now usually

an electronic system) which trades only during

specified hours, with widespread public dissem

ination of the prices, volumes, and open interest.

To eliminate counterparty risk, futures markets

use a system of marking to the market, together

with a requirement for initial margin payments

which are managed through a clearing house.

Futures markets are also subject to regulation,

which may impose, for example, daily price

limits, trading halts, and the prohibition of dual

trading. There is continued regulatory concern

about the possible effect of futures and over the

counter trading on the market for the underlying

asset.

86 futures and forwards



The price of a forward (or futures) contract is

established by ‘‘cost of carry’’ arguments in

which the current value of the underlying asset

is adjusted for the benefits and costs of the

deferred exchange. For an interest rate forward,

the no arbitrage interest rate implicit in the for

ward price is

(1þ RL)(Tþn)=365

(1þ RS)T=365

" # n=365
p

�1

where RL and RS are the annual interest rates

over the period until times T þ n and T respect

ively, T is the delivery date of the forward, and n
is the life of the underlying asset.

If interest rates are predictable, Cox, Inger

soll, and Ross (1981) have shown that, in spite of

the mark to market rules, forward and futures

prices should be the same (in that arbitrage op

portunities are available should the prices

differ). They noted that this identity of prices

does not hold in the presence of stochastic inter

est rates, and empirical studies suggest that

marking to the market can cause small differ

ences between forward and futures prices

(Sutcliffe, 1997).

Selling futures or forward contracts does not

require ownership of the underlying asset. As a

result, the quantity of outstanding futures and

forward contracts may exceed the total world

supply of the underlying asset, and the volume

of trading in forward and futures markets is

often much larger than in the underlying spot

market, making them among the world’s largest

markets. The principal types of contracts traded

on futures markets are interest rates, currencies,

stock indices, agricultural commodities, energy,

and metals.
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fuzzy logic

Peter Byrne

In the last 40 years one of the more controversial

introductions into the range of decision making

tools have been the ideas of fuzzy logic, fuzzy

systems, and fuzzy analysis. Conventional set

theory expressed in Aristotelian terms has a

binary or Boolean logic: an object (value) is in a

set with a truth value of 1 or it is not, with a truth

value of 0. Fuzzy logic is, by contrast, multi

valued, and permits degrees of membership of a

logical set, with continuous membership values

between 0 and 1. The proponents of the meth

odology argue that classical set theory is simply a

special case of fuzzy logic (Zadeh and Kacprzyk,

1992; Watson, Weiss, and Donnell, 1979; Bez

dek, 1993; Economist, 1994). Opponents argue

the reverse, that fuzzy logic, if it exists at all, is

merely a subset of traditional logic. Fuzzy logic

has its own language and its own mathematics,

including crisp sets (Boolean Sets) and degrees

of belief, as a means of measuring fuzzy set

membership (Kilger and Folger, 1988; Kauf

mann and Gupta, 1991).

The main applications of fuzzy logic to date

have been in the field of engineering control

systems. Controllers have been developed using

fuzzy decision rules to provide continuous and

variable control for a variety of devices ranging

from washing machines to subway trains. It is

also important to note that the Japanese have

been responsible for most of the development

of such systems, reflecting in some people’s

minds the fundamental difference in thinking

which fuzzy logic seems to require, and with

which many still argue.

In the context of softer systems such as those

used for management, the present position is one

of limited progress. It has been argued that fuzzy

methods can be used effectively to make deci

sions that consist of hard (or well understood)

elements and soft, uncertain, or vague (fuzzy)

factors. In that sense it is claimed to offer an

alternative decision analysis paradigm particu

larly under conditions of uncertainty (Zadeh and

Kacprzyk, 1992). It is argued that since the ap

proach calls for an assessment of ‘‘possibilities’’

rather than formal probabilities, it will be more

amenable to use by essentially non quantitative
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decision makers, and software systems are avail

able to assist in this.

With the increasing interest among financial

analysts in the use of expert systems and neural

networks to model financial dealing processes

and market performance, it is important to rec

ognize that the other major area where fuzzy

methods are gaining popularity is in the ongoing

development of hybridized expert and neural

network software systems. In fuzzy expert

systems, ‘‘fuzzified’’ rules allow a greater variety

in the response of the system, dependent upon

the degree of belief built into the decision rules.

In neural networks, fuzzy logic assists in the

necessary learning process when building the

network. Assuming, as seems likely, that these

systems come to technical maturity and have an

impact on the industry, financial analysts may

well have to come to understand the terminology

of fuzziness.
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G

game theory in finance

Suresh Deman

There is a flavor of non sequential learning

games in a well known saying of Confucius:

‘‘Consistency is the virtue of fools and wise

people change their minds as they grow wiser.’’

The formulation of common knowledge is not

obvious, but commonly believed to be due to

Allmann (1976). However, one can also sense

the notion of common knowledge in Confucius’

dialogue with Ming, which runs as follows:

‘‘I know that you know, you know that I know,

I know that you know that I know, and so on’’

(see Last Emperor of China).
Economists began to realize the importance of

limitation on the information possessed by indi

viduals in understanding economic behavior be

cause such limitation induces agents to change

their behavior. The standard assumptions of

perfect competition, that individuals are mere

price takers, is no longer relevant. Rather, the

strategic interactions have potentially profound

implications on the behavior of agents in the

decision making process by altering behavior in

the rest of the market. Game theory is well suited

to modeling takeovers because of the importance

of the information and its ability to include a

number of sharply delineated sequences of

moves and events. Precommitment and infor

mation transformation are the two pillars of

modern game theory. Thus, the stylized facts

and rationality of game theory may be more

appropriate for markets in corporate control

than for vegetable markets in developing coun

tries.

In the business world, the power of game

theory as a management tool rests on reasonably

comprehensive assumptions that are embedded

in the rules of the game. Players can experiment

with different solutions and concepts to prob

lems that are intrinsically insoluble. In other

words, there are no unique solutions to the prob

lems. The analysis of the results can be used for

greater insights into the real problems the game

simulates. In a game involving a large number of

players using a wide range of strategies, it is

possible to identify strategies that do better

than others even if there is no unique correct

strategy at all. Allmann (1987) defines game

theory as a sort of umbrella or ‘‘unified field’’

theory for the rational side of the social science,

where ‘‘social’’ is interpreted broadly to include

human as well as non human players (com

puters, animals, plants, etc.).

In game theory, the prisoner’s dilemma is

commonly used to describe certain real world

problems. The central characteristics of a pris

oner’s dilemma are an array of benefits and det

riments associated with alternative courses of

action so that the dominant individual strategy

is not to cooperate even though, if the parties do

not cooperate, pursuit of individual self interest

yields less than optimal results.

There are a wide range of applications of game

theory in finance. Typical examples of models

are signaling through information transmission

in corporate takeovers, capital structure as a

commitment, and incentive design for financial

intermediation. Game theory has been applied in

other literature in finance (e.g., market micro

structure, executive compensation, dividends

and stock repurchases, external financing, debt

signaling, etc.).

Application 1: The Theory of

Corporate Takeover Bids

Grossman and Hart (1980) explain a particular

free rider problem using a game theoretic model

with a continuum of players. Suppose that under



status quo management, a corporation has value

v and if a raider can improve the target’s value by

x, then its potential value is vþ x. If the takeover

bid is conditional and v < p < vþ x (i.e., price p
is below the potential value), no shareholders

will sell, even though shareholders and manage

ment would jointly profit. The shareholders are

in the prisoner’s dilemma and if the takeover bid

is to be successful, then a holdout is better and

the shareholders no worse off if it fails. Hence,

tendering is not a dominant strategy. So every

shareholder holds out and in Nash equilibrium,

takeover will never occur. Grossman and Hart

strongly argued in favor of exclusionary devices

by suggesting that the raider be allowed to dilute

the value of the minority shareholder if the raid

is successful.

Shleifer and Vishny (1986) point out that if

the raider is a large shareholder and, if permitted

to profit from secretly purchasing a proportion

of shares prior to the tender offer, the free rider

problem can be solved even without dilution.

The tender offer can be profitable because the

raider can profit on their own shares even if they

offer p > vþ x and loses on the tendered shares.

Hirshleifer and Titman (1990) relax the as

sumptions of Shleifer and Vishny and present a

model of tender offers in which the bid perfectly

reveals the bidder’s private information about

the size of the value improvement that can be

generated by a takeover. They argue that bidders

with greater improvements will offer higher pre

miums to insure that sufficient shares are

tendered for majority control. They explain

why offers succeed sometimes, but not always.

Following Milgrom and Roberts (1982), nature

moves first and chooses the raider’s ‘‘type’’ to be

xe;(0, x � ) and the raider offers a premium of x
for each of a proportion of shares. Each of the

continuum of shareholders decides whether to

sell or not to sell their shares. If over (0:5 a)
shareholders accept the tender offer, the payoffs

are p for those who accept and vþ x for those

that refuse. Otherwise, all payoffs are zero.

Bradley and Kim’s (1995) analysis of the free

rider problem demonstrated that a necessary

condition for a tender offer to be successful is

that it should be front end loaded and this con

dition should hold regardless of whether the

tender offer is a partial or two tier. This is

another application of the prisoner’s dilemma.

Suppose a corporation is equally owned by two

shareholders and its underlying value is US$80.

Let the raider make a tender offer in which 51

percent shares will be purchased at a price of

US$50 and the remaining 49 percent offered a

lower price of US$25 on the condition that 51

percent shareholders tender. If both tender, the

share will be purchased pro rata. Under these

conditions, tendering is a dominant strategy,

even though all the shareholders would be better

off refusing to sell. It is argued that two tier

tender offers must be outlawed because of their

coercive nature. However, Bradley and Kim see

no reason to outlaw two tier offers because it

helps reallocate corporate resources to their

highest valued use. This allows for greater flexi

bility in financing takeover activity by reducing

the amount of cash that a potential raider must

accumulate to pursue an acquisition. They fur

ther suggested that the potential for competition

among raiders and a dominating intra firm

tender offer can solve the prisoner’s dilemma.

Deman (1991, 1994) re examines Grossman

and Hart’s (1980) paper and shows under com

plete and imperfect information that the prison

er’s dilemma can be solved. The existence of the

mixed strategy symmetric equilibria with or

without the dilution shows that we do not really

need assumptions of a continuum of players.

Deman explores possibilities of two kinds of

equilibria: one is ‘‘separating equilibria’’ in

mixed strategies in which each type of raider

behaves differently and the shareholders ran

domize their payoffs. The raider of a high type

will not offer a low price because such an offer

would more than likely not succeed and the

raider would lose the potential gain on their

initial shares. A less plausible class of equilibria

are ‘‘pooling equilibria’’ in which different types

of raiders behave in the same way. However,

pooling equilibria are ruled out by the reasonable

‘‘out of equilibrium belief’’ that price offers will

signal the raider’s type. In that case, a low type

raider could profitably differentiate themselves

from the pooling equilibrium by offering a low

price and the shareholder would accept their

offer. In fact, a model of finitely many players

under potentially confusing signals gives the

same results as the continuum of players

model in which the decision of any individual

player does not affect the success of the tender
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offer. Deman applies a corporate finance–game

theoretic model to real estate takeovers. For

example, when considering the problem of the

developer negotiating with landowners, a model

of finitely many owners appears to be much

more realistic. It is well known that takeovers

do occur with positive probabilities in models

with finitely many players. This result holds

independently whether or not these many

finitely owners believe that they have an impact

on the success of the sale, as pointed out by

Shleifer and Vishny (1986), Bagnoli and Lipman

(1988), Bebchuk (1989), and Deman (1991).

Kyle and Vila (1991) investigated a model of

takeovers in which ‘‘noise trading’’ provides

camouflage and makes it possible for a large

corporate outsider to purchase enough shares at

favorable prices for a takeover to become profit

able. Although the model accommodates the

possibility of dilution (Grossman and Hart,

1980) and a large incumbent shareholder (Shlei

fer and Vishny, 1986), neither dilution nor a

large incumbent shareholder is necessary for

costly takeovers to be profitable. Noise trading

tends to encourage costly takeovers that other

wise would not occur, and discourage beneficial

takeovers that otherwise would occur.

Application 2: Capital Structure as

Precommitment

Unlike the first example, this is a game under the

assumption of symmetric information. The main

focus of the game is on commitment rather than

on information transmission. In the game, each

firm purposely risks bankruptcy to create a con

flict of interest between debt and equity that

increases its aggressiveness in seeking market

shares. The outcome is worse for the firms if

they jointly avoid debt, because debt lowers

firms’ profits while helping the firm that uses it

as a commitment tool.

Harris and Raviv (1988) focus on capital

structure as an anti takeover device because

common stock carries voting rights while debt

does not. The debt–equity decision may effect

the outcome of corporate votes and may partly

determine the corporate resources. Thus, in

cumbent management can use short term finan

cial restructuring as a tactic to influence the form

of the takeover attempts and their outcome, as

suming that managerial ability to identify good

projects is unknown. In a subgame, perfect repu

tational equilibrium, managers may choose too

much safety compared with the shareholders’

optimum. If the firm issues debt, then this in

centive aligns the managers’ interest with the

interests of the shareholders and thus reduces

their agency costs of debt. This implies higher

optimal leverage when the manager is motivated

by his personal reputation than when he is not.

This result is different from that of Harris and

Raviv.

Application 3: Financial

Intermediation – An Incentive Design

In most models, the players begin with symmet

ric information, but they know that some players

will later acquire an informational advantage

over the others. The model that I am going to

use here is an example of theory based institu

tional economics. The purpose of this is to show

that (1) an intermediary is useful only if there are

many investors and many entrepreneurs; and (2)

incentive contracts have economies of scale com

pared to monitoring.

Diamond (1984) provides a model of financial

intermediaries, so that M risk neutral investors

wish to finance N risk neutral firms. Each entre

preneur has a project that requires 1 unit in

capital and yields Q level of output, where Q is

initially unknown to anyone. If Q < 1, the

entrepreneur genuinely cannot repay the invest

ors, but the problem is that only they, not the

investors, will observe Q, so they cannot validate

their claim Q < 1. The investors must rely on

one of two things to insure the truth: namely,

monitoring or incentive contract. Under a moni

toring scheme, each investor incurs a cost C to

observe Q, which makes it a contractible vari

able, on which payment can be made contingent.

The entrepreneur suffers a dissipative punish

ment d(x) under the incentive contract if they

repay x. The cost of monitoring is MC, while the

expected cost of an incentive contract is Ed. In

the absence of an intermediary, if Ed < MC, the

incentive contract is preferred. The underlying

idea behind the financial intermediary is to elim

inate redundancy by replacing M individual

monitors with a single monitoring agency. The

intermediary itself requires an incentive con

tract, at cost Ed. To justify its existence, it should

spread this cost over many entrepreneurs.
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If N ¼ 1, the intermediary incurs a cost of C for

monitoring and Ed for its own incentive,

whereas a direct investor–entrepreneur contract

would cost only Ed. In the above scheme, while

information is still symmetric, the institution

assumes a particular form to avoid information

problems by contracting.

The main driving force behind the existence

of financial intermediaries is the asymmetric in

formation which opens doors for a much wider

application of game theory. Reputational issues

on the part of borrowers become very important

and were first analyzed by John and Nachman

(1985) in a two period model. They depicted, in

sequential equilibrium, a problem in which

agency debt can be decreased when compared

with a single period model. Diamond (1989)

uses a somewhat similar model in which borrow

ers deal with banks over more than one period

and have an incentive to build a reputation for

repaying loans. This provides a partial improve

ment of the agency problem in one shot games in

which the borrower prefers riskier investments

than the lender would like.

Conclusions

Game theory has emerged as one of the most

powerful techniques of analysis because, in the

game, both players are actively trying to promote

their own welfare in opposition to that of the

opponent. It develops a rational criterion for

selecting a strategy in which each player will

uncompromisingly attempt to do as well as pos

sible in relation to their opponent by giving the

best response. However, game theory is often

criticized on the grounds that it is sensitive to

minor changes in assumptions and lacks empir

ical verification. The existence of various equi

libria depends on what information is available

to players or who moves first. Deman (1987)

basically identifies three criteria for a theory to

be considered useful: (1) it is consistent with

known facts; (2) it provides greater insights and

understanding than earlier theories; and (3) it

can be used for forecasting future trends, par

ticularly under conditions that differ from the

past. The underlying assumption is that both

theorists and empiricists have common object

ives to describe, explain, relate, anticipate, and

evaluate phenomena, events, and relationships

crucial to decision making through theory

construction and data collection. Unfortunately,

crucial variables are hard to measure, but

that does not diminish their importance. As

Rasmussen (1989) pointed out, the economist’s

empirical work has dominated case by case veri

fication, replacing the traditional regression run

ning. A theory’s sensitivity to assumptions is not

a shortcoming. Rather, it is a contribution of the

theory, pointing out the important role of what

were once thought to be insignificant details of

reality in the world. To blame game theory for

any failure to predict or for selfishness is like

blaming cardiology for heart disease. The failure

of macroeconomic forecasts and the growing

importance of the microeconomic theory of the

firm have brought game theory to the forefront

of economic decision making.
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growth by acquisition

Nikhil P. Varaiya

Growth is an imperative for corporations.

Growth provides corporations with expanding

opportunities, enabling them to attract the best

executives or motivating workers. Growth is also

a means for maintaining or enhancing a firm’s

relative competitive position. Avoidance of

growth in a market where incumbent rivals are

relentlessly seeking to increase their market

shares can result in a serious loss of market

position with the attendant adverse impacts on

profitability that can jeopardize long term sur

vival.

Since growth ultimately must come from

markets currently served or new markets to be

served, growth by acquisition is the strategy of

entry into new product markets by purchasing

the common shares or assets of a business or

businesses already established in these markets.

From the vantage point of the acquiring com

pany, management goals are often stated as rec

tifying some ‘‘problem’’ or ‘‘deficiency’’ :

countering a substantial decline in the com

pany’s overall earnings growth; utilizing existing

excess capacity; or dealing effectively with a

vertical competitive threat.

However, the overriding objective of an ac

quiring company is taken to be profitable growth

by acquisition. That is, an acquisition opportun

ity will be undertaken only if it is value creating;

it must enhance the ‘‘market value’’ of its pres

ently outstanding common shares. Acquisitions

are typically associated with the payment of a

significant control premium by an acquiring

company when it purchases the shares of an

acquired company or acquiree. The control pre

mium is the amount by which the offer price per

share of the acquiree exceeds its pre acquisition

share price, expressed as a percentage. Over the

period 1976–90 premiums in large US industrial

acquisitions averaged around 50 percent and

ranged up to 185 percent.

Three Conditions for Profitable

Growth by Acquisition

For an acquisition to create value for an acquirer,

three conditions have to be met. First, there

must be an improvement in the acquiree’s finan

cial performance over time sufficiently large to

fully recapture the offer premium. Alberts and

Varaiya (1989) develop a model in which re

quired improvements in the acquiree’s financial

performance are characterized as a combination

of required improvements in expected future

economic profitability (the difference between

expected future return on equity and cost of

equity capital) and earnings growth rate to fully

recapture the offer premium. Second, there

must be a sustainable improvement in the

acquiree’s operating performance sufficiently

large that will in turn generate the improvement

in sustainable financial performance necessary to

recapture the offer premium and thus make the

acquisition profitable. To achieve this improve

ment in operating performance the acquiree

must offer the acquiring company some combin

ation of five significant bargain opportunities

(Alberts, 1974):
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1 Position bargain: management can enhance

the acquiree’s financial performance by fur

ther differentiation of its product or service

offering (by enhancing existing attributes

and/or adding new ones), further increasing

its relative efficiency (by lowering raw ma

terial costs by purchasing from acquirer at a

lower cost than the acquiree has been

paying), or both.

2 Expansion bargain: management can profit

ably extend the sales of the acquiree’s prod

ucts into geographical markets not presently

served by it (perhaps because of capital con

straints).

3 Synergy bargain: management can integrate

the acquiree’s positioning strategies with

those of one or more of the acquiree’s other

units, and by doing so could bring about

further differentiation of the acquiree’s

offering, a further increase in the acquiree’s

efficiency, or both.

4 Leverage bargain: management can, on de

termining that the acquiree uses significantly

less leverage (the ratio of permanent debt to

invested capital) than incumbent rivals,

match these rivals’ leverage ratios so that

the acquiree’s economic profitability can be

increased, given the other drivers of eco

nomic profitability.

5 Tax bargain: management can elect to

finance the acquisition in a way that allows

the acquiree under the current US tax code

to allocate some portion of the offer pre

mium to step up the depreciation bases of

some of its assets and thereby increase its tax

depreciation and decrease its tax liabilities

relative to what they would be for the

acquiree standing alone.

The third condition for a value creating acquisi

tion is that management performance in imple

menting the acquisition will be effective enough

to bring about the required improvements in

operating performance. At a minimum this re

quires that the management cadre that will over

see the acquiree have sufficient knowledge to

identify the bargain sources of premium recap

ture. Additionally, the acquiree’s organizational

structure must be designed to balance its need

for autonomy with the imperative of coordinat

ing the acquiree’s decisions with those of other

business units of the acquiring company (Hill,

1994). Finally, the acquiree’s management pro

cesses (for example, performance evaluation

systems) must be integrated with those of the

acquiring company.

Evidence on Acquisition Profitability

There are four sets of available data to assess the

profitability performance of acquisitions: (1)

benchmark data which compares the economic

profitability and earnings growth improvements

necessary for value creation with the levels of

such improvements actually observed (Alberts

and Varaiya, 1989); (2) company performance

data which compares company profitability

before and after acquisition (Meeks, 1977; Muel

ler, 1980; Ravenscraft and Scherer, 1987); (3)

case study data (Porter, 1987; Copeland, Koller,

and Murrin, 1990); and (4) event study data that

compares the short run and long run changes in

the common stock returns (adjusted for market

wide movements) of acquirers before and after

acquisition (Jarrell, Brickley, and Netter, 1988;

Agrawal, Jaffee, and Mandelker, 1992; Andrade,

Mitchell, and Stafford, 2001). The thrust of

these four sets of data is that the acquirer should

not expect the acquisition to be value creating if
it pays the magnitude of the offer premium that

other companies have paid on average for their

acquirees; in fact, the acquirer should expect the

acquisition to be significantly value destroying.

However, the historical record on acquisition

profitability in conjunction with the three con

ditions for profitable growth by acquisition does

indeed identify for acquiring company manage

ment two critical requirements for value creat

ing growth by acquisition: (1) acquire the right

unit in the right market or markets in which

entry is sought and effectively implement the

acquisition so that the expected financial per

formance improvements will be realized; and

(2) avoid the payment of the typical observed

offer premium, but limit it to a fraction of the

performance improvement that careful analysis

indicates is expected to be generated.
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growth and value stocks

Edward Lee

Stocks can be classified into different styles.

Two commonly applied equity investment styles

are ‘‘value’’ and ‘‘growth.’’ Investors pursuing a

value style seek to identify stocks that are cheap

relative to their fundamentals. Growth style in

vestors look for stocks from companies with

higher growth prospects. Valuation ratios such

as the earnings–price ratio, the dividend–price

ratio, and the book to market ratio are com

monly used to determine whether a stock

belongs to the value or growth category. Value

(growth) stocks are from companies with higher

(lower) fundamental to price ratios. Graham

and Dodd (1934) first documented the superior

return performance of value stocks in the US.

The general consensus in the current empirical

literature is that the value style historically out

performs the growth style in the US and several

other countries. For instance, Fama and French

(1998) show that the annual US $ denominated

return spread between value and growth stock

portfolios was 6.79 percent, 12.32 percent, 9.85

percent, 9.67 percent, 7.64 percent, and 4.62

percent respectively for the US, Australia,

Japan, Singapore, France, and the UK over the

period 1975 to 1995.

Explanations of the value premium have been

offered from perspectives both for and against

the efficient market hypothesis (EMH). Risk

compensation explanations justify the value pre

mium in an efficient market where no exploit

able stock return regularity should exist. The

risk compensation argument suggests that value

stocks are associated with certain sources of risk

not captured by the capital asset pricing model

(CAPM). Brennan, Chordia, and Subrahma

nyam (1998) show that the book to market

ratio, upon which the value premium is com

monly based, predicts returns even after

adjusting for risk using the Fama and French

(1996) three factor model. This implies that the

value premium is driven either by unidentified

sources of risk beyond the Fama and French

(1996) three factor model, or by mispricing.

Liew and Vassalou (2000) show the association

between the value premium and future changes

in GDP and suggest this as evidence that it is

related to risk. Daniel and Titman (1997), how

ever, show that the value premium is associated

more with company specific characteristics

(based on book to market values) than covar

iance risk.

Behavioral explanations for the value pre

mium relax the assumption of market efficiency.

They basically assume that investors make sys

tematic judgmental errors due to behavioral

biases. Limits to arbitrage prevents the resulting

mispricing from being exploited immediately.

Lakonishok, Shleifer, and Vishny (1994) suggest

that investors incorrectly extrapolate past per

formance into the future. Thus, they undervalue

(overvalue) stocks from companies with improv

ing (declining) fundamentals. Several theories

have been advanced to explain such misjudg

ment. Barberis, Shleifer, and Vishny (1998)
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suggest that representativeness causes investors

to assume that a company’s past performancewill

persist into the future and conservatism makes

them adjust to new information slowly. Daniel,

Hirshleifer, and Subrahmanyam (1998) suggest

that overconfidence and biased self attribution

cause investors to overestimate the precision of

their own analyses and neglect public signals.

Whether the value premium is a result of risk

compensation or mispricing remains an open

question. Whether its economic value persists

after accounting for transactions costs and the

length of the investment horizon also remains an

open question.
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habit formation

Stuart Hyde

The failure of the traditional time separable

constant relative risk aversion consumption cap

ital asset pricing model to explain the equity

premium and risk free rate puzzles has led to

numerous variations of the basic model being

proposed. One successful approach which allows

for non separability in utility over time is habit
formation or habit persistence. In habit formation

models it is not the absolute level of consump

tion which is important, but consumption rela

tive to some benchmark level. Essentially, the

representative agent’s utility depends not only

on current consumption but also on consump

tion in the previous period.

Habit formation models typically define the

utility function as taking the form U(Ct, Xt),

where Ct is consumption at time t and Xt is the

time varying habit or subsistence level which

typically depends on previous consumption,

Xt ¼ f (Ct 1, Ct 2, . . . ). The exact form of

U(Ct, Xt) varies. Abel (1990) proposes that it

should be a power function of the ratio Ct=Xt,

while Constantinides (1990), Sundaresan (1989),

and Campbell and Cochrane (1999) argue for a

power function of the difference Ct �Xt. This

distinction is important, since ratio models have

constant risk aversion while difference models

have time varying risk aversion. A further dis

tinction between different types of habit forma

tion model focuses on whether an agent’s own

decisions affect the level of habit. The habit

incorporated in internal habit formation models

such as those in Constantinides (1990) and Sun

daresan (1989) is defined by the representative

agent’s own previous consumption. In external
habit formation models such as those in Abel

(1990) and Campbell and Cochrane (1999) it is

determined in reference to some outside aggre

gate level of consumption. Finally, the models

also allow for differing speeds to which habit

adjusts to consumption. Abel (1990) allows the

habit to depend on one lag of consumption,

while Constantinides (1990), Sundaresan

(1989) and Campbell and Cochrane (1999)

assume that habit reacts only gradually to

changes in consumption.

Abel (1990) names his external habit ratio

model ‘‘catching up with the Joneses.’’ Here,

individuals are concerned with how their own

personal consumption relates to everyone else’s,

and presume that their individual consumption

patterns cannot influence aggregate consump

tion behavior. The utility function for the exter

nal ratio model is written as:

Ut ¼ Et

X1
j 0

b j (Ctþj=Xtþj)
1 g � 1

1� g

" #
(1)

where b is the agent’s subjective rate of time

preference, g is equal to the agent’s relative risk

aversion, the individual’s consumption is given

by Ct and the habit level, Xt is given by one lag of

aggregate consumption,

Xt ¼ C
y
t 1

so utility depends on the ratio between an indi

vidual’s consumption, Ct, and the habit level Xt

which is assumed to be a power function of

previous aggregate consumption, C
y
t 1. y meas

ures the degree of time non separability, (i.e.,

the persistence of previous consumption or

habit). As an alternative, we can consider a dif

ference model as proposed by Constantinides

(1990), Sundaresan (1989), and Campbell and

Cochrane (1999) in which the utility function is:



Ut ¼ Et

X1
j 0

b j (Ctþj �Xtþj)
1 g � 1

1� g

" #
(2)

In the internal habit formation models of Con

stantinides (1990) and Sundaresan (1989) the

habit level, Xt, is given by a proportion, y, of

an agent’s previous consumption (assuming a

one lag dependence):

Xt ¼ yCt 1

where the parameter y measures the degree of

time non separability, where the higher the

value of y, the greater the habit yCt 1, and

therefore the lower the utility derived from cur

rent consumption, Ct. In this model relative risk

aversion is time varying and is given by

g � Ct

Ct �Xt

Both the ‘‘catching up with the Joneses’’ and

internal habit models fail to adequately explain

both the risk free rate and equity premium

puzzles simultaneously. Although they may ac

count for the equity premium they typically also

imply high and volatile interest rates. However,

a specification which can solve both problems

simultaneously is provided by Campbell and

Cochrane (1999). They allow the external habit

to depend upon a subsistence variable with

longer lag structure. Using the difference

model utility function, they define the surplus

consumption ratio St which measures the level

of aggregate consumption which is in excess of

the habit (i.e., surplus to the subsistence level).

St ¼
Ct �Xt

Ct

Further, the evolution of St is governed by a

nonlinear process which insures that the habit

level remains below consumption at all times:

ln (Stþ1) ¼ (1� f) ln (�SS)þ f ln (St)

þ l[ ln (St)] ln (Ctþ1)� ln (Ct)� g

l ln (St) ¼
1
SS

1� 2( ln (St)� ln (�SS))
p

� 1

0

�

ln (St) � Smax

ln (St) > Smax

�SS ¼ k
s

1� f

r

where �SS is the steady state surplus consumption

ratio, f dictates its level of persistence, and

l ln (St) controls the sensitivity of the ratio. k is

the standard deviation of consumption growth

and g is the mean of consumption growth. Again,

the agent’s relative risk aversion is time varying

and is given by g
St
. This model is able to generate

high risk aversion and account for the equity

premium while being consistent with observed

consumption growth and interest rates. Excel

lent discussions of habit formation and con

sumption asset pricing can be found in

Cochrane (2001) and Campbell (2003).
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hedging

Suresh Deman

The concept of hedging has a wide range of

applications to real world problems when there

are uncertainties in transactions. Hedging is

commonly used by grain dealers, business

people, and individuals to protect themselves
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against uncertainties. It serves mainly two pur

poses: first, to enter into forward contracts in

order to protect the domestic currency value of

foreign currency denominated assets or liabil

ities; second, managing risk by establishing an

offsetting position such that whatever is lost or

gained on the original exposure is exactly offset

by a corresponding gain or loss on the hedge. A

firm can use a variety of techniques for managing

transaction exposures. In the literature, a few

models use both static and dynamic strategies in

discrete and continuous time frameworks. In

formulating models for hedging, information

plays a very important role. Some of thesemodels

will be discussed below under the assumptions of

homogeneous and heterogeneous information.

A Competitive Equilibrium Model

Assume that the agents have homogeneous

beliefs and have concave state dependent utility

functions. Let there be a one period economy

with K agents which has one end of period con

sumption good. For simplicity, assume that in

period t ¼ 0, there is no consumption. Each

agent owns a real asset which produces a random

amount of the consumption good at the end of

the period. There are N possible states of nature,

with probabilities Prob(l), . . . , Prob(N) and

agents wish to maximize the expected utility of

end of period consumption (i.e., Ui(Ci, f),

where f represents the state of the world.

A financial asset is a claim to a random amount

of end of period output, which is traded be

tween agents at t ¼ 0. A hedging portfolio an

alysis is simplest if we assume that the hedge

portfolio consists of a mixed asset and liability

with positive payoffs in some states of the world

and negative payoffs in other states. This pro

tects an agent against some particular risky out

come(s) and is balanced so as to give a

competitive equilibrium price of zero. Under

this formulation, a hedge portfolio is a portfolio

which gives positive payoffs in states where the

agent would otherwise have a high marginal

utility of consumption in ‘‘bad’’ states and nega

tive payoffs in states where they would otherwise

have a low marginal utility of consumption in

‘‘good’’ states. An agent is fully hedged if their

marginal utility is equalized across the relevant

states after purchasing the hedge portfolio. On

the other hand, if the hedge position lowers but

does not eliminate the disparity, then they are

partially hedged.

The model described above is static. In an

intertemporal model, dynamic strategies in

crease the set of hedging opportunities. Agents

can create a rich set of payoff claims by dynam

ically changing the proportions invested in the

individual assets. This process reaches its nat

ural limit because of continuous trading: if an

asset price follows Brownian motion, then a con

tinuously adjusted portfolio consisting of only

this risky asset and a riskless asset can be con

structed which replicates the payoff to any put or

call option on the risky asset.

Risk Premia and Hedging

An economically interesting question is whether

agents ‘‘pay a premium’’ to hedge. Assume again

that the current price of the hedge portfolio is set

to zero by appropriate balancing of the asset and

liability sides of the hedge, using a futures con

tract. If the expected cash flow is negative or

positive next period, then the hedge portfolio

carries a positive or negative implicit risk pre

mium. If the expected cash flow is zero, then the

implicit risk premium is zero.

Role of Hedger in a Market with

Heterogeneous Information

The models discussed above have been formu

lated under the assumption of homogeneous in

formation across agents. If agents have

differential information about the payoffs to

assets, then the trading strategies of rational

agents cannot have the simple competitive

form. Agents must treat trade opportunities as

signals of the information of other agents about

the value of the trade. The presence of differen

tial information can lead to fewer hedging op

portunities and/or raise the expected cost of

hedging. Milgrom and Stokey (1982) show that

with heterogeneous beliefs rational agents will

not trade because their valuation of assets is

quite different. In other words, adverse selection

can limit trade. If agents have some control over

outcomes, then moral hazard problems may also

limit hedging opportunities. Some of these ex

ternal factors may offset mutual benefits from

trade of financial assets.
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Hedging in a Mean-Variance Model

The mean variance preference model provides a

useful framework for empirical analysis of

hedging. An investor’s optimal position in the

hedging instrument can be given by:

! ¼ E[Y]=(2 � var[Y])� cov[X, Y ]=var[Y ]

This equation has two parts: the first additive

part is called speculative hedge, and the second

part is called the pure hedge. It is argued in the

literature that uninformed hedgers should set

their hedge position equal to the pure hedge.

This is equivalent to minimizing variance in

stead of optimizing over a mean variance criter

ion. An OLS can be used to describe the

relationship between the payoffs, random en

dowment, and the hedging instrument. The co

efficient b estimates the pure hedge and R2

estimates the proportion of endowment vari

ance. The latter can be eliminated by setting

the hedge position equal to the pure hedge.

The hedging behavior is not simply to smooth

consumption over time, but it characterizes for

mation of a portfolio even in the absence of

intermediate consumption. In the discrete time

we avoid the need to know the stock’s or the

option’s expected rate of return by using the

risk neutralized probabilities which were com

pletely specified by the stock’s price dynamics

but did not depend explicitly on the true prob

abilities determining the expected rate of return.

A similar approach can be applied in continuous

time framework.
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house money effect

Tyler Shumway

The house money effect, proposed to describe

the effect of prior outcomes on risky choice, was

introduced to finance by Thaler and Johnson

(1990). Agents that are subject to the house

money effect are inclined to take larger risks

when prior outcomes have been positive. The

house money effect is an example of mental

accounting, in which agents mentally keep quan

tities of money in artificially separate ‘‘ac

counts.’’ Agents that exhibit the house money

effect consider large or unexpected wealth gains

to be distinct from the rest of their wealth, and

are thus more willing to gamble with such gains

than they ordinarily would be. Thaler and John

son argue that the house money effect is consist

ent with prospect theory (Kahneman and

Tversky, 1979) if agents apply ‘‘hedonic

editing’’ to the gambles they face.

Barberis, Huang, and Santos (2001) use the

house money effect, along with first order risk

aversion, to explain the high volatility of asset

prices and the equity premium puzzle.
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I

initial public offerings (IPOs)

Ivo Welch

In contrast to a seasoned offering, an IPO is the

offering of shares of a company that are not

publicly traded. The most common are IPOs of

fixed income securities, equity securities, war

rants, and a combination of equity shares and

warrants (‘‘units’’ ). The term IPO is often used

to refer only to equity or unit offerings, and the

remainder of this entry concentrates only on

equity and unit offerings in the United States.

In ‘‘best effort’’ IPOs, underwriters act only

as the issuer’s agent; in ‘‘firm commitment’’

IPOs, underwriters purchase all shares from

the issuer and sell them as principal. In the

USA, virtually all IPOs by reputable under

writers are sold as firm commitment. Other

special IPO categories are (domestic tranches

of) international IPOs, reverse leveraged

buyouts (where company shares had been traded

in the past), real estate investment trusts

(REITs), closed end funds, and venture capital

backed IPOs, etc. Most IPOs begin trading on

Nasdaq.

Most IPOs typically allow a company founder

to begin to ‘‘cash out’’ (secondary shares), or

begin to raise capital for expansion (primary

shares), or both. (Issuers sometimes constrain

shares granted to insiders from sale for a signifi

cant amount of time after the IPO in order to

raise outside demand.) Direct underwriter fees

and expenses of the IPO typically range from 7–

20 percent (mean of about 15 percent). Auditor

fees range from US$0–80,000 (mean of about

US$50,000), lawyer fees from US$0–130,000

(mean of about US$75,000). In addition, issuers

must consider the cost of warrants typically

granted to the underwriter, a three to six

month duration to prepare for the IPO, the

costs and time of management involvement, pro

spectus printing costs, and subsequent public

release requirements. Consequently, many

firms avoid IPOs despite the advantages and

prestige of a public listing, relying instead on

private or venture capital, banks, trade credit,

leases, and other funding sources. Even IPO

issuers tend to issue only a small fraction of the

firm, and return to the market for a seasoned

offering relatively quickly.

In the USA, numerous federal, state, and

NASD issuing regulations have attempted to

curtail fraud and/or unfair treatment of invest

ors. Among the more important rules, in section

11 of the 1993 Securities Act, the Securities and

Exchange Commission (SEC) describes neces

sary disclosure in the IPO prospectus. Issuers

are required to disclose all relevant, possibly

adverse information. Failure to do so leave not

only the issuer, but also the underwriter, au

ditor, and any other experts listed in the pro

spectus, liable. SEC rules prohibit marketing or

sales of the IPO before the official offering date,

although it will allow the underwriter to go on

roadshows and disseminate a ‘‘preliminary pro

spectus’’ (called ‘‘red herring’’). Further, under

writers must offer an almost fixed number of

shares at a fixed price, usually determined the

morning of the IPO. (Up to a 15 percent over

allotment (‘‘green shoe’’) option allows some

flexibility in the number of shares.) Once public,

the price or number of shares sold must not be

raised even when after market demand turns out

better than expected. Interestingly, although US

underwriters are not permitted to ‘‘manipulate’’

the market, they are allowed to engage in IPO

after market ‘‘stabilization’’ trading for thirty

days.

Some countries (e.g., France) allow different

selling mechanisms, such as auctions. Other



countries (e.g., Singapore) do not allow the

underwriter the discretion to allocate shares to

preferred customers, but instead require propor

tional allocation among all interested bidders.

There are two outstanding empirical regular

ities in the IPO market that have been docu

mented both in US and a number of foreign

markets: on average, IPOs see a dramatic one

day rise from the offer price to the first aftermar

ket price (a 5–15 percent mean in the USA) and a

slow but steady long term underperformance

relative to equivalent firms (a 5–7 percent per

annum mean for three to five years after the issue

for 1975–84 US IPOs). Prominent explanations

for the former regularity, typically referred to as

‘‘IPO underpricing,’’ have ranged from the

winner’s curse (in which investors require aver

age underpricing because they receive a rela

tively greater allocation of shares when the IPO

is overpriced), to cascades (in which issuers

underprice to eliminate the possibility of cascad

ing desertions, especially of institutional invest

ors), to signaling (in which issuers underprice to

‘‘leave a good taste in investors’ mouths’’ in

anticipation of a seasoned equity offering), to

insurance against future liability (to reduce the

probability of subsequent class action suits if the

stock price drops), to preselling (where under

pricing is necessary to obtain demand informa

tion from potential buyers). The consensus

among researchers and practitioners is that

each theory describes some aspect of the IPO

market. Empirical findings related to IPO

underpricing also abound. For example, IPOs

of riskier offerings and IPOs by smaller under

writers tend to be more underpriced, and both

IPOs and IPO underpricing are known to occur

in ‘‘waves’’ (while 1972 and 1983 saw about 500

IPOs, 1975 saw fewer than 10 IPOs; 1991–4 saw

about 500 IPOs per year). Noteworthy is the hot

market of 1981, which saw an average under

pricing in excess of 200 percent among natural

resource offerings.

Explanations for the long term underper

formance have yet to be found. This poor per

formance is concentrated primarily among very

young, smaller IPO firms. (Indeed, IPOs of fi

nancial institutions and some other industries

have significantly outperformed their non IPO

benchmarks.) Many of the smaller IPO firms are

highly illiquid and thus more difficult to short,

preventing sophisticated arbitrageurs from elim

inating the underperformance. Because once the

IPO has passed, shares of IPOs are tradeable, like

other securities, the long run underperformance

of IPOs presents first and foremost a challenge to

proponents of specific equilibrium pricing

models and efficient stock markets.

Other theoretical and empirical work among

IPO firms has concentrated on the role of the

expert advisors and venture capitalists in the

IPO, subsequent dividend payouts, and seasoned

equity offerings, institutional ownership, etc.

Information on current IPOs is regularly pub

lished in the Wall Street Journal, the IPO Re
porter, Investment Dealers Digest, and elsewhere.

Securities Data Corp maintains an extensive

database of historical IPOs. Institutional and

legal details on the IPO procedure can be found

in Schneider, Manko, and Kant (1981).
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insider trading law (US)

Jeffry Netter and Paul Seguin

Federal regulation of insider trading occurs

through three main sources: Section 16 of the

Securities Exchange Act of 1934, Securities and

Exchange Commission (SEC) Rule 10b 5, and

SEC Rule 14e 3. The SEC rules are enforced by

both SEC and private plaintiffs, while violations

of the Securities Exchange Act are crimes that

can be prosecuted by the Justice Department.

Section 16 of the Securities Exchange Act of

1934 provides the most straightforward regula

tion of insider trading. This section requires

statutorily defined insiders – officers, directors,

and shareholders who own 10 percent or more of

a firm’s equity class – to report their registered

equity holdings and transactions to SEC. Under

Section 16, insiders must disgorge to the issuer

any profit received from the liquidation of shares

that have been held less than six months.

The two SEC rules provide more complex

regulation of insider trading. Rule 10b 5 states,

in part, that ‘‘it is unlawful . . . to engage in any

act . . . which operates as a fraud or deceit upon

any person, in connection with the purchase or

sale of any security.’’ However, this rule does not

specifically define insider trading. Thus, defin

itions of insider trading comes from legal and

SEC interpretations of Rule 10b 5.

In addressing insider trading cases, the courts

have adopted two major theories of liability for

illegal insider trading: the classical theory and

the misappropriation theory. The classical

theory, which has been adopted by the Supreme

Court, states that a person violates Rule 10b 5 if

they buy or sell securities based on material non

public information while they are an insider in

the corporation whose shares they trade, thus

breaking a fiduciary duty to shareholders. The

classical theory is also called the fiduciary breach

theory because it concentrates on those who

trade securities of a firm in breach of a duty to

the shareholders of that firm. This theory is

sometimes referred to as the abstain or disclose

theory, because insiders must abstain from

trading on material information about their

firm until that information has been disclosed.

The classical theory also states that people

who trade on material non public information

provided to them by insiders are also in violation

of Rule 10b 5. An example of a violation of Rule

10b 5 under the classical theory is the purchase

of stock in a firm by its CEO just before the firm

announces it is increasing its dividend. Since

advance knowledge of a dividend increase is

material information and the CEO is an insider,

such trading is illegal. The second major theory

of insider trading under Rule 10b 5 is the ‘‘mis

appropriation theory,’’ which has not been

adopted by the Supreme Court but has been

adopted by most lower federal courts. The

misappropriation theory was developed by SEC

to address insider trading by non insiders. Al

though many people consider trading on non

public information undesirable, non insiders

who do so are not liable under the classical

theory. However, under the misappropriation

theory, Rule 10b 5 is violated when a person

misappropriates material non public informa

tion and breaches a duty of trust by using that

information in a securities transaction, whether

or not they owe a duty to the shareholders whose

stock they trade. Thus, those receiving ‘‘tips’’

are liable, even if the provider of the tip is not an

insider.

SEC Rule 14e 3 allows for prosecution of

insider trading by non insiders. This rule

makes it illegal to trade around a tender offer if

the trader possesses material non public infor

mation obtained from either the bidder or the

target. Thus, in the case of a tender offer, Rule

14e 3 prohibits insider trading even when no

breach of duty occurs.

The penalties for violations of insider trading

laws can be severe. Money damages can be up to
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three times the profit made on the trade, while

fines can be up to a million dollars. Further

criminal violations of these laws can result in

jail time.

insurance

Frank Byrne

Insurance is the process through which individ

ual exposures to a risk of loss can be transferred

to a pool in exchange for a premium reflecting

the average losses from the given risk to that

pool.

The need for insurance arises because the

outcome of both business and individual plans

are subject to uncertainty and may lead to a

variety of outcomes. These range from the ac

ceptable to the disastrous, depending on the out

turn values for a variety of contingencies such as

the weather, consumer expenditure levels, or the

absence of fires or tornadoes. But risk aversion is

general, and this means that certain or near cer

tain outcomes will be preferred to more dis

persed and less certain outcomes even if the

average or expected chances of gain are equal.

As a result, decision makers are willing to sacri

fice some chance of gain in exchange for a reduc

tion in the dispersion of outcomes they face.

Insurance therefore comprises the processes of

identifying pricing and transferring the financial

consequences of exposure to a risk or hazard

from principals to counterparties who are better

able, by virtue of size, financial resources, or

tolerance to risk, to absorb them.

The nature of the risk is relevant to the

manner in which risk is transferred. Many

risks, particularly financial ones such as ex

change rate or interest rate movements, are gen

erally amenable to standardization and insured

or hedged by contracts in financial markets. The

risks covered by insurance contracts in contrast

are generally specific and non standardized,

relate to events such as fire or death which

have low probabilities, and hence non normal

distributions, and have negative sum payoffs –

in other words, no counterparty gains from the

losses resulting from the incidence of an insured

event. Risks exhibiting non normality and nega

tive sum payoffs, where there is a chance of loss

but no chance of gain if an event occurs, are

known as ‘‘pure’’ risks; risks such as death or

fire affecting individual contracts randomly

known as ‘‘particular’’ risks, while risks such as

war or flood likely to affect whole sections of the

population are described as ‘‘fundamental.’’

In insurance the transfer of risk is imple

mented through a contract of insurance – an

‘‘insurance policy,’’ which sets out the terms

and conditions on which a claim may be made

and the basis on which the amount of the claim

will be determined. This policy is issued in re

sponse to a proposal in which the insured or their

agent provides full disclosure of facts material to

the risks being transferred.

The very nature of the insurance industry, its

statistical base and cyclical nature, has led it to

develop over a long period as an intensive area

for research, supporting the development of ac

tuarial science through the Institute of Actuar

ies, and devising ‘‘probability of ruin’’

methodologies which are of increasing interest

in setting solvency margins to cover the risk

exposure of financial institutions. The early aca

demic research was concerned with probability

analysis and the estimation of population from

sample means and depended on concepts and

methodologies familiar in economics and statis

tics with work on uncertainty, risk theory, and

risk pricing (Kloman, 1992; MacMinn, 1987)

and the seminal works on insurance by Arrow

(1963), Borch (1967), and Pratt (1964). Borch

developed the theory of optimal insurance and

the determination of risk sharing between the

individual and the insurer. Pratt considered the

effect of risk averseness on the purchase of in

surance together with the degree to which the

amount of insurance purchased reflected both

the averseness to risk and the ‘‘fairness’’ of the

actuarially established premium (i.e., the

expected cost of the ‘‘risk’’). Borch (1967)

followed by modifying the classical theories to

include ‘‘uncertainty.’’ He argued that willing

ness to transfer risk to insurers is often based on

a subjective or perceived view of the impact of an

event on the survival of the relevant business or

individual rather than the pure probability of the

occurrence of the event insured or average likely

loss.

Arrow (1963) considered the sharing of risk

between risk averse individuals and the less risk
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averse insurer for a fixed price and identified the

nature of the trade off in insurance between

moral hazard, adverse selection, and the transac

tion costs. Moral hazard effectively defines the

boundary of risk transferability and hence of

insurability because it arises when the conduct

of the insured can materially affect the probabil

ity or size of losses under the policy. It may be

said that the mere fact of the existence of an

insurance contract produces a tendency to

reduce the level of care in preventing loss. An

individual, insured against theft, may be careless

in leaving doors or windows unlocked during a

temporary absence, or one with a substantial life

or health insurance cover, in spite of the evi

dence, may continue to smoke to the possible

detriment of his or her health. Insurers seek to

minimize the effect of moral hazard by ex ante
action, strict information gathering on the nature

of the risk and past claims experience, and by

imposing stringent safety conditions during the

course of the insurance. As Shavell (1986)

pointed out, the effect of each of these actions

is to increase costs and, according to degree of

overt application by the insurer, to influence the

degree of cover sought by the proposer.

Adverse selection reflects the fact that infor

mation on the risk factors is asymmetric; that is,

the proposer has greater knowledge of his or her

risk than the insurer. The result is for the uptake

of insurance in any population to be biased to

wards those most at risk, who have the greatest

incentive to insure. Instead of insuring a sample

drawn randomly from the population at risk, the

actual sample is biased towards above average

risk with adverse consequences on claims experi

ence. Over time, rates will increase, further dis

couraging the better risks from taking out

insurance or forcing them to seek partial insur

ance, while the high risk individual takes full

cover (Rothschild and Stiglitz, 1976).

To control for problems of moral hazard and

adverse selection the insurance industry relies on

certain key principles. ‘‘Utmost good faith’’ is

central to all insurance contracts. Purchasers of

insurance are effectively ‘‘insiders’’ in terms of

their knowledge of their specific risk exposure,

while the insurer knows more about the covers

and terms of the contract and loss adjustment

guidelines. This potentially creates problems of

asymmetric information only partly relieved by

the good faith principle that both parties are able

to rely on disclosure of material circumstances

that might influence the acceptance of the risk,

the premiums charged, or the suitability of the

policy in relation to cover required.

Applying the full disclosure principle,

though, is less than straightforward. In order to

avoid adverse selection, insurers have required

disclosure even of HIV tests and are currently

interested in the possibilities offered by DNA

profiling in identifying health and mortality risk.

With more and more information insurers can

minimize adverse selection by tighter and tighter

classification of risk classes, but this raises the

concern that the worst risks in the community

will no longer be insurable because they are no

longer rated in a pool containing lower risk cases.

Where moral hazard affects the size of claim,

insurers require the insured to carry or ‘‘co

insure’’ part of the risk, so that the insured is

still exposed to at least some of the risk.

The problems of adverse selection and moral

hazard have stimulated another safeguard for

insurers, namely defining the insurable interest.

The aim is that insurance provides restitution

for tangible loss and is not simply a sophisticated

gamble with the underwriter. As an insured is

only entitled to receive an indemnity for loss,

any rights he or she obtains against another party

are transferred to the insurer which pays the

claim under the principle of subrogation.

The measure of the claim is related to the

amount of the insurable interest. In most

circumstances this figure is readily quantifiable –

value of property, amount of liability incurred –

but where the subject matter of a policy is related

to the perceived value of a life or the life of a

spouse, then indemnity does not apply and the

limiting factor is cost of cover.

Pricing and the Insurance Cycle

Factors other than claims and expenses influence

insurance pricing, with competition and the

availability of investment income on premiums

received in advance of claims expenditure the

major influences. The result is that the equiva

lence between premiums and risk may fluctuate

widely, swinging the industry from periods of

excess capacity and underwriting losses to cap

acity shortages and high profitability. This vola

tility in pricing and availability of cover and
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limits results in the insurance cycle of so called

‘‘hard’’ and ‘‘soft’’ market conditions. Partly,

these conditions occur because the ‘‘true’’ prob

ability of and size of losses depends on a long

history of claims experience over which the law

of large numbers will be reasonably dependable.

Rapid change and the current trend to segmen

tation of the market increase the difficulty of

obtaining representative claims experience. In

insurance any random period of below average

claims experience rapidly builds the reserves

required to support expansion through rate re

duction, leading to overcapacity and losses when

normal claims rates resume. The ultimate cause

of the cycle has been the subject of a number of

articles suggesting both an industry wide self

destruct mechanism arising out of a desire to

build market share, partly through the presence

of favorable extraneous market conditions such

as high investment interest rates, or the intrinsic

nature of rate setting and accounting time lags

involved both in setting future premiums based

on past loss records and regulatory and account

ing lags (Venezian, 1985; Cummins and Outre

ville, 1987).

Pricing of standard risk premiums for non life

insurance ‘‘classes’’ are based on historical loss

rates and incorporate projected claims rates

based on historic data, amount of coverage,

degree of risk, both physical and moral, and an

assessment of incurred claim incidents which

have not currently reported, inflation, invest

ment income, underwriting and claims expense,

and selling costs or commissions. Research

effected principally to assist regulators has been

supplemented, particularly for property and li

ability insurance, by models incorporating infla

tion, investment income, outstanding claims,

taxation, and an appropriate return on capital

employed. D’Arcy and Garven (1990) provide

a helpful review of alternative approaches, but in

their evaluation of the ability of the alternative

pricing approaches to predict underwriting

profits, no single approach showed consistent

superiority.

Individual policies within each class will be

assessed on a number of relevant factors related

to the individual’s variation from the norm. The

importance of standard rating factors equally

varies from one class of insurance to another

and differences in expectations and claims ex

perience make rates sensitive to market condi

tions and competition. For the large non

standard risks, particularly in the corporate

market, an alternative basis sometimes called

‘‘merit’’ or ‘‘experience’’ rating exists. This

arises partly in response to the buying power of

multinational clients, but also because the size

and complexity of the risks requires syndication

across several insurers (including reinsurers).

Individual risks and clients are priced on the

basis of their variability from the norm in terms

of their own claims history. It then becomes

common for corporate customers to retain ex

posure to the ‘‘pound swopping’’ element of

cover, where the premium effectively equates

to losses plus administration, charging losses as

they arise to operating costs but placing catas

trophe cover with insurers. Effectively, insur

ance priced on a ‘‘merit’’ basis is equivalent to

a contingent committed line of credit of un

known value with each client paying the value

of claims plus a margin over the long run in

order to avoid the full costs of the contingent

event falling on one financial period.

Self-Insurance and Captive Insurance

Much of the early research into insurance eco

nomics focused upon the search for the degree of

optimal insurance and the sharing of the risk

between the risk averse individual and the risk

neutral insurer (Arrow, 1963, 1971; Raviv,

1979). However, the optimal cover is, in some

instances, unavailable in the market. For some

risks involving new technology, pollution, and

environmental risk the unquantifiable nature of

potential liabilities means only limited cover is

available. Further, the portfolio effect of a di

verse spread of risks within one organization

reduces the potential damage to shareholder

value of a single loss, which together with their

intrinsic financial strength makes risk sharing a

more practical use of resources than full insur

ance coverage. Additionally, the detailed records

of loss incidents available within an organization

may far outweigh the information held by an

insurer.

Partly to overcome lack of market cover,

partly to utilize capital more effectively, and

partly to avoid the administrative and other

non claims related charges included in pre

miums, the corporate buyers developed their
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pooling arrangements and insurance facilities in

house through the introduction of ‘‘captive’’

insurance companies. Captive insurance com

panies are subsidiaries of a single or group of

trading companies and were developed solely to

insure the risks of their owners. Captives

expanded rapidly in the 1970s and 1980s to

take advantage of favorable tax regimes in off

shore tax centers at a time when premiums were

spiraling and capacity falling in the direct

market. Together with other alternative self

funded risk financing such as ‘‘risk retention’’

groups and ‘‘pools,’’ they were estimated in 1993

to account for around 25 percent of the US$37

billion spent worldwide on risk financing. Al

though offering large companies savings on risks

such as motor or fire and allowing large risks to

be covered by reinsurance, a captive has draw

backs. Tax deductibility of premiums by a

parent to a subsidiary may be challenged where

premiums are not on an arm’s length basis and

are designed solely to transfer profits to a low tax

regime.

Life Insurance

Life business differs from general risk insurance

because it is generally long term, involves critical

assumptions about mortality (the life expectancy

of an individual at any given age), and generally

results in a claim. The exception here is term

assurance, where the contract is option like, ex

piring without value if the insured survives to

the end of cover.

Underwriting in life business requires a cal

culation of value at policy maturity which in

volves an estimate of investment returns on

accumulated premiums net of deductions to

cover risk factors such as age, employment,

risky pastimes, and personal and family health

history leading to premature claims, the life

company’s expenses, and a portion of the profit

attributable to the shareholders – usually up to a

maximum of 10 percent. The remaining profit

arising from the life fund is paid to the policy

holders by way of a yearly ‘‘bonus’’ declaration,

and a maturity bonus on a claim.

The other major form of life contract is by

way of an annuity, which requires a series of

regular fixed payments for the remaining life of

single or joint beneficiaries in exchange for a

single front end payment or usually when com

bined with a pension plan, regular payments

throughout the term. Underwriting of annuities

makes some of the same assumptions about mor

tality and interest rates, though factors such as,

say, a poor health risk, are more a matter of the

proposer’s evaluation than the insurers.

Because annuities ignore individual risk

factors it is left to the purchaser to choose single

or joint life payments, a minimum payout

period, and so on. Pension schemes are con

structed by combining a life policy, on an indi

vidual or group basis which matures at

retirement age and is then converted into an

annuity to fund pension payments. Because pen

sion contributions enjoy favorable tax treatment

the range of choice in term of payout and annuity

options is generally restricted with pension pay

ments from the annuity, which include signifi

cant elements of capital repayment treated as

earned and hence taxable income whereas annu

ities purchased outside pension plans would

enjoy more favorable treatment.

Reinsurance

Reinsurance refers to insurance contracts ex

changed between insurance companies and may

be defined as acceptance by one insurance com

pany of the insurance liabilities contracted by

another insurer or reinsurer. The reinsurance

contract indemnifies the reinsured for payments

they make whether the original contract in

volved indemnity (recompense for losses), or

not, in the case of a life policy. Reinsurance

contracts involve the reinsurer in paying an

agreed proportion of losses or else losses in

excess of an agreed amount, possibly subject to

a maximum in either case, in exchange for a

premium.

These contract types may be further subdiv

ided into proportional contracts, where only a

proportion (e.g., 10 percent) of all risks accepted

by the direct insurer is contracted with a re

insurer, surplus lines where the reinsurer

accepts the balance of the risk above the amount

the direct insurer wishes to cover, and non pro

portional or stop loss cover which indemnifies

for losses on an account in excess of a specific

amount or ratio (e.g., the insurer wishes to limit

the level of losses on its theft account to 80

percent). Another variant is excess of loss (risk

basis) where the reinsurer pays for any loss on an
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individual risk above an agreed figure or (occur

rence basis) losses above an agreed figure arising

from a particular event, such as an earthquake.

The two main methods of arranging reinsur

ance cover are facultative where the insurer

offers a specific risk to the reinsurer, and treaty,

where a reinsurer contracts to accept and the

insurer agrees to reinsure (cede) all risks in an

agreed category.

The reinsurer’s role in relation to the insur

ance market is to provide enlarged capacity both

in a class of insurance and also for individual

risks. The magnitude of today’s major construc

tion risks – Hong Kong Airport, Channel

Tunnel, plus hi tech developments in space –

means that the direct market is unable to provide

the necessary risk transfer without the use of

worldwide reinsurance. Additionally, reinsurers

provide security to the direct market by limiting

loss potential, stabilizing underwriting margins,

spreading the risk across a wide geographical

area, and arranging specialist technical and ad

visory services for the direct insurers. Thus, the

reinsurance market provides additional capacity

for the direct insurer, allowing a greater spread

of risk without the need to provide additional

capital. Unfortunately, as argued by Nierhaus

(1986), when the prevailing economic conditions

are attractive direct insurers use investment

income to subsidize underwriting losses and

meet market competition on prices, leaving re

insurers, having only the underwriting business

premiums, with under rewarded risk and creat

ing cyclical fluctuations in capacity available and

pricing. Indeed, there is the danger that direct

underwriters may simply try to control their

catastrophe exposures and underwriting losses

by reinsurance alone and not by controlling

their own gross underwriting procedures.

Insurance Derivatives

A new feature of the reinsurance market is the

use of banking initiatives to supplement or re

place reinsurance contracts. Insurance deriva

tives are tradable insurance contracts.

Introduced by the Chicago Board of Trade

(CBOT), they are currently restricted to prop

erty catastrophe exposures in the USA. The

derivative contract at the CBOT uses statistics

related to premiums and losses published by the

Insurance Service Office (ISO) to determine the

settlement value for insurance futures and

options. Whether or not this idea develops to

replace or supplement insurance will depend

on the volume of transactions and hence the

liquidity of the market and the severity of the

basis risk faced by insurers using the derivatives

market to hedge particular insurance contracts.

Insurance Companies and Markets

Insurance in its present form probably started in

the eleventh century in Northern Italy in the

form of marine cover and was introduced into

England by the Lombards in the fourteenth

century, with merchants signing their names or

underwriting a proportion of the risk of a cargo

and the premium on a contract. The Great Fire

of London in 1666 prompted the need to provide

cover for property and merchants and property

owners combined to form the Fire Office, which

was amalgamated with the Phoenix in 1705.

A variety of new companies, often concentrating

on a particular class of business such as life,

farming property, glass, or a geographical area,

followed. Early companies, especially life offices,

were mutual organizations, but to obtain the

requisite capital several were formed by Royal

Charter and others became joint stock com

panies.

A special place in insurance history is occu

pied by Lloyds of London, a unique institution

that dominated international insurance from the

eighteenth century. Lloyds operates by statutory

authorization rather than as a limited liability

company. Underwriting capacity in the Lloyds

market is provided by syndicates of individuals

or ‘‘names’’ who are entitled to write insurance

up to 3.3 times the wealth they commit to the

market. Names are allocated to syndicates by

members’ agents and have unlimited liability

not just for their share of the syndicate’s loss

but for the share of any defaulting name. Under

writers acting for syndicates evaluate risks

offered to the market by Lloyds brokers, who

include the major international insurance

brokers. Agents commit their syndicate to a pro

portion of a risk by signing a ‘‘slip’’ giving details

of cover, premium, risk, and commission. Apart

from Lloyds of London, the majority of non life

companies operate as joint stock companies,

owned by their shareholders; but traditionally a

number of large life offices are mutuals, with
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policy holders effectively the owners of the com

pany. In the USA, for example, although 95

percent of the 2,627 life companies in 1990

were stockholding, the mutuals made up about

46 percent of the total life company assets. With

deregulation and rationalization the dependence

of mutuals on internally generated retained

profits for investment has presented problems

and they are being forced to demutualize or

merge with commercial or savings banks in

order to preserve market share and meet compe

tition from other savings institutions. A further

group of companies are state owned.

Life and Non-Life

With the growth of the industry during the

nineteenth century, the historic separation of

the insurance into life or non life businesses

was partly abandoned by the rise, particularly

in the UK, of ‘‘composites,’’ transacting both

life and non life business. However, regulations

required the separation of life and non life assets

to preclude the settlement of non life losses from

the funds of life policy holders. More recently,

with the development of the EC market and

standardization across Europe, where compos

ites were either banned or had not been de

veloped, the UK companies have formed their

life and non life businesses into separate com

panies operating under a holding company.

Long-Term or Life Assurance

Originally providing annuities or cover for

death, life assurance developed in the late nine

teenth century into a savings product via the

endowment policy, which pays either on death

or on survival after a fixed term of years. Many

of the original life offices, known as ‘‘industrial’’

life offices, collected premiums on a weekly door

to door basis, providing money for burials and

long term savings. Those companies, which sold

relatively shorter term cover and annuities and

collected premiums yearly, became known as

‘‘ordinary’’ life offices.

Today, life companies provide a wide range of

insurance protection, savings, and investment

products and pension provision, including an

nuity plans. Because of the different taxation

regulations governing the funds of a life com

pany they may be separated into those which

support the protection and savings business

and those which are represented by the pensions

and annuity business. Life funds made up of

premiums and investment income funds are ef

fectively in trust for the policy holders with

shareholders, if any, restricted to a maximum

10 percent of the profits allocated to policy

holders. Invested funds provide for policy

returns on maturity and provide pensions and

annuities.

The size and long term nature of these funds

means that life companies play a major role,

supplying funds for a wide variety of financial

and non financial organizations as well as for

government agencies, both in their home terri

tory and overseas. These policy holders’ funds,

after expenses such as sales commission and life

cover, are invested in domestic and international

securities, mainly equities for UK companies

but still heavily in bonds for US companies –

35.7 percent in 1991 per Best’s Insurance

Reports – and most European insurance funds.

Indeed, many European countries have imposed

upper limits on the investment holdings of

shares; for example, a maximum of 20 percent

in Germany and 30 percent in Switzerland, or in

real estate with a maximum of 25 percent in

Germany and 40 percent in France.

Non-Life

Sometimes referred to as ‘‘general’’ business or

as ‘‘property and casualty,’’ though also includ

ing marine and aviation insurance, non life in

surance protects an individual’s or company’s

financial interests in the material benefit arising

from property, goods, etc., or from the financial

effects of any liabilities they may incur arising,

for example, out of the use of property, selling of

products, or employment. Originally designed

to protect against loss from perils of the sea or

from fire, new classes of insurance developed

with the industrial revolution. The insurance

broker, the principal intermediary in the market,

acting as an innovator, developed such classes as

consequential loss, with engineering boiler and

mechanical failure, third party liability, work

men’s compensation, and in the early part of

the twentieth century, motor insurance, evolved

out of statutory necessity and as a result of in

dustry becoming increasingly international.

The main characteristics of non life business

differ from life assurance in a number of ways.
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First, the policies are essentially short term, that

is for one year or less, whereas life policies are

long term contracts. Further, the wide variety of

risks in general business and the uncertainty of

both the number and severity of the claims has

an effect on the manner in which the funds are

invested. For non life, there has to be a substan

tial level of liquidity with a larger proportion of

assets being in cash or liquid securities. The risks

are illustrated by the conjunction of massive

hurricane losses in the UK with the global

crash in equity markets in October 1987, the

effect of which was to seriously deplete reserves

of several insurers and reduce their solvency

margins.

Market Developments

The single market in Europe accounts for over 30

percent of worldwide premiums and has several

major competitors in world markets. The drive

to increase competition in European Community

insurance markets started in 1973 with the Free

dom of Establishment Directive, followed by

Freedom of Services – Life, Non life, Inter

mediaries, and Motor Directives have followed,

increasing competitive pressures. The result has

been a surge of mergers, acquisitions, and alli

ances both within and across borders, with the

development of Bancassurance/Allfinanz institu

tions combining universal banking (including

securities business) and insurance in one con

glomerate with the aim of cross selling wider

product ranges to existing customers. However,

as with life assurance, non life business for many

years has been sold through intermediaries.

Indeed, it is only possible to place business at

Lloyds of London through an accredited Lloyds

broker. In Europe most personal policies are sold

through ‘‘tied’’ agents, paid by the company and

selling only that company’s products.

Because of the complexity and need for pro

fessional advice, commercial risks are often

handled by insurance brokers, particularly in

the Netherlands and UK. Brokers have not the

same dominant position elsewhere in Europe,

where many companies have their ‘‘own agen

cies.’’ However, with the liberalization of

Europe and following the US example, the sell

ing process is changing for large corporations. In

the UK risk managers are taking their business

out of the market by forming captive subsidiary

insurance companies, while the large multi

national brokers are breaking into the European

market, offering risk management services and

competitive placing.

Both life and general insurance companies

have experienced increasing rates of customer

churn, with a growing portion of life business

coming from single premium contracts and gen

eral insurers facing lower retention rates. It canbe

argued that this reflects a better informed market

with computer quotation systems and compara

tive performance statistics more generally avail

able. One successful approach to reducing

marketing costs has been direct writing, whereby

insurance companies dispense with traditional

sales forces and agencies, instead using technol

ogy support coupled to telephone andoff the page

response from thepublic. SeveralEuropean com

panies are experimenting with direct selling,

though their heavy reliance on small agencies

may well prove an inhibiting factor.

Liberalization in Europe has led to deregu

lation in many aspects of insurance with greater

freedom in designing policy covers and pricing.

However, there remains a need to provide con

sumer protection, and this in turn has produced

a range of restrictions on selling methods,

thereby replacing one form of regulation with

another. In the USA the industry is highly regu

lated by state agencies. Each state regulatory

body monitors the services provided by insurers

and regulates the rates charged. Elsewhere in

dustry regulators have wide duties to prevent

abuse and to monitor security in the interests

of policy holders.
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international initial public offerings

A. Tourani Rad

The initial public offering (IPO) of a company’s

equity is a milestone in its life and it denotes a

turning point in the relationship between the

company and its owners (see in itial public

offerings (IPOs )). The main reasons for

going public are: (1) to raise additional capital

for further expansion; (2) to allow the owners to

realize partially or wholly their original invest

ments and to rebalance their asset portfolios;

(3) to adopt an employee/management compen

sation share scheme; and (4) to enhance the

company’s visibility and public prestige. How

ever, a company that wishes its stock to be traded

on an organized exchange comes under greater

scrutiny by the public and must meet stringent

listing requirements.

The decision whether to go public is an intri

cate one and unique to each company. It involves

the selection of the investment banker(s), under

writer(s), the fraction of equity to be sold, and

the method and the timing of introduction.

Going public is quite expensive. Underwriting

fees and other related expenses average 14 per

cent of the of gross proceeds of stock offerings in

the US (Ritter, 1987).

IPOs in European countries are a relatively

new development and are of smaller size than in

the USA. Until the early 1980s relatively few

companies went public in Europe. This pattern,

however, has been changing considerably and

more IPOs are being issued. Moreover, Euro

pean IPOs tend to be of well established com

panies compared toyoungcompanies in theUSA.

Companies can sell securities to the public at

large through several institutional arrangements.

The two most extensively used methods are an

offer for sale at a fixed price and an offer for sale

by tender. The former is a direct, fixed price,

fixed quantity offering to investors. In case of

oversubscription, the number of shares allocated

to each investor will be rationed, though not

necessarily on a pro rata basis. This method is

mandatory in the USA and is widely used in

Finland, Germany, Italy, the Netherlands,

Sweden, and Switzerland. The offer by tender

is essentially a competitive price and quantity

auction process. Investors are invited to bid

over a stated minimum price. Once all bids are

in, an offer price is set so that all shares can be

allocated to investors. The tender method is

used mainly in Belgium, France, and to some

extent in the Netherlands. In most European

countries there are no regulatory constraints

concerning selling mechanisms, whereas in the

USA the fixed price method has been the norm.

The key decision in an IPO process concerns

setting the price at which the shares are sold to

the public. Generally speaking, shares in IPOs

are issued at a significant discount relative to
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their intrinsic value (i.e., IPOs are underpriced).

This is a well documented fact and seems to be a

recurring phenomenon across various capital

markets. The degree of underpricing, however,

varies significantly among countries, ranging

from 4.2 percent in France to 80.3 percent in

Malaysia. Countries with a low level of under

pricing are usually those in which most of the

firms going public are relatively large and well

established, and where the contractual mechan

ism used has auction related features. Countries

with a high level of underpricing tend to be those

with binding regulatory constraints in setting

prices, especially in the newly industrialized

countries (Loughran, Ritter, and Rydqvist,

1994).

A number of theoretical models, mainly fo

cusing on information asymmetry among the

parties involved in an IPO process, attempt to

explain why this underpricing occurs. The

winner’s curse (Rock, 1986) relies on informa

tional asymmetry between two groups of invest

ors: informed and uninformed. The former

possess better knowledge about the future pro

spects of the firm going public than the latter.

The informed investors will bid for more shares

of the good firms. The uninformed investors

cannot distinguish between offers and hence

always place the same bid. This process will

leave the uninformed investors with a dispropor

tionate amount of the bad issues. Consequently,

to persuade the uninformed to participate in the

subscription process, firms must underprice so

as to compensate them for the bias in the alloca

tion system.

The signaling model (Allen and Faulhaber,

1989; Welch, 1989) is based on asymmetry of

information between issuing firms and investors.

The good firms can afford to signal their high

quality through higher underpricing of their

IPOs. Low quality firms cannot signal by under

pricing their IPOs because they cannot recapture

the cost of the signal. The good firms will sell

future offerings at a higher price than would

otherwise be the case. The future benefits of

IPO underpricing are greater than the present

loss. Michaely and Shaw (1994) find support

consistent with the winner’s curse and not

signaling models.

There is strong evidence to suggest that the

reputation of the underwriters and the certifying

role that they assume is important in explaining

the performance of IPOs in both the short and

long run. Carter and Manaster (1990) show a

significant inverse relationship between the

reputation of the underwriter and the level of

initial underpricing. Michaely and Shaw (1994)

observe that IPOs underwritten by reputable

investment bankers perform significantly better

over longer periods.

While most models assume that underpricing

is a deliberate action, Ruud (1993) suggests that

the underpricing is due to underwriter price

support actions: stock prices in the immediate

aftermarket are allowed to rise, but are prevented

from falling below the offer price until the issue

is fully sold. Consequently, on average, the first

day aftermarket price rises above the true market

value of stock and this has been misinterpreted

as underpricing. This theory has important im

plications for some European countries where

usually a small number of investment bankers

are dominant players and are active in support

ing the prices of new issues.

No single theory can provide a definitive

answer to the phenomenon of short term under

pricing of IPOs.

A second anomaly associated with IPOs is

the existence of cyclical patterns in both the

number of issues and the degree of underpricing,

which is also referred to as ‘‘hot issue’’ markets

(i.e., when the average level of underpricing

is distinctly greater in one period than in

other period) (Ibbotson, Sindelar, and Ritter,

1994). In addition to the USA, hot issue markets

have been documented in several other coun

tries.

A more recent, seemingly anomalous aspect

related to IPOs is their long term underper

formance. Several studies in different countries

have found the same general pattern in that,

when a portfolio of IPO shares is held over a

long period, it performs inexplicably poorly

compared to a portfolio of shares from similar

companies (Loughran, Ritter, and Rydqvist,

1994). In the USA, the long run underperform

ance appears to be concentrated among those

firms which went public in the heavy volume

years of the early 1980s and among the younger

and riskier firms. However, there is, so far, no

rigorous explanation and it remains a mystery

(Ritter, 1991).
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investment banking

Joseph F. Sinkey, Jr.

The earliest known banks, temples, operated as

repositories of concentrated wealth. They were

among the first places where a need for money

and money changers emerged. The word bank
traces to the French word banque (chest) and the

Italian word banca (bench). These early mean

ings capture the two basic functions that banks

perform: (1) the safe keeping or risk control

function (chest); and (2) the transactions func

tion, including intermediation and trading

(bench). Taking investment to mean the outlay

of money for income or profit, an investment

bank functions as a safekeeper, risk manager,

trader, and intermediary with respect to the

outlay of money for income or profit.

Although modern investment banks (also

called securities firms) engage in numerous fi

nancial activities, especially in a world character

ized by globalization, securitization, and

financial engineering, two activities represent

the heart of investment banking: bringing new

securities issues (debt and equity) to market and

making secondary markets for these securities.

The first activity captures the underwriting

function, while the second reflects the broker/

dealer function. As brokers, investment banks

bring parties together to trade securities while,

as dealers, they trade from their own inventory.

To understand the full range of financial ser

vices provided by investment banks, consider

the six basic functions performed by a financial

system: clearing and settling payments, pooling

or subdividing resources, transferring wealth,

managing risk, providing price information,

and dealing with incentive problems. Since in

vestment banks are a major component of finan

cial systems in developed countries, they play a

prominent role in performing most of these

functions. In the United States, because of the

separation of commercial and investment

banking (Glass–Steagall Act of 1933), invest

ment banks perform all of these functions except

clearing and settling payments, a task performed

mainly by commercial banks in the USA. In

contrast, in Germany and Japan where such

artificial barriers between investment and com

mercial banking do not exist, the activities of

commercial and investment banks are commin

gled, and interwoven with the activities of non

financial firms.

In Japan, banks own shares in businesses,

which also own shares in the banks. Although

cross holdings tend to be nominal, the practical

effect links dissimilar companies together for

mutual support and protection. These cross

shareholding groups, called keiretsu, provide a

unique approach to corporate control based on

continuous surveillance and monitoring by the

managers of affiliated firms and banks.

The German model links universal banks and

industrial companies through the Hausbank ap

proach to providing financial services (i.e., reli

ance on only one principal bank). In addition,

incentive compatibilities and monitoring are
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accomplished by bank ownership of equity

shares, bank voting rights over fiduciary (trust)

shareholdings, and bank participation on super

visory boards. The Hausbank relationship

results in companies accessing both capital

market services (e.g., new issues of stocks and

bonds) and bank credit facilities through their

‘‘universal bank.’’ By providing all of the finan

cing needed to start a business (e.g., seed capital,

initial public offerings of stock, bond underwrit

ings, and working capital), German banks gain

Hausbank standing. On balance, in the German

model, bank–industry linkages involve strong

surveillance and monitoring by banks and the

potential for a high degree of control in maxi

mizing shareholder value as banks have an equity

stake and fiduciary obligations with respect to

depository shares.

The investment banking industry in the USA

has three tiers: large, full line firms that cater to

both retail and corporate clients; national and

international firms that concentrate mainly on

corporate finance and trading activities; and the

rest of the industry (e.g., specialized and regional

securities firms and discount brokers). Examples

of key players in the top two tiers are Merrill

Lynch in the top tier and Goldman Sachs, Sal

omon Brothers, and Morgan Stanley in the

second tier. In addition, due to the piecemeal

dismantling of Glass–Steagall, major US com

mercial banks such as BankAmerica, Bankers

Trust, Chase Manhattan, Chemical, Citicorp,

and J. P. Morgan (listed alphabetically) are im

portant global players as investment banks,

especially in derivatives activities.

Although the primary regulator of the secur

ities industry in the USA is the Securities and

Exchange Commission (SEC, established in

1934), the New York Stock Exchange (NYSE)

and National Association of Securities Dealers

(NASD) provide self regulation and monitoring

of day to day trading practices and activities.

Two important SEC rules governing underwrit

ing activities are Rule 415 and Rule 144A. Rule

415 (‘‘shelf registration’’) permits large issuers to

register new issues with the SEC up to two years

in advance, and then ‘‘pull them off the shelf ‘‘

(i.e., issue them) when market conditions are

most favorable. Rule 144A establishes boundar

ies between public offerings and private place

ments of securities. In a public offering,

securities are offered to the public at large; in a

private placement, securities are ‘‘placed’’ with

one or more institutional investors.

Since investment banking can be defined by

what investment banks or securities firms do, let

us look at the major functions they perform.

Investment banks underwrite and distribute

new issues of debt and equity. When firms

issue securities for the first time, this is called

an initial public offering or IPO. How IPOs are

priced is an important research question in em

pirical finance. Securities may be underwritten

either on a best efforts basis, where the invest

ment banker acts as an agent and receives a fee

related to the successful placement of the issue,

or on a firm commitment basis, where the in

vestment bank buys the entire issue and resells

it, making a profit on the difference between the

two prices or the bid–ask spread. A common

practice in underwriting public offerings is to

form a syndicate to ensure raising enough capital

and to share the risk. Trading, market making,

funds management (for mutual and pension

funds), and providing financial and custodial

services, are other functions performed by

investment banks.

Financial innovation has been a substantial

force in capital markets, and investment banks

have played a leading role in this area (e.g., in the

development of securitization and in the engin

eering of risk management products called de

rivatives). First mover or innovative investment

banks tend to be characterized by lower costs of

trading, underwriting, and marketing. Evidence

(Tufano, 1989) suggests that compensation for

developing new products centers on gaining

market share and maintaining reputational cap

ital as opposed to ‘‘monopoly pricing’’ before

imitative products appear.
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Iowa Electronic Market

Joyce E. Berg, Robert Forsythe, and Thomas A. Rietz

The Iowa Electronic Market (IEM) is a real

money, computerized futures market operated

as a not for profit teaching and research tool by

the University of Iowa College of Business Ad

ministration. As a teaching tool, the IEM pro

vides students with hands on, real time

experience in a fully functional financial market.

As a research tool, the IEM serves as a labora

tory, providing a unique source of data for

studying financial markets.

Market Operation

The IEM operates as a continuous electronic

double auction with queues. Trading takes

place over the Internet and is open to partici

pants worldwide. Registered traders can issue

limit orders to buy or sell, or market orders to

trade at the best available prices. Outstanding

bids and asks are maintained in price and time

ordered queues, which function as continuous

electronic limit order books. Traders invest their

own money in the IEM, bearing the risk of loss

and profiting from gains.

The futures contracts traded on the IEM have

liquidation values tied to the outcomes of future

political and economic events such as elections,

legislation, economic indicators, corporate earn

ings announcements, and realized stock price

returns. For instance, the 1992 Presidential

Election Vote Share Market traded contracts in

‘‘November Clinton’’ that paid off US$1 times

the Clinton share of the two party vote in the

1992 election. Because these are real futures

contracts, the IEM is under the regulatory

purview of the Commodity Futures Trading

Commission (CFTC). The CFTC has issued a

‘‘no action’’ letter to the IEM stating that as long

as the IEM conforms to certain restrictions

(related to limiting risk and conflict of interest),

the CFTC will take no action against it. Under

this no action letter, IEM does not file reports

that are required by regulation and therefore it is

not formally regulated by, nor are its operators

registered with, the CFTC.

Contracts are placed in circulation via ‘‘unit

portfolios.’’ A unit portfolio is a set of contracts

with liquidation values that will sum to US$1.

The IEM stands ready to buy or sell any unit

portfolio at any time for US$1. After purchasing

unit portfolios, traders ‘‘unbundle’’ them and

trade individual contracts in the market. If held

to liquidation, individual contracts receive li

quidating payments according to the rules estab

lished in the market prospectuses.

The IEM as a Teaching Tool

The IEM serves as a real time interactive labora

tory in which students learn the language of

markets and study the events on which the

markets are based. It has been integrated into

accounting, economics, finance, and political

science classes at more than 30 colleges and

universities. The economic stake that students

have in the market provides a powerful incentive

for learning how markets work and focusing

attention on the economic and political events

that drive market prices. In this social science

laboratory, students learn first hand about the

operation of markets, how public information is

assimilated in market prices, market efficiency,

arbitrage, and the concepts and problems under

lying the measurement of economic events. Be

cause students trade based on their own analysis

of market factors, they are better able to under

stand these factors and how market prices

impound information about them.

The IEM as a Research Tool

The IEM combines the features of larger organ

ized futures and securities markets with the ex

perimental control found in laboratory markets.

Traders put their own funds at risk and real

economic events drive market outcomes. Yet

the market structure is simple and controlled,

contracts and their payoffs are well specified,

and actions are time stamped and identified by

trader. Online trader surveys also allow collec

tion of additional individual trader level data.

Since the markets are relatively short lived, a

variety of market structure variables can be con

trolled and manipulated across markets.

The data from these markets have been used

to investigate several research issues. The first,

and most obvious, is the ability of the IEM to

predict a decidedly non market event such as an

election. Like most futures markets, the ability

of the IEM to correctly incorporate information

about future events can be tested directly, since

there is an observable event that ultimately

Iowa Electronic Market 115



defines the true value of a contract. In contrast to

typical futures markets, achieving this informa

tional efficiency is presumably more difficult,

since there is no underlying, market traded

asset and, hence, there are no arbitrage condi

tions that drive the futures and spot prices to

gether. Forsythe et al. (1992) undertook the first

of several studies to examine this issue using the

data from one market on one election. Using

the data from a 1988 US presidential election

market designed to predict candidates’ vote

shares, they examined both the ability of amarket

to predict an election outcome in an absolute

sense as well as relative to public opinion polls.

They conclude that the market is efficient in

both senses; the IEM’s error in predicting

Bush’s actual winning margin was 0.26 percent,

while the average poll error was 2.69 percent.

As additional markets have been conducted,

studies have begun to examine cross market

comparisons of the IEM’s predictive accuracy.

Using the data from 12 vote share markets from

7 countries, Forsythe, Nelson, and Neumann

(1993) looked at IEM’s performance relative to

election eve public opinion polls, and found that

the IEM’s forecast outperformed the polls in 9 of

the 12 comparisons. Berg, Forsythe, and Rietz

(1996) provide a detailed examination of the

data from 16 US vote share election markets to

study factors that influence the IEM’s predictive

ability.

The average absolute prediction errors for

these markets range from 0.06 percent to 8.60

percent. Most of the variance in these errors can

be explained by market volume, the number of

contract types traded, and the level of market

imbalance (as measured by absolute differences

in election eve weighted bid and ask queues).

A second stream of research examines indi

vidual trading behavior. Analyzing the data from

the 1988 presidential election market, Forsythe

et al. (1992) used trader level response data to

examine how traders’ judgments and prefer

ences affect their trading behavior. They found

that, on average, traders exhibit systematic

trading biases; for instance, at any price the

average trader’s partisanship leads them to buy

more contracts in the candidate they favor than

the candidate they do not favor. Nevertheless,

the market predicts quite well due to the pres

ence of bias free marginal traders (traders who

regularly submit orders at or near the market).

Thus, while an examination of individual trader

behavior would lead one to conclude that, on

average, traders are biased, market prices do

not necessarily reflect these biases. Market dy

namics, along with a core of bias free marginal

traders, still lead to unbiased prices.

Oliven and Rietz (1995) provide additional

evidence about the behavior of these ‘‘bias

free’’ marginal traders. They compared the ‘‘ra

tionality’’ of price taking traders (who accept

market prices) to that of market making traders

(who set market prices). Using trader specific

data from the 1992 presidential election market

to study no arbitrage restrictions and individual

rationality, they found large differences between

these two types of traders. Violations of individ

ual rationality are common among price takers

(occurring in 38.3 percent of the orders they

submit), while rare among market makers (7.8

percent). Since the 1992 market was one of the

most efficient to date, this provides further evi

dence that market prices can be efficient even

though individual traders act suboptimally.

Bibliography

Berg, J., Forsythe, R., and Rietz, T. (1996). What makes

markets predict well? Evidence from the Iowa Elec-

tronic Markets. In W. Guth (ed.), Understanding Stra

tegic Interaction: Essays in Honor of Reinhard Selten.

Berlin: Springer-Verlag.

Forsythe, R., Nelson, F., and Neumann, G. (1993). The

Iowa political markets. Mimeo, University of Iowa.

Forsythe, R., Nelson, F., Neumann, G., and Wright,

J. (1992). The anatomy of an experimental political

stock market. American Economic Review, 82, 1142 61.

Oliven, K., and Rietz, T. (1995). Suckers are born but

markets are made: Individual rationality, arbitrage, and

market efficiency on an electronic futures market.

Working paper, University of Iowa.

116 Iowa Electronic Market



L

leasing

Premal Vora

An agreement between two parties to rent an

asset is a leasing arrangement. The owner of

the leased asset, the lessor, receives a set of

fixed payments for the term of the contract

from the lessee. If the lease contains a provision

that allows the lessee to cancel at any time or if

the lessor is responsible for insurance and main

tenance, then it is called an operating lease.

Financial leases are long term, carry no cancela

tion options, and the lessee is responsible for all

insurance and maintenance.

It has been pointed out in a number of studies

(see Smith and Wakeman, 1985) that leasing

would not exist in the absence of capital market

imperfections like taxes, transaction costs, and

agency costs. The demand for short term leasing

arrangements stems from the need to eliminate

the transactions costs of buying and selling an

asset (Flath, 1980). In the absence of transaction

costs, Myers, Dill, and Bautista (1976) show that

lessee and lessor tax rates must differ for a

leasing arrangement to be advantageous. A

number of other firm and asset characteristics

that increase the likelihood of leasing have also

been identified (Smith and Wakeman, 1985).

Empirical evidence suggests that the market

value of both lessee and lessor stock rises upon

announcements of new leasing arrangements

(Slovin, Sushka, and Poloncheck, 1990; Vora

and Ezzell, 1991).

Sale and Leaseback

In a sale and leaseback, an asset is sold and

simultaneously leased back by the seller. The

rights to ownership are transferred to the buyer/

lessor while the seller/lessee enjoys the rights to

services provided by the asset. The financial

effects of a sale and leaseback are (1) the lessee

gets an immediate inflow of cash equal to the

selling price of the asset, while the lessor receives

(2) a promise of a stream of fixed lease payments

in the future; (3) the salvage value of the asset;

and (4) the depreciation tax shields.

Although the sale and leaseback offers the

same advantages to the lessee that an ordinary

lease arrangement would, it has been suggested

that the sale and leaseback can also be used as a

device to expropriate wealth from the senior

claimholders to the common stockholders of

the lessee, since it rearranges the priority of the

claims against the lessee in favor of the lessor

(Kim, Lewellen, and McConnell, 1978). The

empirical evidence suggests that the market

value of lessee common stockholders rises when

a sale and leaseback is announced (Slovin, Sus

hka, and Poloncheck, 1990, 1991; Vora and

Ezzell, 1991). The source of the gain does not

seem to be wealth expropriation, since the value

of lessee preferred stock remains unchanged

(Vora and Ezzell, 1991). In fact, as suggested in

a number of studies (e.g., Myers, Dill, and Bau

tista, 1976), savings in taxes seems to be the

motivating factor behind such sale and lease

backs (Vora and Ezzell, 1991).

Net Advantage to Leasing (NAL)

This is the present value of the benefits that are

provided by leasing an asset instead of purchas

ing it via other financing alternatives. If the

NAL of a lease is positive, leasing is preferred

over the purchase. In the absence of transaction

costs, savings in taxes are considered to be the

paramount benefit of leasing. It has been shown

that a necessary condition for the NAL to be

positive for both lessee and lessor is that their

tax brackets must differ (Myers, Dill, and Bau

tista, 1976; Miller and Upton, 1976; Lewellen,



Long, and McConnell, 1976). The intuition is

that an organization that is non tax paying or

even in a low tax bracket would be better off by

transferring its depreciation and interest tax

shields to a company that pays taxes at a higher

tax rate. This can be easily accomplished by

entering into a leasing arrangement (either for

assets that are newly put into use or for existing

assets – by entering into a sale and leaseback). In

return for the tax shields, the lessee receives

consideration in the form of lower lease pay

ments relative to its outflows under other finan

cing alternatives.
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log exponential option models

Jongchai Kim

Since Black and Scholes (1973) derived the first

closed form equilibrium solution for European

call options in a continuous time framework, the

ability of the Black–Scholes option pricing

model to estimate the market price of publicly

traded options has been the topic of a number of

studies. Based on the fact that the market value

of a call option is a function of five variables – the

price of the underlying asset, exercise price of

the option, interest rate, time to expiration, and

the volatility of the stock return – their model

has been examined from different angles.

The Black–Scholes model has two properties

that make it useful both theoretically and empir

ically. First, the popularity of the model is due to

the fact that the option price does not explicitly

depend on investors’ preferences. This is the

well known risk neutral valuation relationship

(RNVR). Under a unique risk neutral probabil

ity density, the value of an option at maturity

depends on the value of the underlying asset.

Thus, it is possible to calculate the expected

value of the option before maturity based on

the probability distribution of the terminal value

of the underlying asset (i.e., the current value of

the call is the discounted value of its expected

value at expiration date).

Second, the Black–Scholes model has a form

invariance property. In the Black–Scholes case,

both the original and risk neutral distributions

are lognormal. Since the risk neutral probability

density function has the same functional form as

the original density, this form invariance prop

erty makes it possible to reduce one of the par

ameters of the underlying distribution which

need to be estimated. In the Black–Scholes

model this parameter is the mean associated

with a normal probability density function.

When investors’ preferences are assumed to

be risk neutral such that all securities have the

same expected rate of return, we say that the

valuation relationship is risk neutral. This im

plies that while securities with different prob

ability density functions may have different

expected rates of returns, when the state contin

gent pricing structure is substituted for a secur

ity’s probability density function, all securities

have the same expected rate of return if the

valuation relationship is risk neutral. RNVR is

used to describe the state contingent valuation

structure from which option pricing formulas

are derived. Deriving a RNVR with restrictions

on investor preferences in a discrete time frame
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work is similar in spirit to showing that a riskless

hedge can be constructed and maintained in a

continuous time framework.

Rubinstein (1976) first develops a discrete

time option pricing formula with bivariate log

normality of terminal date wealth and asset price

and a constant relative risk averse (CRRA) pref

erence. Surprisingly, the resulting option

pricing formula is identical to the Black–Scholes

formula even though only costless discrete time

trading opportunities are available, so that a

perfect hedge cannot be constructed. Brennan

(1979) shows that the bivariate lognormality

with a CRRA utility function and the bivariate

normality with a constant absolute risk averse

(CARA) utility function are necessary and suffi

cient to generate a RNVR. Stapleton and Sub

rahmanyam (1984) obtain similar results for the

joint multiplicative binomial process and a

CRRA class utility function, and the joint addi

tive binomial process and a CARA class utility

function.

Vankudre (1985) shows that Brennan’s defin

ition of a RNVR can be relaxed to allow a larger

set of RNVRs. He derives simple option pricing

formulas for probability distributions of ter

minal date wealth and asset price other than

the lognormal or the normal under a relatively

weaker condition than the conditions required in

earlier papers. Madrigal and Smith (1995) pro

vide necessary and sufficient conditions for the

existence and uniqueness of a form invariant

RNVR when markets are incomplete. They

show that combinations of a CRRA utility func

tion and log exponential distributions or a

CARA utility function and linear exponential

distributions will generate form invariant, risk

neutral densities. In these cases option prices

will depend on fewer parameters than those

which determine the original probability dens

ity, since the resulting form invariant risk

neutral densities do not explicitly contain the

parameters of the investors’ utility function.

This is very important because the utility par

ameters are not observable. Heston (1993) calls

these parameters ‘‘invisible parameters’’ and

provides an example with a combination of a

CRRA class utility function and log gamma dis

tribution.

While the issue of which alternative assump

tions fit the market data best is largely unre

solved, Kim (1995) empirically tests the impact

of underlying distribution assumptions on the

option price using three forms of distributions

which belong to the log exponential family:

inverted gamma, gamma, and lognormal distri

butions. Interestingly, his findings indicate that

the gamma distribution performs better than the

other two distributions using standard statistical

criteria.
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loss aversion

Tyler Shumway

Loss aversion is one of several behaviorally

motivated descriptions of choice under uncer

tainty that together constitute the Prospect

Theory proposed by Kahneman and Tversky

(1979). In the economic literature, loss aversion

is commonly referred to as first order risk aver

sion. For agents that exhibit loss averse prefer

ences, ‘‘losses loom larger than gains,’’ implying

that their utility depends both on whether they

have won or lost (relative to a pre specified

benchmark) and the magnitude of the gain

or loss. If p(t) is the quantity that an agent is
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willing to pay to avoid a gamble of magnitude

et, where e is an actuarially fair random vari

able, then standard expected utility theory

with conventional risk aversion implies that

p0(0) ¼ 0, or that agents are indifferent to small

gambles. By contrast, loss averse preferences

are characterized by @p=@tjt 0þ 6¼ 0, or by sig

nificant aversion to small gambles (Segal and

Spivak, 1990). Loss averse preferences are an

example of reference dependent utility, in

which total utility does not depend on the

level of wealth or consumption, but on a com

parison of wealth or consumption to some time

varying benchmark level.

Loss aversion as proposed by Kahneman and

Tversky (1979) was originally combined with

risk seeking in losses, the observation that agents

facing a certain loss often prefer to take add

itional risk in order to potentially avoid the

loss. Most subsequent applications of loss aver

sion have combined it with risk seeking in losses.

Both of these features can be represented by the

value function proposed by Tversky and Kahne

man (1992):

V �(x)
¼ xa x � 0

¼ �l(� x)b x < 0,
(1)

in which x represents wealth net of the bench

mark level, both a and b are between zero and

one, and l is positive. Based on experimental

evidence, Tversky and Kahneman estimate that

both a and b have a value of 0.88 and that l has a

value of 2.25.

While much of the argument for loss aversion

is based on experimental evidence, some very

compelling facts about expected utility have

been pointed out by Rabin (2000). Rabin shows

that under standard expected utility preferences,

an agent that would reject a gamble with equal

probabilities of losing $1,000 and gaining $1,050

would reject a gamble with equal odds of losing

$20,000 and gaining any quantity of money.

Under loss averse preferences, agents can con

sistently reject small gambles and accept large

gambles with large risk premia.

Loss aversion has been used by a number of

researchers to explain financial data. Shefrin and

Statman (1985) show that loss averse investors

will tend to sell stocks on which they have made a

profit before they sell stocks on which they have

made a loss. This tendency has come to be

known as the disposition effect, and has been

documented in a number of different contexts.

Benartzi and Thaler (1995) explain the equity

premium puzzle with loss aversion. Barberis and

Huang (2001) build a model that explains excess

volatility and the risk premium observed for

value stocks with loss aversion. Coval and

Shumway (2004) show that professional traders

strongly exhibit loss aversion and that their loss

aversion affects prices in the short run but not in

the long run.
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market efficiency

Sunil Poshakwale

Market efficiency denotes the relationship be

tween information and share prices in the capital

market literature. Although the tests of market

efficiency were reported as early as 1900, it was

not until 1953 that the idea of market efficiency

was put forward by Maurice Kendall. The con

cept was a byproduct of a chance discovery

through his paper on behavior of prices of stocks

and commodities. He discovered that security

prices follow a random walk that implied that

price changes were independent of one another.

The formal definition of market efficiency was

given by Fama (1970). Fama classified market

efficiency into three categories: weak form,

semi strong form, and strong form. According

to Fama, a market is efficient in weak form if

stock price changes cannot be predicted based on

past returns, and semi strong efficient if stock

prices instantaneously reflect any new publicly

available information. The strong form of the

market efficiency hypothesis states that prices

reflect all types of information whether available

publicly or privately.

The weak form of the market efficiency hy

pothesis is that stock returns are serially uncor

related and have a constant mean. The market is

considered weak form efficient if current prices

fully reflect all information contained in histor

ical prices, which implies that no investor can

devise a trading rule based on past price patterns

to earn abnormal return. A weaker and econom

ically more sensible version of the hypothesis

says that prices reflect information to the point

where the marginal benefits of acting on the

information (profits to be made) do not exceed

the marginal costs (Jensen, 1978). This view led

to many early tests of weak form efficiency and

has influenced the interpretations of the various

anomalies in stock returns that have been docu

mented so far.

Based on mixed results for and against the

efficient market hypothesis, Fama (1991) made

changes in all the three categories. In order to

cover a more general area of testing weak form

of market efficiency, tests for return predictabil

ity and forecasting of returns with variables like

dividend yields, interest rates, etc. have been

included.Also, issues such as cross sectional pre

dictability for testing asset pricing models and

anomalies like size effect (Banz, 1981), seasonal

ity of returns like the January effect (Keim, 1983;

Roll, 1983), and day of the week effect (Cross,

1973; French, 1980) have been included under

the theme of return predictability. In the semi

strong formofmarket efficiency it is assumed that

the prices of securities will change immediately

and rationally in response to new information and

the market neither delays nor overreacts or

underreacts in response to the new information.

This means that investors cannot earn excess

returns by developing trading rules based on

publicly available information. When announce

ment of an event can be dated to the day, daily

data allow precise measurement of the speed of

the stockprice response,which is the central issue

for market efficiency. Event studies have become

an important part of research in capital markets,

since they come closest to allowing a break be

tween market efficiency and equilibrium pricing

issues and give direct and mostly supportive evi

denceon efficiency.Event studies such as those of

Ahrony and Swary (1980), Mandelker (1974),

andKaplan (1989) document interesting regular

ities in response of stock prices to dividend deci

sions, changes in corporate control, etc.

Strong form efficiency assumes that prices

fully reflect all new information, public or



private. The tests of private information help to

ascertain whether such information is fully re

flected in market prices. Fama (1991) reviews

tests for private information and concludes that

the profitability of insider trading is now estab

lished. Insider trading refers to the use of private

information to earn abnormal profits. The evi

dence that some investment analysts have insider

information (Jaffe, 1974; Ippolito, 1989) is bal

anced by evidence that they do not (Brinson,

Hood, and Beebower, 1986; Elton et al., 1993).

The concept of an efficient stock market has

stimulated both insight and controversy since

its introduction to the economics and financial

literature. The efficient market hypothesis ad

dresses the consequences of competition in fi

nancial markets in determining the equilibrium

values of financial assets. Perhaps the most im

portant implication of the hypothesis is that the

market price of any security reflects the true, or

rational, value of security; thus, in an efficient

market, investors are assured that the securities

they purchase are fairly priced. A precondition

for this strong version of the hypothesis is that

information and trading costs, the costs of get

ting prices to reflect information, are zero.

The fact that in practice the investors have to

incur trading costs and that not all behave homo

geneously in response to the information has led

to a huge amount of research producing evidence

for and against the proposition that financial

markets are efficient. However, in spite of these

controversies, the efficient market hypothesis

has contributed to our understanding of how

and when economic and industry information is

encoded in the prices of securities. The hypoth

esis has also provided very useful insights on the

role of information in determining stock prices.

The early evidence seemed unexpectedly con

sistent with the theory. The large amount of

research in the area of market efficiency tests

with the help of common models of market equi

librium like the one factor Sharpe–Lintner–

Black (SLB) model, multifactor asset pricing

models of Merton (1973) and Ross (1976), and

consumption based intertemporal asset pricing

model of Rubinstein (1976), Lucas (1978), and

Breeden (1979), provide evidence that the

market efficiency is a maintained hypothesis.

However, several papers have uncovered em

pirical evidence which suggests that stock

returns contain predictable components. Keim

and Stambaugh (1986) find statistically signifi

cant predictability in stock prices using forecasts

based on certain predetermined variables. Fama

and French (1988) show that long holding

period returns are significantly negatively seri

ally correlated, implying that 25–40 percent of

the variation of longer horizon returns is pre

dictable from the past returns. Lo and Mac

Kinlay (1988) reject the random walk hypothesis

and show that it is inconsistent with the stochas

tic behavior of weekly returns, especially for

smaller capitalization stocks. Empirical evidence

of anomalous return behavior in the form of

variables like P/E ratio, market/book value

ratio (Fama and French, 1992) has defied ra

tional economic explanation and appears to

have caused many researchers to strongly qualify

their views on market efficiency.

The efficient market hypothesis is frequently

misinterpreted to imply perfect forecasting abil

ities. In fact, it implies only that prices reflect all

available information. When we talk of efficient

markets, we mean that the market is functioning

well and prices are fair. Thus, in assessing the

efficiency of the market on the basis of observed

behavior of stock returns, and observed predict

ability of returns in particular, one must judge

whether the observed behavior is rational. Given

the subjectivity of judgment of rational behavior,

it is not surprising that the question of whether

markets are efficient is hotly debated.
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Markov switching models in finance

Allan Timmermann

Since their introduction into economics by

Hamilton (1989), Markov switching models

have become very popular in both applied and

theoretical work in finance. They are now rou

tinely used to model the dynamics of financial

time series such as exchange or interest rates,

stock returns, and dividend growth.

Markov switching models allow the probabil

ity distribution of a time series process to shift

discretely between a finite set of ‘‘states’’ or

‘‘regimes.’’ To illustrate this idea, consider an

n� 1 vector of asset returns yt ¼ ( y1t, . . . ,ynt)
0

whosemean, covariance, and autocorrelations are

driven by a discrete state variable, St, that varies

from 1 through k, k being the number of states:

yt ¼ mst
þ
Xp

j 1

Aj,styt j þ et: (1)

Here mst
¼ (m1st

, . . . , mnst
)0 is an n� 1 vector of

intercepts in state st, Aj,st is the n� n matrix of

autoregressive coefficients associated with lag j
in state st, and et ¼ (e1t, . . . , ent)0 � N(0,Vst )

follows a multivariate normal distribution with

zero mean and covariance matrix Vst .

Unless current and future values of the state

variable are observed, a probability law must be

assumed for St. Markov switching models com

monly assume that only the past state, St 1,

affects the probability of the current state, so

that St follows a first order Markov process:

Pr(St ¼ jjSt 1 ¼ i) ¼ pij , i, j ¼ 1, . . . , k: (2)

Various authors (e.g., Gray, 1996) have refined

this specification by allowing the state transi

tions from St 1 to St to be a logit or probit

function of a vector of observable variables

(including a constant), zt 1:
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Pr(St ¼ jjSt 1 ¼ i, zt 1) ¼ F(b0ijzt 1),

i; j ¼ 1, . . . , k,
(3)

where F(:) is the probit function. Another pos

sibility is to let state transitions reflect duration

dependence so that the probability of remaining

in a given state depends on the length of time

already spent in that state.

To complete the model specification, a distri

bution for et is required. Most studies have as

sumed that et is normally distributed so that

return distributions under Markov switching

are probability weighted mixtures of normals

as opposed to simple (deterministic) sum of

normals. This allows regime switching models

to flexibly approximate a wide class of distribu

tions with features similar to those often found

in financial time series such as fat tails (see fat

tails in finance), skew, and volatility clustering.

These points are best illustrated in the simple

univariate two state model (n ¼ 1, k ¼ 2) with

no autoregressive terms, constant transition

probability, and normally distributed incre

ments, e. Suppose that returns are normally

distributed in state 1, N(m1, s
2
1) while in state 2

they are, N(m2, s
2
2) and the matrix of transition

probabilities takes the form

P ¼ p11 1� p11

1� p22 p22

� �
:

As a special case, when p11 ¼ 1� p22, the previ

ous state does not matter to the current state

probability and St follows a simple Bernoulli

process.

Let theprobability of state 1bep1 so the state 2

probability is (1� p1). The first fourmoments of

the return distribution in this simple model are

E[yt] ¼p1m1 þ (1� p1)m2

Var( yt) ¼p1s2
1 þ (1� p1)s2

2

þ p1(1� p1)(m1 � m2)
2

E[( yt � �mm)3] ¼p1(1� p1)(m1 � m2)(3(s
2
1 � s2

2)

þ (1� 2p1)(m1 � m2)
2)

E[( yt � �mm)4] ¼p1(1� p1)(m1 � m2)
2

((m1 � m2)
2(1� 3p1(1� p1))

þ 6(1� p1)s2
1 þ 6p1s2

2)

þ 3(p1s4
1 þ (1� p1)s4

2):

These expressions show that the difference be

tween the mean parameters (m1 � m2) is a key

determinant of the properties of the probability

distribution under Markov switching. If m1 ¼ m2

then the model cannot capture skews or bimod

alities in the return distribution, although it can

generate fat tails, as can be seen from the expres

sion for the fourth moment. Provided that

m1 6¼ m2, regimes will generally give rise to

skews and the difference between the means

will also affect the variance and the tail thickness

(fourth moment) of the return distribution.

It can also be shown that returns as well as

squared returns will generally be serially correl

ated under Markov switching, meaning that the

model can generate mean reversion and autore

gressive conditional heteroskedasticity effects

(cf. Timmermann, 2000).

Estimation of the parameters of regime

switching models is typically done by maximiz

ing the likelihood function of the data. The

likelihood function is fully captured through

the equations specifying which variables are

affected by regime switching, distributional as

sumptions for the innovation term, et, and the

state transitions, pij . In practice, computations

make use of the EM algorithm or by reparame

terizing the likelihood function and using a re

cursive optimization algorithm. More recently,

Bayesian approaches have also been proposed.

For an introduction to some of these methods,

see Kim and Nelson (1999).

Testing for the presence of multiple states

(k > 1) is difficult, since the state transition par

ameters are unidentified under the null hypoth

esis of a single state (k ¼ 1), introducing a so

called unidentified nuisance parameter problem.

This means that some statistical tests do not

follow standard distributions. If the null of a

single state can be rejected, the next question

that arises is how many states to include. Here

there are fewer guidelines available, but one can

use a range of specification tests on the residuals

from the model (e.g., testing if these follow the

assumed parametric distribution) or alterna

tively choose the number of states through an

information criterion.

Most often, the underlying state variable, St,

is unobserved and state probabilities have to be

filtered from the time series of data. These state

probabilities are often of separate interest and
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regime switching models are increasingly used to

model shifts in investors’ expectations concern

ing market fundamentals (e.g., dividend growth

or risk premia) and asset prices.

As one would expect, state probabilities tend

to vary significantly over time in many empirical

studies. This can give rise to interesting time

variations in the risk return trade off as meas

ured, for example, by the conditional Sharpe

ratio (cf. Perez Quiros and Timmermann,

2000). Because the risk return trade off can

vary significantly across states, the asset alloca

tion implications of regimes can be important.

Suppose a regime switching model identifies a

bull and a bear state in stock returns, the first

characterized by large positive mean returns and

relatively low return volatility, while the second

state has high volatility but small mean returns.

Also suppose that the two states are persistent

so that the probability of being in the bull state

next period is higher if the starting point is the

bull state than if the starting point was the bear

state. Then the optimal allocation to stocks will

be greater the higher the probability that the

current state is a bull state. Furthermore, as the

investment horizon grows, a buy and hold in

vestor’s allocation to the risky asset will tend to

decline if starting from the bull state (since the

probability of switching to a bear state grows, the

longer the horizon), while the opposite pattern

follows if the initial state was the bear state.

A question that naturally arises is what gener

ates the regime switching that is modeled

through the unobserved discrete variable, St.

One possibility is factors such as policy shifts

or major technology or price shocks (e.g., the oil

price shocks in the 1970s). It is perhaps more

difficult to imagine that identical regimes liter

ally repeat over time. A regime switching model

with a relatively small set of states can instead be

viewed as an approximation, since the condi

tional probability distribution implied by such

a model will be a convex combination of the

individual probability distributions within each

state.
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mergers and acquisitions

Nick Collett

Definitions and Nature of Activity

Mergers or acquisitions occur when the assets

and activities of two independently controlled

corporations are combined under the control of

a single corporation. A merger is negotiated dir

ectly between the management of an acquiring

company and the management of a target com

pany, and the proposals are approved by the

separate boards of directors before shareholders

vote on them. If recommendation for a merger is

not forthcoming from target company directors,

an acquirer can then make a public tender offer

to target company shareholders (for all or part of

the equity), and a hostile takeover bid is

launched, which if accepted by the target com

pany shareholders, results in an acquisition.

However, acquisition is commonly used even

where no hostile bid occurs – for example,

where a company acquires an unquoted com

pany or a subsidiary with the agreement of the

previous owners.

Demergers are also possible. A demerger takes

place when part of a company’s assets or oper

ations are divested in a flotation, management

buyout (MBO), or leveraged buyout (LBO).

The ICI pharmaceuticals subsidiary is a good

example of a large demerger, involving the flota

tion of Zeneca as a separate company.

Merger activity, in terms of both number and

value, is closely connected with stock market

buoyancy in both the USA (Nelson, 1966) and

the UK (Golbe and White, 1988). Peak volumes

of activity occurred in the 1920s, 1960s, and

1980s during long bull markets. Bishop and
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Kay (1993) suggest that this interrelationship is

counter intuitive, since one would expect com

panies to buy physical assets when the price of

companies is high, and to prefer companies to

new investment when the price of companies is

low. One theory which explains this relationship

is that the incidence of corporate misvaluation is

greater in bull markets than in bear markets, and

thus highly valued companies are able to issue

shares at prices that allow them to acquire enter

prises whose valuations have not increased so

dramatically. Another explanation suggests that

mergers occur during periods of strong eco

nomic performance because confidence is high

and the inevitable risk of major expansion is

acceptable during bull markets. Behind both

these theories lies the role of corporate manage

ment, who need to consider not only extending

their control to other companies, but also

safeguarding their control of existing assets by

performing well enough to deter takeover.

Mergers are seen as a major element in the

market for corporate control and a major avenue

through which shareholders can deal with the

agency problems presented by the shareholder–

manager relationship (Jensen and Ruback,

1983).

Mergers and Theoretical Views on the

Market for Corporate Control

Many economists have seen takeovers as the

mechanism by which shareholders (principals)

can exercise control over managers (agents) and

that only firms which maximize stock market

value will survive (Friedman, 1953). With sep

aration of the ownership and control of produc

tion, shareholders can still exercise control

through their ability to sanction a takeover.

Early neoclassical economists saw the threat of

takeover as enough to insure the efficient use of

resources by managers. Jensen and Meckling

(1976) linked takeovers to the whole range of

principal–agent issues in corporate governance.

These include the costs of structuring a set of

contracts with managers, the costs of monitoring

and controlling managerial behavior, and the

costs of shareholders acting against any breach

of contract by managers. Takeovers as a market

selection device can then be seen as a means of

insuring that firms with incentive contracts

which optimize shareholder interests will sur

vive, while those that do not are taken over.

Alternatively, because optimal incentive con

tracts are infeasible, the takeover mechanism in

practice helps to reduce agency costs by

targeting those firms with the highest agency

costs for takeover (Jensen, 1988).

The above theories rest on an efficient and

effective markets view of mergers. Many econo

mists have challenged this. Shleifer and Vishny

(1988) pointed out that acquirers may them

selves be dominated by empire building, rather

than value maximizing, managers. This is con

sistent with the theory of the firm articulated by

Marris (1964), which proposed that managers

were motivated by superior compensation in

large firms and that growth by acquisition fulfills

this desire as effectively as economic growth

(Mueller, 1969). Peacock and Bannock (1991)

identified the high transaction costs involved in

takeovers as a major weakness of the effective

market view, with managers as insiders having

better information than potential acquirers.

Stein (1988, 1989) shows that asymmetric infor

mation allows managers to defend a takeover

threat by inflating current earnings. This gives

shareholders inaccurate information, and under

mines takeovers as a function of control over

managers. Thus, information asymmetry penal

izes acquirers at the expense of acquirees (Helm,

1989), and Singh (1971) pointed out that it was

much easier for large firms to take over small

firms than vice versa, suggesting that takeovers

are a less than perfect managerial control device.

Grossman and Hart (1980) argue that sharehold

ers in practice may be an obstacle to the opti

mum level of takeovers because the ‘‘free rider’’

problem reduces the chances of takeover bids

succeeding. The optimal strategy for sharehold

ers (in particular, small shareholders) is always

to refuse any offer, in the hope of an improved

offer. If all shareholders adopted this strategy

then no disciplinary bids would occur. Others

have gone further by suggesting that the market

for corporate control may actually be perverse,

rather than just inefficient.

Shleifer and Summers (1988) suggest that

efficiency gains measured by stockholder gains

are outweighed by losses incurred by managers

and workers. Under this hypothesis, they sug

gest takeovers are on balance harmful to eco

nomic efficiency.
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Empirical Evidence on the Market for

Corporate Control

There is an enormous empirical literature on

mergers profiling acquirers and targets, and

measuring the economic consequences of

mergers in terms of profits and shareholder

returns. The theoretical contributions on prin

cipal–agency issues, and perverse selection,

have, however, received less attention. In this

section we look at the kind of firms which are

taken over, or remain independent, in the market

for corporate control.

Early studies in the USA looked at profitabil

ity, size, growth, and earnings multiples of ac

quired companies (Hayes and Taussig, 1967).

The assumption behind these studies is that

companies which underperform their peers do

so because of poor management, and that in an

efficient market for corporate control, those

companies will fall prey to takeover. The studies

showed that in the 1950s and 1960s acquired

firms tended to be relatively unprofitable, had

low growth, and were cash rich. Schwartz (1982)

and Harris et al. (1982) were able to forecast

underperforming companies which were likely

to be taken over, using probit analysis. However,

Palepu (1986), who conducted the most exhaust

ive of all US studies, found that the financial

variables were not useful in predicting targets, a

finding that challenges the corporate control ex

planation for mergers.

Singh (1971, 1975), looked at the size, profit

ability, short term change in profitability, and

growth characteristics of acquiring and acquired

firms in the UK between 1955–60 and 1967–70.

In the first period, significantly more than 50

percent of acquired firms were below the median

for size, profitability, and growth. Between 1967

and 1970 targets were again below the median

for profitability and profit growth, but size and

growth were not significant. Kumar (1984) con

firms both the size and growth for 1967–74, and

Cosh et al. (1989) confirm the result for size

and growth for 1981–3 and 1986; however,

they find that the profitability of acquired firms

is indistinguishable from industry averages

during the 1980s, suggesting that the 1980s’

merger wave was different from early periods.

Acquiring companies in the UK are generally

larger than non acquirers, and grow faster

(organically), but are not (with the exception of

those merging most intensively or involved in

diversifying mergers) unduly profitable (Cosh,

Hughes, and Singh, 1980).

Compared with acquired companies, ac

quirers present a picture of superior profits,

growth, and size for the acquiring companies

during the period 1955–60. In the 1967–70

period they again dominate on size and growth,

but not on profitability. In the 1980s, acquiring

company profitability is greater than that of ac

quired companies, but the result is statistically

insignificant.

The implication of these findings for both the

USA and the UK is that the market for corporate

control does not conform neatly to the profit

maximization assumption of neoclassical theory,

since efficiency (profit or market value) has not

been demonstrated as the only (indeed, perhaps

not the preeminent) criterion determining ac

quisition activity. Indeed, size matters as much

if not more because evidence suggests that a

relatively inefficient large company has a better

chance of survival than a relatively much more

efficient smaller company. The threat of take

over is more likely to encourage firms to increase

their size rather than their profitability. It is hard

to see takeovers as a mechanism for principals to

exercise control over managers, when unsuccess

ful managers can defend themselves by enlarging

their company through acquisition.

Measuring the Economic Benefits of

Mergers

Despite recent signs of European activity,

mergers remain largely an Anglo Saxon phe

nomenon. Any unexciting economic perform

ance by the UK and USA raises the inevitable

question of whether takeovers are economically

beneficial. Furthermore, the takeover battles of

the 1980s have shown that financial advisors play

a leading part in precipitating mergers and bene

fiting from them, and shareholders are naturally

concerned to see whether on aggregate an undue

proportion of any benefit is realized by advisors

and managers.

Assessing the economic consequences of

merger activity leads to difficult methodological

problems. One approach has been to contrast the

combined pre merger profits of the two com

panies with the post merger performance. The
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comparison typically adjusts for economic

changes across time by using a sector relative

measure so that positive benefits from merger

are only deduced if the merged entity improves

its position in the sector. Bias is still evident in

most of the studies, since no account is taken of

the dispersion of profits across firms.

In the USA studies have found that mergers

do not generally increase profits. Markham

(1955) and Reid (1968) looked at mergers over

long periods that straddled World War II, and

concluded that profits of the business combin

ation did not exceed the profits of the premerged

companies. Mueller (1980) found that after tax

profits increased, but before tax profits showed

a relative decline, suggesting a decline in effi

ciency, partly paid for by the taxpayer. Piper and

Weiss (1974) and Ravenscraft and Scherer

(1987), using different control procedures and

time periods, both found declines in profitabil

ity.

For the UK, Singh (1971) and Kumar (1984)

both reported small declines in post tax return

on net assets after merger, after allowing for

accounting adjustments. Cosh, Hughes, and

Singh (1980), who did not allow for the down

ward accounting bias, found that more than half

their sample of merged firms improved their

profitability relative to the control groups, and

that the improvement is particularly pronounced

for non horizontal mergers. If the downward

accounting bias is adjusted upwards then the

result is even more favorable to mergers. The

major study to cover the 1980s merger boom

(Cosh et al., 1989) shows that profitability was

if anything lower after merger than before, and

that the mergers which were successful in terms

of post merger profit enhancement were cases

where both parties had been relative underper

formers before merger.

Because of the likelihood of mean reversion

(outperforming companies are likely to become

average performers even without any merger

activity), problems with accounting differences,

and with matched samples, many studies look at

shareholder returns as well as, or instead of,

profits (see, for example, Cosh, Hughes, and

Singh, 1980; Cosh et al., 1989; Franks and

Harris, 1989).

A recent survey of 19 US merger studies

shows consistent positive returns for acquired

company shareholders with a median gain of

19.7 percent (Mueller, 1992). Acquiring com

pany shareholders, on the other hand, have cu

mulative returns substantially below the market

portfolio in the six months post merger in 12 out

of 15 studies, with a median return of �7.2

percent. These losses continue for several years

after the mergers (Agrawal, Jaffe, and Man

delker, 1992; Mueller, 1992). Prior to merger

announcements, acquiring firms registered posi

tive cumulative returns in all ten studies which

looked at stock performance for at least twelve

months before announcement. The median cu

mulative abnormal gain over this period was

þ13.2 percent. So, in the USA, the evidence

tends to support the view that firms generally

undertake acquisitions when they have outper

formed the market (Halpern, 1983; Mueller,

1992). The large gain to acquired company

shareholders overshadows the negative returns

to acquirer shareholders and this is normally

construed as a net social benefit (Council of

Economic Advisors, 1985).

In the UK, Cosh, Hughes, and Singh (1980)

found that acquiring firms had better share

holder returns in the first year after merger,

but after that the acquirers deteriorated relative

to the control group. Cosh, Hughes, and Singh

(1989) found that for 1981–3, acquiring firms

performed worse in the three years post merger

than the three years pre merger. Using event

study methodology, Franks and Harris (1989)

found that acquirers gain slightly in the post

merger period, but when the measurement

period is extended to 24 or 36 months, negative

residuals occur. Overall, therefore, these studies

suggest an opportunistic motive with acquirers

launching their bids when their prices are rela

tively high, and that either acquisitions do not

provide medium term benefits or that the ac

quirer return performance then falls towards the

market return.

The overall shareholder returns are positive,

however, because of the significant premiums

which target companies command. Franks and

Harris (1989) report premiums between 25–30

percent in the period of four months before and

one month after the first bid date. The pre

miums are substantially above this average

when the bid is in cash, suggesting that com

panies need to offer a higher premium when they
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are taking all the benefits of acquisition for their

own shareholders.

Types of Merger

Most mergers do not fit neatly into one category,

and definitions are not uniformly applied, with

an obvious difference between the economics

and strategy literature. In the economics litera

ture it is common to see mergers defined as

horizontal mergers, between competitors; verti

cal mergers, involving acquisitions of suppliers

or customers; and conglomerate mergers, of

companies with no complementary markets or

production processes.

One motive for horizontal mergers is to

achieve market share even if the firm is not

dominant enough to exert monopoly or oligop

oly power. Merging firms might be expected to

increase prices to achieve higher profits, but

Salant, Switzer, and Reynolds (1983) found

that horizontal mergers were unprofitable. How

ever, the disappearance of a firm may lead

remaining competitors to expand production

and depress prices. Deneckere and Davidson

(1985) show that only if rival firms respond to

the takeover by raising prices does the merging

firm benefit. Further evidence of this can be

found in specific industries, such as the airline

industry (Kim and Singal, 1993).

The other important horizontal motive is cost

reduction. Scale economies may result at the

plant level (Pratten, 1971) or from operating

several plants within one firm (Scherer et al.,

1975). Most studies have failed to find signifi

cant cost improvements (Mueller, 1980).

Thus, it is difficult to substantiate the argu

ment that market power justifies merger activity,

not least because a dominant position would

generally conflict with competition policy and

invite regulatory intervention (Weir, 1993).

Motives for vertical integration include elim

inating price distortions in factor inputs when

suppliers have market power, reducing bargain

ing costs between vertically linked firms in the

presence of asymmetric information, and redu

cing contracting cost between vertically linked

companies (Williamson, 1989). Lubatkin (1987)

investigated the post merger performance of

vertical acquisitions over various periods up to

five years. He found a positive abnormal return

over the short term, but a negative abnormal

return over the three to five year period. Seth

(1990), however, confirmed the earlier result of

Rumelt (1974) that companies making vertical

acquisitions do not perform as well as those

making horizontal, or unrelated, acquisitions.

With conglomerate mergers the motives are

diversification to reduce a company’s depend

ence on existing activities, and perhaps achieve

uncorrelated, or negatively correlated profitabil

ity, which would lower the holding company’s

cost of capital; and the transference of manager

ial competence across dissimilar business activ

ities. In a well functioning capital market,

diversification should not provide a worthwhile

motive, since shareholders can achieve required

allocations in their own portfolios (Porter, 1987).

The managerial competence motive is often

allied to the free cash flow hypothesis for

mergers (Jensen, 1986), which sees leveraged

deals as an effective way of shareholders re

placing poor management with good manage

ment and keeping management effective

because of the high debt burden.

International Comparisons of Merger

Activity

Domestic mergers in the USA still account for a

large proportion of worldwide acquisition activ

ity. In 1985, 85 percent of all deals were in the

USA. By 1989 this had fallen to 50 percent.

Europe (in particular, the UK) account for most

of the other transactions. After the recessionary

years of 1990–2, in which the number of Euro

pean mergers fell considerably, recent evidence

suggests that activity is rising again, and that both

continental European firms and American cross

border deals are growing in importance.

Historically, and through the 1980s, most

European mergers were ones in which British

firms took over other British firms (Bishop and

Kay, 1993). The explanations for this lie in the

relatively undeveloped capital markets in contin

ental countries, and the different attitudes to

corporate governance, particularly in Germany.

There are three reasons to believe that this may

change during the next few years. First, many

European companies feel they are uncompeti

tive against their American counterparts and

may use mergers as a means of rationalizing.

Second, privatization programs and EU com

petition policy may lead to merger induced
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restructuring, particularly in sectors such as air

lines and telecommunications. Third, larger

international shareholdings in European firms

are starting to foster takeovers, and the German

banks are already selling stakes in German cor

porations for their own reasons and as a result of

political pressure.

Thus, there is good evidence to support a

prediction that European corporate activity will

embrace mergers at a time when Anglo Saxon

academics are skeptical about the overall eco

nomic benefits, and the question of whether

mergers primarily serve shareholder, manager,

or advisor interests is unresolved.
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mutual funds

Paul Seguin

Mutual funds are equity claims against prespe

cified assets held by investment companies

(firms that professionally manage pools of

assets). Thus, a share of a mutual fund is an

equity claim, typically held by an individual,

against a professionally managed pool of assets.

Mutual funds provide four benefits to indi

vidual investors. First, since most mutual funds

are well diversified, these funds allow individ

uals with limited capital to hold diversified port

folios. Second, since mutual funds are

professionally managed, an individual investor

can obtain the benefits of professional asset man

agement at a fraction of the cost of privately

retaining a professional manager. Third, mutual

funds can provide superior liquidity both during

the holding period of the fund and at liquidation.

Since transaction costs are not typically propor

tional to order dollar values, mutual funds can

rebalance portfolios at a lower proportional cost

than an individual investment can. Further

more, to liquidate a portfolio, mutual funds re

quire the sale of only a single security (the fund).

Finally, mutual funds reduce book keeping and

clerical costs by automatically reinvesting divi

dends or coupons and by providing quarterly

performance reports and annual consolidated

statements for investors’ tax purposes.

Mutual funds carry several costs for investors.

Management fees, charged daily against the net

asset value of the fund, are summarized, aggre

gated, and reported quarterly. Load funds

charge a one time fee to the investor whenever

shares are purchased (a ‘‘front end’’ load) and/

or sold (a ‘‘back end load’’). Some back end load

fees are contingent on the holding period. For
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example, a back end load fee of (5–1 percent �
years held) means that an investor can escape the

back end load fee if the shares are held for five

years or more. Such contingent back end fees

are often called ‘‘contingent deferred sales

loads.’’ Finally, investment companies may

charge mutual fund holders ‘‘12b 1 fees’’ to

reimburse the investment company for

marketing, advertising, reporting, and maintain

ing investor relations.

The most important dichotomy in the analysis

of mutual funds is the distinction between open

end and closed end funds. In an open end fund,

purchases and sales of shares in the fund can be

made through the investment company at any

time. Thus, the number of shares outstanding

and the amount of capital under management

vary constantly. Further, such transactions

occur at the stated net asset value (NAV). The

NAV, which is calculated at least daily, is the

current market value of the fund’s assets divided

by shares outstanding.

In contrast, shares of a closed end fund are

issued by the investment company only once and

are fixed thereafter. As a result, individuals

wishing to buy or sell shares of an established

closed end fund must identify a counterparty

willing to take the other side of the transaction.

This is why closed end funds, but not open end

funds, are listed on stock exchanges. Often, sec

ondary market transactions of a closed end fund

occur at prices that differ from the fund’s NAV.

Funds with market prices above their NAV

trade at a premium; funds with market prices

below their NAV trade at a discount. Closed end

funds do not charge an explicit front end load

fee. Instead, this fee is charged implicitly,

through the difference between the higher pur

chase price and the NAV of the fund.

A second important distinction between

mutual funds is their investment ‘‘style.’’ Some

funds are ‘‘passively’’ managed; that is, holdings

of the mutual fund are rarely altered and the fund

mimics a benchmark index such as the Standard

and Poor’s 500 Index. However, the vast major

ity of mutual funds are ‘‘actively’’ managed, with

portfolio holdings frequently altered according

to management discretion. One example of an

actively managed style is ‘‘market timing,’’

where a manager dynamically alters a fund’s

weights in stocks, bonds, and short term debt

in anticipation of future moves.

Actively managed funds are classified by the

type of assets they hold. For example, some

funds invest only in tax exempt municipal

bonds, while others invest only in mortgage

backed debt obligations. Equity funds are nor

mally classified as growth funds (containing

speculative stocks with low dividend yields),

income funds (containing less volatile, higher

yield stocks, and sometimes bonds), or balanced

funds (containing elements of both growth and

income funds).

Furthermore, some equity funds consider

only foreign issues, while others, called ‘‘country

funds,’’ invest only in equities in one particular

foreign country. Since many countries restrict

foreign investment, a closed end fund may be

the only viable avenue for investing in a particu

lar country. Thus, a foreign country closed end

fund is likely to trade at a premium.

In the USA, mutual funds, and the invest

ment companies that manage them, are regu

lated under the Investment Company Act of

1940. Under this Act, the Securities and Ex

change Commission (SEC) is granted authority

to regulate mutual funds. Investment com

panies, like the equity market, are regulated by

disclosure, rather than merit, regulation. Conse

quently, mutual fund regulation focuses on man

datory disclosure of information, including the

filing of a prospectus at the time of issue as well

as quarterly and annual reports. To prevent po

tential conflicts of interest, regulation limits the

holdings of brokers and underwriters in a mutual

fund.
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noise trader

Richard W. Sias

Black (1986) defines noise trading as trading on

noise as if it were information. In addition, he

notes the importance of noise trading in capital

markets: ‘‘Noise makes financial markets pos

sible but also makes them imperfect.’’ That is,

in a world without noise traders, all trading is

motivated by informational advantages. Recog

nizing they will be trading against another

informed investor, traders will be reluctant to

transact. Noise traders provide the necessary

liquidity to financial markets. In providing li

quidity, however, they also provide noise.

Why Do Noise Traders Trade?

Noise trading may arise for various reasons.

Some investors may simply enjoy trading or

erroneously believe they have unique informa

tion or insights. In addition, some traders may

trade on ‘‘sentiment.’’ Shiller (1984), for

example, argues that evidence from social psych

ology, sociology, and marketing suggests that

individual investors’ decisions are likely to be

influenced by fads or fashion. Alternatively,

Friedman (1984) suggests that institutional in

vestors may be more inclined to trade on senti

ment, due to the close knit nature of the

investment community, the importance of per

formance relative to other institutional investors,

and the asymmetry of incentives. Similarly,

Froot, Scharfstein, and Stein (1992) develop a

model in which rational short horizon investors

may trade on the same signal, but the signal need

not be related to fundamental value (e.g., tech

nical analysis). Trueman (1988) suggests that

institutional investors may engage in noise

trading because it provides an imperfect signal

to clients that the manager is informed. In sum,

noise trading may result from perceived infor

mation advantages, sentiment, trading appearing

in the utility function, or agency problems.

The Impact of Noise Trading on Prices

Noise trading can explain excess volatility in

security prices (i.e., price will be more volatile

than value), temporal patterns in stock prices

(e.g., momentum and/or mean reversion), and

the use of technical analysis and positive feed

back trading (Shleifer and Summers, 1990). The

magnitude of noise traders’ impact on security

prices will depend on both the degree of noise

trading in the market and the systematic nature

of noise trading. The greater the degree of noise

trading, the greater the deviation between price

and value. As the deviation between price and

value increases, rational arbitrageurs should

work to push prices toward fundamental value.

In real markets, however, arbitrage is costly (e.g.,

short sale proceeds are not available for invest

ment). Moreover, in a world with noise traders

and finite horizons, arbitrage can be risky. For

example, rational arbitrageurs with limited hori

zons may be forced to unwind their positions in a

period when noise traders have pushed prices

even further away from fundamental values

(DeLong et al., 1990).

If noise trading is cross sectionally independ

ent, then the impact of noise traders on a secur

ity’s price is likely to be small relative to a world

in which noise trading is cross sectionally cor

related. That is, if orders from noise traders are

equally likely to be buy or sell initiated at a point

in time, then many noise traders’ orders will

cancel out and the impact on price should be

relatively small. Alternatively, if the noise

traders’ orders generally come from the same

direction (i.e., primarily buy initiated or primar

ily sell initiated), their impact on a security’s



price is likely to be large. A similar argument

holds for the expected impact of noise traders on

the market. If noise traders’ orders are cross

sectionally correlated across securities, then

they are likely to impact market averages. That

is, if noise traders systematically enter (or exit)

financial markets, market averages may be

affected. Empirical evidence regarding the

impact of noise traders on security prices is

mixed. Lee, Shleifer, and Thaler (1991) argue

that the systematic noise trading of individual

investors influences both closed end fund share

discounts (since individual investors play a more

important role in closed end fund shares than in

the market for the underlying assets of the

funds) and the prices of small capitalization se

curities (that are also dominated by individual

investors). Although there is evidence that there

is some correlation between closed end dis

counts and the returns of small capitalization

securities, there is considerable debate regarding

the statistical and economic significance of the

correlation (Chen, Kan, and Miller, 1993).

Alternatively, recent investigations into the

behavior of institutional investors suggests that

noise trading by institutional investors may

impact security prices. Wermers (1994) docu

ments results consistent with the hypothesis

that some mutual funds engage in positive feed

back trading and that such trading moves prices.

Assuming that previous returns do not indicate

future fundamental values, this suggests that

some institutional investors engage in systematic

noise trading.

Can Noise Traders Survive?

Historically, the impact of noise trades has been

assumed to be minimal, since noise traders

should lose wealth (and therefore eventually

become unimportant) when trading against

rational ‘‘smart money’’ arbitrageurs. Shiller

(1984), however, argues that there is little reason

to suspect that rational smart money speculators

dominate financial markets. DeLong et al. (1990,

1991) develop formal models that allow for the

survival of noise traders. In DeLong et al.

(1991), noise traders systematically underesti

mate variances of risky assets and therefore

invest a greater fraction of their wealth in the

risky asset than would an otherwise equally risk

averse rational investor. Their excessive risk

taking may not only allow noise traders to sur

vive, but they may also come to dominate the

market. Alternatively, in DeLong et al. (1990),

the actions of noise traders are cross sectionally

correlated (systematic) and influence asset

prices. Like any other systematic risk, the risk

impounded by the random sentiments of noise

traders should be priced. Thus, noise traders

may be compensated for a risk that they create.

Moreover, even though the model predicts that

noise traders will lose (on average) when trading

against rational arbitrageurs, noise traders may

garner higher rates of returns than sophisticated

investors if they concentrate their holdings in

assets that have a greater sensitivity to innov

ations in noise trader sentiment.

Sias, Starks, and Tinic (1995) examine the

issue of whether investors are compensated for

bearing noise trader risk. Specifically, DeLong

et al. (1990) suggest that assets with greater

sensitivity to noise trader risk will tend to sell

below fundamental values (reflecting the pricing

of noise trader risk). They suggest that such a

scenario can explain the fact that most closed

end funds sell at a discount to their underlying

assets (assuming individual investors are noise

traders). Specifically, the discount from funda

mental values reflects the additional risk from

the ownership structure: closed end fund shares

are held primarily by noise traders (individual

investors), but noise traders play a less important

role in the underlying assets of the funds. Thus,

under these conditions, passive closed end fund

shareholders should garner larger returns than

passive investors of the underlying assets as

compensation for bearing noise trader risk.

Sias, Starks, and Tinic (1995) demonstrate

that, despite selling at discounts, (passive)

closed end fund shareholders do not garner

larger returns than the holders of the underlying

assets. In fact, discounts are just large enough to

cover the expenses incurred by the funds. In

addition, Sias, Starks, and Tinic (1995) demon

strate that, holding capitalization constant,

NYSE stocks with greater exposure to individ

ual investors (and presumably greater exposure

to noise trader risk) earn lower returns than

stocks with greater exposure to institutional

investors.
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Unresolved Issues

Our understanding of noise traders is small rela

tive to their likely importance in the market.

Thus, noise traders represent a substantial and

promising area for future research. Some of the

key questions to be answered include: Who are

the noise traders? Why do they trade? Is their

trading independent or systematic? What is their

impact on security prices? What is the relation

ship between informed traders and noise

traders? Finally, how can noise traders survive?
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note issuance facilities

Arie L. Melnik and Steven E. Plaut

A note issuance facility (NIF) is a medium term

commitment under which a borrower can issue

short term paper in its own name. The NIF

commitment is typically made for a few years,

while the paper is issued on a revolving basis,

most frequently for maturities of three or six

months. A broader range of maturities, however,

is available, ranging from seven days up to one

year. Most euronotes are denominated in US

dollars and are issued in large denominations.

They may or may not involve underwriting

services. When they do, they are sometimes re

ferred to as RUFs (revolving underwriting facil

ities). When they do not, they are often called

euro commercial paper programs (ECPs). When

underwriting services are included in the con

tract, the underwriting banks are committed

either to purchase any notes the borrower is

unable to sell, or to provide standby credit.

NIFs have some features of the US commer

cial paper market and some features of com

mercial lines of credit or loan commitments

by banks. Like commercial paper, notes issued

under NIFs are short term, non secured debt

of large corporations with high credit ratings.

Like loan commitment contracts, NIFs gener

ally include multiple pricing components for

various contract features, including a market

based interest rate and fees known as participa

tion, facility, and underwriting fees. The interest

on notes issued is generally a floating rate based

on LIBOR, the London Interbank Offered Rate,

but occasionally other bases are used. The con

tract often includes a series of clauses or coven

ants that allow the NIF provider to revoke the

arrangements under certain circumstances.

These may have to do with deteriorations in

the borrower’s creditworthiness or external

changes that affect the costs to the NIF pro

viders.

The provider of NIFs agrees to accept notes

issued by the borrower throughout the term of

the contract and to distribute them either at a

fixed margin or on a ‘‘best efforts’’ basis to

investors. The notes are distributed under prear

ranged terms. Underwriting services in the NIF

means that the borrower is assured a given inter

est rate and rapid access to funds. Like under

writing arrangements in other markets (Baron,

1982; Bloch, 1989; Courtadon, 1985; Freeman

and Jachym, 1988), NIFs are provided by a lead

manager who puts together a tender panel

of banks. These then purchase the notes for
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distribution and occasionally for themselves.

The shares of each panel member are deter

mined in the underwriting agreement. The

panel members usually agree to take up notes

that cannot be placed or to extend automatically

short term loans to the issuer in place of such

notes.

There are several variations on the basic prod

uct. Twenty years ago banks introduced NIFs

with an issuer set margin, where the issuer de

termines the margin (spread over LIBOR) at

which notes will be offered. Notes not taken up

(at the issuer set margin) are allocated to the

underwriters at a pre set cap rate. During the

same period the multiple component facility

(MCF) was introduced as another major devel

opment in the market for euronotes. This type of

facility allows the borrower to draw funds in

several currencies or in several forms, including

short term advances, swingline credits, etc. The

borrower gains greater flexibility, choosing the

maturity, loan form, and interest rate base of his

or her credit utilization.

A growing proportion of new facilities have

included extra borrowing options. The most

popular option has been short term advances,

enabling borrowers to draw in any of several

forms of instruments. Options for such alterna

tives were included in around 50 percent (by

value) of the underwritten facilities arranged

since 1986. One of the most popular has been

swinglines, which enable borrowers to draw at

short notice (generally same day funds) to cover

any delay in issuing notes.

While in the early 1980s most NIFs did in

clude some form of underwriting service, more

recently a growing number of NIFs have been

arranged partly or entirely without under

writing commitments. Non underwritten NIFs

expanded from about 33 percent in 1985 to 70

percent in 1992. Most of these facilities, known

today as euro commercial paper (ECP), are simi

lar to underwritten NIFs except that they do not

include underwriting guarantees or standby

credit in case notes cannot be sold. The borrow

ers under such facilities have been of the highest

credit rating. They are presumably confident in

their ability to sell notes without underwriting

services. As a result they are able to save the cost

of underwriting.

As noted by Melnik and Plaut (1991), the

main borrowers in the euronote market were

banks and OECD governments. After 1983,

note issuing techniques rapidly gained popular

ity, mainly as a low cost substitute for syndi

cated credits. High quality corporate borrowers

entered the market and became the largest bor

rowers. Corporate borrowers rose from an aver

age of 40 percent of the market in 1983 to over 70

percent in 1990. On the lending side, the under

writing function of NIFs has been largely per

formed by international commercial banks, but

these banks hold only limited amounts of the

paper. According to various estimates, non

bank investors purchased about 30 percent of

notes issued in 1985. By 1992 non bank firms

held 60–75 percent. The principal non bank

investors are money market funds, corporations,

insurance companies, and wealthy individuals.

For these investors, euronotes offer an alterna

tive to bank certificates of deposit.

Three fees are payable on NIFs: participation

or front end management fees (a single payment

whose frequent value is 10 basis points); under

writing fees between 5 and 15 basis points, paid

annually; and facility fees, also paid annually.

Facility fees range from 5 to 10 basis points,

and sometimes rise over the life of the facility.

Comparisons of the cost of note issuance facil

ities and syndicated credits have shown that

NIFs are on average between 10 and 40 basis

points cheaper than syndicated credits (see

Bankson and Lee, 1985; Goodman, 1980; How

croft and Solomon, 1985). The savings are posi

tive because the lower interest spread usually

more than offsets the other fees.
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persistence of performance

Debra A. Glassman

Performance persistence refers to a portfolio

manager’s ability to consistently deliver invest

ment returns above (or below) a benchmark

return. Persistence means that a manager with

a good performance in the past is likely to have

superior performance in the future, or that a

manager who performs poorly is likely to con

tinue to perform poorly.

The question of whether there is persistence

in the performance of professional portfolio

managers has long been important, both for aca

demic research and for practical decision

making. Investors put a lot of time and money

into the process of evaluating managers. Pension

fund sponsors pay consultants to identify super

ior managers, and individual investors seek out

funds that are ranked highly by the various fund

evaluation services. The empirical evidence of

persistence remains controversial. Academics

view evidence of persistent abnormal profits as

inconsistent with the efficient markets hypoth

esis. Furthermore, biases present in standard

data on manager returns can make it appear

that good performance persists, even when it

does not.

Methodology for Empirical Testing of

Performance Persistence

Empirical tests for the persistence of perform

ance involve two steps. The first is the calcula

tion of a performance measure, usually denoted

alpha. The second step is the assessment of how

well alpha predicts future performance.

Models for Performance Evaluation

Traditionally, performance is measured by the

average portfolio returns, net of a fixed bench

mark return, over some historical period. Such

an approach uses unconditional expected returns

as the performance baseline. It assumes that no

information about the state of the economy is

used to form expectations.

The unconditional alpha can be calculated in a

number of ways. A widely used unconditional

alpha is the intercept from a regression of the

manager’s portfolio return on a benchmark

return. A simplified version of this alpha is the

average value of portfolio returns in excess of the

benchmark. Unconditional alphas have been es

timated using various benchmark returns. The

capital asset pricing model implies that the

market portfolio should proxy for the bench

mark. The existence of differences in manager

investment styles suggests the use of a bench

mark specific to each manager’s style (e.g., a

small capitalization stock index for ‘‘small cap’’

managers). Unconditional alphas can also be es

timated using multiple benchmark models.

Unconditional measures of performance are

known to be biased when managers adjust their

risk exposures in response to market conditions.

If biases in alpha persist over time, they can

distort inferences about the persistence of per

formance.

Models of ‘‘conditional performance evalu

ation’’ make expected returns and risks a func

tion of a set of predetermined, publicly available

information variables, such as dividend yields

and interest rates. Such models can be estimated

by regressing portfolio returns on benchmark

returns and on the cross products between

benchmark returns and the information variables

(Ferson and Schadt, 1996). The intercept in such

a regression is a conditional alpha. Variants of the

conditional model include multiple benchmark

models and models in which alpha varies over

time as a function of the information variables.



Methodology for Assessing Persistence

One way to assess persistence is to rank managers

by their performance and to compare the rank

ings across time periods. Performance persist

ence can also be examined by testing for serial

correlation in the residuals from a market model

regression. Another approach is to estimate a set

of cross sectional regressions in which future

performance for a manager is regressed on a

measure of past performance. The choice of the

variable representing future performance raises

important issues. Some researchers compare

future alpha to past alpha. The advantage of this

is that alpha is a risk adjusted measure. The dis

advantage is that likely sources of bias in alphas

may be correlated over time, creating spurious

evidence of persistence in performance. An alter

native approach is to relate future returns to past

alpha. Future returns are the variable of most

practical interest, but they are not risk adjusted.

When cross sectional regressions are used,

regression errors may be correlated, since the

returns of the managers are likely to be correl

ated at a given date. The estimator must take

account of this cross sectional correlation. When

the future return horizon is longer than the

sampling interval, the time series of slope esti

mates will be autocorrelated due to overlapping

data. The estimates of standard errors must be

adjusted for this autocorrelation.

Evidence

The literature on the persistence of mutual fund

performance is large and dates back to work by

Jensen (1969) and Carlson (1970). The evidence

has been mixed from the start: Jensen finds

significant correlation between alphas in succes

sive decades, while Carlson reports insignificant

rank correlations across decades. More recently,

Hendricks, Patel, and Zeckhauser (1993) find

persistence only up to one year, but Goetzmann

and Ibbotson (1994) find persistence at one

month, one year, and two year horizons, and

Grinblatt and Titman (1994) report persistence

over five years. Brown and Goetzmann (1994)

report persistence of both superior and inferior

performance. However, Shukla and Trzcinka

(1994) and Carhart (1995) find that persistence

is concentrated in the poorly performing funds, a

result also suggested by Jensen (1969).

Only a few studies have examined the persist

ence of performance for pension fund managers.

Christopherson and Turner (1991) find no evi

dence of persistence in alpha for horizons of one

year and five years. Lakonishok, Shleifer, and

Vishny (1992) find some persistence in rankings

for two to three year investment horizons, but no

evidence of persistence at shorter horizons.

Using conditional performance evaluation

models, Christopherson, Ferson, and Glassman

(1996) find evidence of persistence at longer

(two to three year) horizons, and it is concen

trated among poorly performing managers.

They report that conditional models provide

more power to detect persistence than uncondi

tional measures.

Issues Outstanding

Overall, the evidence on mutual funds and pen

sion funds suggests that there is more persist

ence at longer horizons than shorter ones and

that persistence is concentrated among inferior

managers. However, the evidence is not yet con

clusive, and a number of issues remain to be

resolved.

A key issue is the degree of survivorship bias

in manager return data. If investors seek out

superior managers and drop inferior ones, then

databases of managers are biased towards includ

ing the surviving superior managers. This tends

to create a bias towards finding persistence of

superior performance. In fact, the process by

which managers enter and leave databases (and,

more generally, the process by which managers

are hired and fired) is complicated and merits

further investigation.

Another issue is whether managers deliver

returns that are larger than portfolio manage

ment fees. The determination of fees is particu

larly difficult when examining the management

of pension fund monies, since posted fees are

likely to exceed actual fees, at least for some

pension fund sponsors.

The finding of persistence among poorly per

forming managers raises the question of why

inferior managers are retained. Is this irration

ality on the part of investors? Lakonishok, Shlei

fer, and Vishny (1992) suggest that poor

managers may provide services, such as research,

that investors value and that compensate for

poor returns.
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The differences in performance persistence

between mutual funds and pension funds

provide another area for future research. For

example, Christopherson, Ferson, and Glassman

(1996) observe that conditional measures can

detect persistence in pension fund performance,

whereas unconditional measures are sufficient to

detect persistence for mutual fund returns. This

could indicate that pension fund managers are

evaluated in a more sophisticated manner, with

the implication that the market for pension fund

monies is more informationally efficient.
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portfolio management

Douglas Wood

Portfolio management is concerned with distrib

uting investible liquidity across a range of avail

able assets and liabilities with the objective of

providing risks and returns that achieve per

formance objectives. Portfolio management

therefore comprises objective setting (establish

ing the relative importance of delivering capital

and income growth and providing stability of

principal and income to actual or prospective

investors), asset allocation (where the available

funds are distributed across geographic markets

and security categories to exploit broad market

and currency movements), and security selection

(the choice of particular securities in each

category that offer the best value in terms of

portfolio objectives).

So far as objective setting is concerned, this is

conducted in either a direct or indirect mode.

Direct objectives emerge from detailed customer

financial reviews conducted in approved form by

financial intermediaries licensed by a regulatory

authority. Alternatively, pension or insurance

fund trustees might set portfolio managers

income and growth objectives relative to a spe

cific benchmark such as the Financial Times/
Actuaries All Share Index. Indirect objective

setting arises where portfolios in the form of

mutual funds (unit trusts and investment trusts

in the UK) are offered to the public, in which

case the basic strategy in terms of exposure to

equities or bonds or to UK, European, or Far

Eastern markets will be outlined in a prospectus.

Arising from this strategy, a benchmark in terms

of the growth, income, and capital stability char

acteristics of a particular index (e.g., European

equity, North American bond) will be defined

and the security reported in that category by the

financial press.

Historically, the distinction between portfolio

management and investment management arises

from new ideas about risk diversification intro

duced in the 1950s by Harry Markowitz (1952)

with the observation that the variability of

returns for a collection of assets depended on

the correlation of asset returns with each other

and not just on the weighted average of the

individual assets. Diversifying investments

across a range of substantially uncorrelated
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securities, whether within one country or in

creasingly internationally (Levy and Sarnat,

1970), provides portfolio managers with lower

variability for the same return or a higher return

for the same variability than any single one of the

underlying national or international securities.

The theory of diversification was developed

by Sharpe (1963) and Lintner (1965) to show

that where large numbers of securities are used

to create a fully diversified portfolio the effect is

to eliminate the specific risks relating to each

particular asset, leaving only the systematic

risk, the common risks to which all securities

are exposed. This systematic risk or market risk

is effectively equivalent to the riskiness of the

market portfolio and provides the reference

benchmark for risk pricing used in the capital

asset pricing model or CAPM.

Depending on diversification strategy, port

folio management may be active or passive. Pas

sive portfolio management aims to replicate the

performance, say, of a particular stock index by

neutral weighting, whereby asset distribution in

the portfolio matches the proportions of each

asset or asset class in the index to be proxied. In

contrast, under active portfolio management

elements in the portfolio are either overweight

(overrepresented) or underweight (underrepre

sented) relative to the target index. The intention

is to produce outperformance relative to the

target index by overrepresentation of assets or

asset classes expected to outperform the relevant

index.Activemanagement therefore involves fre

quent rebalancing of both the asset allocation and

the individual underlying security holdings to

reflect changes in the expected risks and returns.

This rebalancing will aim to exploit timing

effects. The relative returns for different coun

tries and for the different types of security such

as equities bonds and money market balances

within a country vary with economic conditions

of growth, inflation, etc. By overweighting the

portfolio with the asset most likely to outper

form under the anticipated economic climate the

portfolio manager aims to outperform a portfolio

that maintains unchanged weightings through

out the economic cycle.

If the choice of assets is simplified to comprise

simply high risk (equity) investments that gen

erally outperform under economic recovery and

low risk (bonds and cash) that outperform in

conditions of economic slowdown and recession,

timing effectiveness can be measured relative to

a benchmark portfolio with fixed equity and

bond/cash proportions. In principle the bench

mark portfolio could be fully invested in equities

with the bond/cash proportion zero, but a fund

manager wishing to increase equity exposure

relative to the benchmark could borrow cash to

invest more than 100 percent of portfolio value

in equities. Significant leverage (using debt to

purchase equities in excess of the total value of

the fund) is encountered both in closed end

funds and in the speculative hedge funds, but

open ended mutual funds are prohibited from

borrowing and in practice most portfolios con

tain liquidity either to meet imminent liabilities

(pension payouts, insurance claims, fund with

drawals) or from uninvested new contributions.

To reflect this, the benchmark portfolio might

have 20 percent cash/bonds and 80 percent

equity. If the equity index yields 7 percent and

money market rates are 5 percent, an active fund

with a 30 percent/70 percent allocation will earn

0.3� 5 percentþ0:7� 7 percent or 6.4 percent,

an underperformance relative to the benchmark

return (0:2� 5 percent þ0:8� 7 percent or 6.6

percent) of 0.2 percent.

The timing stances of a variety of funds in

respect of cash, bonds, and equities are illus

trated in a sample of portfolio recommendations

published regularly by The Economist (table 1).

Table 1 Sample portfolio recommendations (%)

Merrill
Lynch

Lehman
Brothers

Nikko
Securities

Daiwa
Europe

Credit
Agricole

Credit
Suisse

Equities 45 50 65 55 65 30

Bonds 40 40 30 40 35 48

Cash 15 10 5 5 0 22

Source: Economist, January 7, 1995, p. 72.
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Strictly, performance comparison between

portfolios should specifically adjust for the ex
ante risks taken by the portfolios, otherwise port

folio managers would simply increase risk levels

to improve returns. The CAPM model provides

a framework for risk adjustment by using beta or

the correlation of returns of a security or port

folio with the returns of the market portfolio as a

proxy for riskiness with the market portfolio

definitionally having a beta of one. The beta is

then multiplied by the risk premium or historical

outperformance of equities relative to govern

ment bonds to provide a risk adjusted benchmark

return. Thus, if the risk premium is 7 percent,

then a portfolio with a beta of 1.5 has to achieve

returns 7 percent higher than a portfolio with a

beta of 0.5 before outperformance is demon

strated. Unfortunately, in recent years the risk

premium has been rather volatile (see table 2).

As an alternative, Merton (1981) argued that

as returns of an all equity portfolio are more

variable (risky) than an all bond portfolio, risk

differences due to composition should be prox

ied by using option performance. Perfect timing

is equivalent to holding cash plus call options on

the entire equity portfolio with benchmark ad

justments using reduced options to reflect any

equity proportion.

The two best known portfolio performance

yardsticks are the Sharpe measure and the Trey

nor measure. Sharpe (1966) measures return

differences from average relative to the standard

deviation of returns, while Treynor (1965) meas

ures return differences from average relative to

beta, or systematic risk.

Within the overall asset allocation, active

portfolio management involves security analysis

aimed at picking the best value way of investing

allocated funds in asset categories such as bonds,

deposits, real estate, equities, and commodities.

Portfolios, though, mainly emphasize bonds and

equities for the simple reason that they have high

liquidity (reasonable quantities can be bought or

sold at market price) and low transaction costs.

In analyzing securities, portfolio managers util

ize either fundamental analysis or technical an

alysis. Fundamental analysis utilizes financial

and non financial data to locate undervalued

securities which, relative to the market, offer

growth at a discount, assets at a discount, or

yield at a discount. Although brokerage houses,

among others, invest heavily in such analysis, if

successful it would contradict the efficient

market hypothesis (EMH), which argues that

the market prices of securities already incorpor

ate all information in the market and that there

fore it is impossible in the long term to

outperform the market. Nevertheless, relatively

simple transformations such as Gordon’s (1963)

growth model relating share prices to dividends

and dividend growth are widely used in security

selection. There is an extensive literature, in

cluding Fama (1969), on signaling, where factors

such as dividend changes or investment an

nouncements are used to explain security price

changes.

The arbitrage pricing theory (APT) de

veloped by Ross (1976) provides a more general

formal framework for analyzing return differ

ences based on the basis of multiple factors

such as industry, size, market to book ratio, and

other economic and financial variables.

Not surprisingly, the possibility of beating the

passive or buy and hold strategies indicated by

the EMH has attracted considerable attention,

with Banz (1981) among the first to detect an

anomaly in the risk adjusted outperformance of

small firms followed by Keim’s (1983) analysis of

a January effect. End of month, holiday, and

weekend effects together with price/book anom

alies have also been reported, but with an overall

effect small relative to transaction costs. Despite

this limited success, market practitioners con

Table 2 Real returns on investment in US

dollar terms, 1984–93 annual

average

Equities Bonds Cash

France 18 14.5 9.5

Holland 17.5 11.5 8

Britain 15 8.5 7.5

Germany 14 9 7.5

Switzerland 13.5 8 6.5

Italy 13 14 9.5

Japan 13 13.5 10

USA 12 11 3

Australia 10.5 11 6

Canada 3.5 11 5.5

Source: Economist, May 14, 1994.
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tinue to offer simple guidelines that they have

used to produce exceptional returns. Jim Slater

(1994) reports favorable results for a stock

picking exercise that uses principles developed

by the legendary Warren Buffett and more re

cently by O’Higgins and Downes (1992), who

report in Beating the Dow that picking the ten

highest yielding shares from the 30 Dow Jones

Industrial Index and then investing in the five

cheapest (in dollar price) of these shares pro

duced a gain of 2,800 percent against a 560

percent gain on the Dow over 18 years. It is

unclear, though, what these authors have to

gain by disclosing such valuable procedures.

Technical analysis or chartism is an alterna

tive and widely used technique in portfolio man

agement. In direct contradiction to the weak

form version of the EMH, which states that all

information contained in past securities prices is

incorporated in the present market price, tech

nical analysts use past patterns to project trends.

These patterns may be simply shapes, described

for example as ‘‘head and shoulders,’’ ‘‘double

tops,’’ ‘‘flags,’’ and so on, or more elaborate

short term or long term trend lines, all of

which are used to generate buy or sell signals.

Evaluations of technical analysis have generally

run into problems because of subjectivity in

classifying signals, but work in neural networks

(Baestans, Van den Berg, and Wood, 1994) has

provided objective evidence of information in

the trend lines used by technical analysts, much

of it in non linear components neglected in some

econometric analysis.

The relatively recent development of large,

liquid derivative markets – security and index

options and futures – has revolutionized the

asset allocation process because it allows port

folio managers to proxy the exposure of one

asset allocation despite holding a portfolio con

sisting of a completely different set of assets. A

bond or money market portfolio together with

equity index futures contracts effectively proxies

an equity portfolio. An equity portfolio together

with the purchase of put options and sale of call

options is similarly equivalent to a fixed interest

portfolio. Portfolio managers are able to use de

rivatives to segment risks asymmetrically. An

equity portfolio or index future hedged by put

options gives the downside stability of a bond

portfolio and the upward opportunities of an

equity portfolio. This allows the portfolio man

ager to create funds with partial or full perform

ance guarantees where investors are offered half

any upward movement in the equity market,

plus the return of their original investment.

Index based derivatives are particularly

popular with portfolio managers because they

provide market diversification with very low

transaction costs and none of the trading and

monitoring activity involved in maintaining a

portfolio of securities that mimicked the index.

A portfolio manager wishing to hold a long term

position in equities but at the same time wanting

a flexible asset allocation will typically use an

index transaction to adjust exposure. A sale of

an index future on 20 percent of the portfolio is

equivalent to a 20/80 bond equity portfolio.

The possibility of altering positions in this way

without transactions on the spot market has gen

erated a number of new techniques. Program

trading, for example, involves buying or selling

bundles of shares. A portfolio manager with a

bundle of shares that provide an adequate proxy

for the market index may use program trading to

arbitrage between the spot market and index

futures, with the transaction itself being com

puter initiated. In other words, if index futures

rise in value it may be profitable to buy a bundle

of shares that proxy the index in the spot market.

Alternatively, the index future price may fall and

a portfolio manager who has bought in the for

ward market may then program sell in the spot

market, depressing the spot market which then

transmits a further downward signal to the

futures market, arguably increasing the risk of a

major price melt down (Roll, 1988).

The second major development is dynamic

hedging. Because of the low cost and flexibility

of futures markets a portfolio manager can opti

mize the portfolio on a continuous rather than

one off basis. Dynamic hedging incorporates the

possibility of new information and the dynamic

hedge ratio, for a portfolio reflects the quantity

of an option that must be traded to eliminate a

unit of risk exposure in a portfolio position. This

depends on the delta, which measures the sensi

tivity of the value of an option to a unit change in

the price of the underlying asset, and/or the ratio

of the dollar value of the portfolio to the dollar

value of the futures index contract multiplied by

the beta or systematic risk of the portfolio.
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portfolio performance measurement

David Blake

The principal activities of a portfolio (or fund)

manager are portfolio structuring and adjust

ment on behalf of a client. The manager uses

the client’s funds to purchase a portfolio of

(generally) risky assets, based on the client’s

specified objectives and the fund manager’s as

sessment of asset risks and returns, with the aim

of beating an agreed target or benchmark of

performance. At the end of an agreed period

(usually a year), the fund manager’s performance

will be measured.

The Components of Portfolio

Performance Measurement

The questions that are important for assessing

how well a fund manager performs are how to

measure the ex post returns on the portfolio, how

to measure the risk adjusted returns on the port

folio, and how to assess these risk adjusted

returns. To answer these questions, we need to

examine returns, risks, and benchmarks of com

parison.

Ex Post Returns

There are two ways in which ex post returns on

the fund can be measured: time weighted rates

of return (or geometric mean) and money

weighted (or value weighted) rates of return (or

internal rate of return). The simplest method is

the money weighted rate of return, but the pre

ferred method is the time weighted rate of

return, since this method controls for cash

inflows and outflows that are beyond the control

of the fund manager. However, the time

weighted rate of return has the disadvantage of

requiring that the fund be valued every time

there is a cash flow.

Consider table 1 on the value (V) of and cash

flow (CF) from a fund over the course of a

year.

The money weighted rate of return is the

solution to (assuming compound interest)

V2 ¼ V0(1þ r)þ CF(1þ r)1=2 (1)

or to (assuming simple interest)

V2 ¼ V0(1þ r)þ CF 1þ 1

2
r

� �
(2)

In the latter case, this implies that

¼ V2 � (V0 þ CF)

V0 þ 1
2
CF

(3)
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The time weighted rate of return is defined as

¼ V1

V0

V2

V1 þ CF
� 1 (4)

If the semi annual rate of return on the portfolio

equals r1 for the first six months and r2 for the

second six months, then we have

V1 ¼ V0(1þ r1) (5)

and

V2 ¼ (V1 þ CF)(1þ r2)

¼ [V0(1þ r1)þ CF](1þ r2)
(6)

Substituting (5) and (6) into (4) gives

¼V0(1þ r1)

V0

[V0(1þ r1)þ CF](1þ r2)

V0(1þ r1)þ CF

� �
� 1

¼(1þ r1)(1þ r2)� 1

(7)

which is a chain linking of returns between cash

flows.

It is clear that the time weighted rate of return

reflects accurately the rate of return realized on

the portfolio. This is because both cash inflows

and outflows are beyond the control of the fund

manager, and their effects should be excluded

from influencing the performance of the fund.

This is the case for the time weighted rate

of return, but not the money weighted rate of

return.

Adjusting for risk The ex post return has to be

adjusted for the fund’s exposure to risk. The

appropriate measure of risk depends on whether

the beneficiary of the fund’s investments has

other well diversified investments or whether

this is his only set of investments. In the first

case, the market risk (beta) of the fund is the best

measure of risk. In the second case, the total risk

or volatility (standard deviation) of the fund is

best.

Benchmarks of comparison In order to assess how

well a fund manager is performing, we need a

benchmark of comparison. Once we have deter

mined an appropriate benchmark, we can then

compare whether the fund manager outper

formed, matched, or underperformed the

benchmark on a risk adjusted basis.

The appropriate benchmark is one that is

consistent with the preferences of the client

and the fund’s tax status. For example, a differ

ent benchmark is appropriate if the fund is a

gross fund (and does not pay income or capital

gains tax, such as a pension fund) than if it is a

net fund (and so does pay income or capital gains

tax, such as the fund of a general insurance

company). Similarly, the general market index

will not be appropriate as a benchmark if the

client has a preference for high income secur

ities and an aversion to shares in rival companies

or, for moral reasons, the shares in tobacco com

panies, say. Yet again, a domestic stock index

would not be an appropriate benchmark if half

the securities were held abroad. There will

therefore be different benchmarks for different

funds and different fund managers. For

example, consistent with the asset allocation de

cision, there will be a share benchmark for the

share portfolio manager and a bond benchmark

for the bond portfolio manager.

Measures of Portfolio Performance

There are two performance measures based on

risk adjusted excess returns, each distinguished

by the risk measure used. The first is the excess

return to volatility measure, also known as the

Sharpe measure (Sharpe, 1966). This uses the

total risk measure or standard deviation:

Excess return to volatility (Sharpe) ¼ rp � rf

sp

(8)

where rp is the average return on the portfolio

(usually geometric mean) over an interval, sp is

the standard deviation of the return on the port

folio, and rf is the average risk free return (usu

ally geometric mean) over the same interval.

Table 1 Fund value and cash flow

0 6 months 1 year

Value of fund V0 V1 V2

Cash flow CF
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The second performance measure is the

excess return to beta measure, also known as

the Treynor measure (Treynor, 1965). This

uses the systematic risk measure or beta,

Excess return to beta (Treynor) ¼ rp � rf

bp

(9)

where bp is the beta of the portfolio.

The Sharpe measure is suitable for an indi

vidual with a portfolio that is not well diversi

fied. The Treynor measure is suitable for an

individual with a well diversified portfolio.

The Treynor measure, for example, is shown

in figure 1: funds A and B beat the selected

benchmark (BM) on a risk adjusted basis,

whereas funds C and D did not.

Performance measures based on alpha values As an

alternative to ranking portfolios according to

their risk adjusted returns in excess of the risk

less rate, it is possible to rank them according to

their alpha values. Again, two different perform

ance measures are available depending on the

risk measure used.

If the risk measure is total risk, the appropri

ate alpha value is defined with respect to the

capital market line:

�rrp ¼ rf þ
�rrm � rf

sm

� �
sp (10)

where rp is the expected return on the portfolio,

rm is the expected return on the market, and sm

is the standard deviation of the return on the

market.

The corresponding alpha value is

as ¼ rp � �rrp (11)

If the risk measure is systematic risk, the relevant

alpha value is defined with respect to the secur

ity market line:

�rrp ¼ rf þ (�rrm � rf )bp (12)

The corresponding alpha value is

ab ¼ rp � �rrp (13)

This is also known as the Jensen differential

performance index (Jensen, 1969). Funds with

superior investment performance will be those

with large positive alpha values.

The decomposition of total return Having dis

cussed various measures of the performance of

A

B

C

D

BM

0

Excess
return,
rp - rt

Beta, βρ

Figure 1 Excess return to beta
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a fund, the next task is to identify the sources of

that performance. This involves breaking down

the total return into various components. One

way of doing this is known as the Fama decom

position of total return (after Fama, 1972): see

figure 2. Suppose that fund P generates a return

rp and has a beta of bp. The fund has performed

well over the period being considered. Using the

Jensen performance measure, it has a positive

alpha value, equal to (rp � �rrp). The total return

rp can be broken down into four components:

return on the portfolio ¼ riskless rate þ return

from client’s riskþ return from market timingþ
return from security selection (14)

The first component of the return on the

portfolio is the riskless rate, rf ; all fund managers

expect to earn the riskless rate. The second com

ponent of portfolio return is the return from the

client’s risk. The fund manager will have

assessed the client’s degree of risk tolerance to

be consistent with a beta measure of bc , say. The

client is therefore expecting a return on the

portfolio of at least rc. The return from the

client’s risk is therefore (rc � rf ).
The third component is the return from

market timing. This is also known as the return

from the fund manager’s risk. This is because

the manager has chosen (or at least ended up

with) a portfolio with a beta of bp which differs

from that expected by the client. Suppose the

fund manager has implicitly taken a more bullish

view of the market than the client by selecting a

portfolio with a larger proportion invested in the

market portfolio and a smaller proportion

invested in the riskless asset than the client

would have selected. In other words, the fund

manager has engaged in market timing. With a

portfolio beta of bp, the expected return is rp, so

that the return to market timing is (�rrp � rc).
An alternative test for successful market

timing is due to Treynor and Mazuy (1966). A

successful market timer increases the beta of his

portfolio prior to market rises and lowers the

beta of his portfolio prior to market falls. Over

time, a successful market timer will therefore

have portfolio excess returns that plot along a

curved line. To test this, a quadratic curve is

fitted using historical data on excess returns on

the portfolio and on the market:

(rpt � rft) ¼ aþ b(rmt � rft)þ c(rmt � rft)
2 (15)

where both b and c are positive for a successful

market timer: see figure 3.

{

{

{

{

Return, rp

rp

rp

rc

rf

Return from
security selection

Return from
market timing

Return from
client's risk

Riskless
rate

βc βp Beta, βρ

p�

P

αβ

Security
market
line

Figure 2 Fama decomposition of total return
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The fourth component is the return to select

ivity (i.e., the return to security selection), which

is equal to (rp � �rrp).
The decomposition of total return can be used

to identify the different skills involved in active

fund management. For example, one fund man

ager might be good at market timing but poor at

stock selection. The evidence for this would be

that their (rp � rc) was positive but their (rp � �rrp)
was negative; they should therefore be recom

mended to invest in an index fund but be allowed

to select their own combination of the index

fund and the riskless asset. Another manager

might be good at stock selection but poor at

market timing; they should be allowed to choose

their own securities, but someone else should

choose the combination of the resulting portfolio

of risky securities and the riskless asset.

The Evidence on Portfolio

Performance

A number of studies have tried to measure the

performance of fund managers; most of them

have involved an examination of the perform

ance of US institutional fund managers. They

have examined the managers’ abilities in security

selection, market timing, and persistence of per

formance over time.

Studies to determine the ability of fund man

agers to pick stocks calculate the Jensen alpha

values of the funds. Shukla and Trzcinka (1992),

using data from 1979 to 1989 on 257 mutual

funds, found that the average ex post alpha

value was negative (�0.74 percent per annum)

and that only 115 funds (45 percent) had positive

alphas. Similar results were found for US pen

sion funds by Lakonishok, Schleifer, and Vishny

(1992). These results suggest that a typical fund

manager has not been able to select shares that

on average subsequently outperform the market.

However, these results have to be modified

when shares are separated into two types: value

shares (which have low market to book ratios)

and growth shares (which have high market to

book ratios). Fama and French (1992) found a

strong negative relationship between perform

ance and market to book ratios. Firms with the

1/12th lowest ratios had higher average returns

than firms with the 1/12th highest ratios (1.83

percent per month, compared with 0.30 percent

per month over the period 1963–90), suggesting

that value strategies outperform growth strat

egies.

The market timing skills of fund managers

have been examined in papers by Treynor and

Mazuy (1966) and Shukla and Trzcinka (1992).

Treynor and Mazuy examined 57 mutual funds

between 1953 and 1962 and found that only one

had any significant timing ability. The later

study of 257 funds by Shukla and Trzcinka

found that the average fund had negative timing

ability, indicating that the average fund manager

would have done better by executing the oppos

ite set of trades.

Hendricks, Patel, and Zeckhauser (1993)

examined 165 mutual funds between 1974 and

Excess return on the
market, rmt − rft

Excess return
on the portfolio,
rpt − rft

Figure 3 Successful market timing
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1988 for persistence of performance over time

(i.e., whether good (or bad) performance in one

period was associated with good (or bad) per

formance in subsequent periods). They found

that the 1/8th of funds with the best perform

ance over a two year period subsequently had an

average 8.8 percent per annum superior return

over the subsequent two year period compared

with the 1/8th of funds with the worst perform

ance over the same two year period. But this was

the average superior performance, and the per

formance of individual funds can differ signifi

cantly from the average. This is shown clearly in

a study by Bogle (1992), who examined the sub

sequent performance of the top 20 funds every

year between 1982 and 1992. He found that the

average position of the top 20 funds in the

following year was only 284th out of 681, just

above the median fund.

All these results indicate that fund managers

(at least in the USA) are, on average, not espe

cially successful at active portfolio management,

either in the form of security selection or in

market timing. However, there does appear to

be some evidence of consistency of performance,

at least over short periods. But as the saying

goes: past performance is not necessarily a good

indicator of future performance.
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portfolio theory and asset pricing

Ian Garrett

The modern theory of asset pricing has its foun

dations in modern portfolio theory, developed

by Markowitz (1952, 1959). Under the assump

tion that rational, risk averse investors with

homogeneous expectations base their decisions

to maximize the expected utility of wealth on the

mean and variance of returns Markowitz shows

that diversification gives investors the possibility

of lowering the risk of their portfolio for a given

level of expected return. The insight is that

diversification across assets allows investors to

substantially reduce idiosyncratic (company

specific) risk and that it may be possible to do

this without altering the expected return on the

portfolio. To illustrate, suppose there are two

risky assets, A and B, with expected returns

and variances given by E(RA) and s2
A, and

E(RB) and s2
B respectively. The correlation be

tween the returns on the assets is rAB. Suppose

an investor invests the fraction ! of their wealth

in asset A and the remainder in asset B. Algebra

ically, the expected return on the portfolio of the

two assets is

E(RP) ¼ !E(RA)þ (1� !)E(RB) (1)

while the variance of the return on the portfolio

is

s2
P ¼ !2s2

A þ (1� !)2s2
B þ 2!(1� !)rABsAsB

(2)

As long as rAB < 1, the investor can gain in

terms of reducing risk without decreasing the

expected return by combining the two assets

into a portfolio rather than holding only one

asset. Figure 1 shows the expected return and

variance of portfolios combining assets A and B

in different proportions. ZB is the mean

variance efficient frontier. It represents the
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minimum variance opportunity set, since at any

point on the efficient frontier it is not possible to

decrease the variance of the portfolio while

maintaining the same level of expected return.

Portfolios that locate on the efficient frontier are

efficient portfolios. This result generalizes to the

case of n assets. It is also possible to construct

any mean variance efficient portfolio from a

weighted average of any two other efficient port

folios. This is known as two fund separation.

The particular efficient portfolio an investor

chooses to hold will be determined by their

preference for risk.

Consider now the introduction of a risk free

asset and denote the return on this asset by Rf .

As can be seen from figure 2, the efficient fron

tier is now a straight line that is tangential to the

efficient frontier in the absence of a risk free

asset at point m. Irrespective of their prefer

ences, investors will only consider combining

the risk free asset with one risky portfolio: the

market portfolio, m. The portfolio m only con

tains systematic risk. This result provides the

foundation for the capital asset pricing model

(CAPM) developed by Sharpe (1964), Lintner

(1965), and Mossin (1966).

The Capital Asset Pricing Model

(CAPM) and the Intertemporal CAPM
(ICAPM)

The premise that underlies the (unconditional)

CAPM is that investors should only be rewarded

for bearing systematic risk since unsystematic

(idiosyncratic) risk can be eliminated through

diversification. The CAPM states that the

expected return on a risky asset will equal the

return on a risk free asset plus a risk premium

that reflects the systematic risk of the asset. For

an asset, i, the CAPM is

E(Ri) ¼ Rf þ biE(Rm � Rf ) (3)

where E(Ri) is the expected return on asset

i, Rf is the return on the risk free asset, E(Rm)

is the return on the market portfolio, and

bi ¼ sim

s2
m
, which measures the covariance of the

asset’s return with the market return, scaled by

the variance of the return on the market. The

risk premium for asset i is biE(Rm � Rf ). Black

(1972) derived the CAPM for an economy with

out a riskless asset (the zero beta CAPM).

The CAPM has several interesting empirical

implications. In particular, (3) implies that in the

time t cross sectional regression

�rri ¼ ai þ lmbi þ ei (4)

where �rri denotes the average excess return on

asset i and ei is an error term, the intercept term

a should equal zero and b should be the only

factor that is significant in explaining average

excess returns. l is the price of risk and should

equal the average excess return on the market

portfolio.

The unconditional CAPM has been tested ex

tensively, but neither the early nor more recent

evidence is encouraging, with studies typically

finding that b alone cannot explain the cross

section of returns. In a comprehensive examin

ation of cross sectional returns in the US, Fama

E(RP)

Z

0

A

sP

B

Figure 1

E(R)

Rf

s

m

Figure 2
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and French (1992) find that there is little relation

between average stock returns and b after con

trolling for the effects of size (measured by the

market value of equity) and the ratio of book value

of equity to market value of equity. For the UK,

Strong and Xu (1997) find that the only variables

that are consistently significant in explaining the

cross section of UK stock returns are book to

market equity and leverage. Results from these

and other studies suggest that models with more

than one factor are needed to explain average

stock returns. It is worth noting, however, that

Roll (1977), in his famous critique of tests of the

CAPM, argues that it is not possible to test the

CAPM. This is because a test of the CAPM

requires that the market portfolio be observable.

However, the market portfolio, which is a value

weighted portfolio of all assets, including non

traded assets, is not observable. Any test of the

CAPM is therefore only a test of whether the

ex post proxy chosen for the market portfolio

(usually a broad based equity index) is mean

variance efficient. Failure to accept that the

proxy is mean variance efficient does not mean

that the CAPM has been rejected. However,

results from empirical tests do not seem to be

sensitive to the use of broader proxies for the

market portfolio, such as portfolios that contain

equity and bonds.

Merton (1973) examines the Sharpe Lintner

CAPM in a continuous time setting and extends

the model to the case where the investment

opportunity set is stochastic. If the invest

ment opportunity set does not change over

time, Merton shows that a continuous time

version of the CAPM holds. However, if the

investment opportunity set is stochastic, Merton

shows that a multi beta CAPM results:

E(Ri � Rf ) ¼ bimE(Rm � Rf )þ bisE(Rs � Rf )

(5)

where the last term is the excess return on a

portfolio that hedges shifts in the investment

opportunity set. There is still a problem here,

however, as it is difficult to identify the hedge

portfolio.

The Arbitrage Pricing Theory (APT)

The unconditional CAPM and ICAPM are

equilibrium models derived from making as

sumptions about investor preferences. The arbi

trage pricing theory (APT) derived by Ross

(1976) uses no arbitrage arguments to arrive at

an expression for expected returns. The no

arbitrage argument has found widespread usage

in finance (in pricing options and examining the

impact of capital structure on the value of the

firm, to name but two) and is intuitively straight

forward. In general, assets with the same system

atic risk should offer the same return. If they

do not, sell the overvalued assets short and

use the proceeds to invest in the undervalued

assets. This strategy, uses none of the investors’

wealth and the profit from the strategy is risk

free. It does insure, however, that the prices of

the assets will be driven back to their equilibrium

values.

Ross (1976) assumes that returns are gener

ated by the following k factor model:

Rit ¼ E(Ri)þ
Xk

j 1

bijFjt þ eit (6)

where Rit are the returns on asset i at time t, the

Fj are the systematic risk factors, bij is the sensi

tivity of the returns on asset i to factor j and eit is

the idiosyncratic return. Just as returns can be

separated into systematic and idiosyncratic com

ponents, so the variance of returns can be split

into that relating to the factors (systematic risk)

and that which is idiosyncratic. Since idiosyn

cratic risk can be diversified away, the expected

return is only influenced by systematic risk and

is given by

E(Ri) � l0 þ
Xk

j 1

bijlj (7)

where l0 is the return on the risk free asset and

lj is the price of risk for the jth systematic risk

factor and is the same for all assets. The risk

premium for asset i is given by
Pk

j 1 bijlj. (7)

will only hold as an equality if there is an infinite

number of assets, for only then will idiosyncratic

risk be completely diversified away. This is one

reason why Shanken (1982, 1985) questions

whether the APT is actually testable (but see

also Dybvig and Ross, 1985). Connor (1984)

shows that it is possible to derive a version of

the APT using equilibrium arguments.
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There has been a substantial amount of em

pirical work on the APT (for a review, see Con

nor and Korajczyk, 1995). One of the problems

faced in testing the APT is that the model is

silent on the number of factors, k, that are priced

and what these k factors actually are. One way to

test the APT is to use factor analysis (Roll and

Ross, 1980) or asymptotic principal components

(Connor and Korajczyk, 1988) to extract the

factors. One of the problems with this approach

is that since factor analytic methods are purely

statistical it is difficult to put an economic inter

pretation on the factors. Chen, Roll and Ross

(1986) overcome this problem by explicitly spe

cifying macroeconomic variables such as

expected and unexpected inflation, unexpected

growth in industrial production, the spread be

tween long term and short term interest rates

and the like, as the systematic risk factors. This

latter approach is not without its problems, how

ever, since there is little in the way of theory to

guide the choice of macroeconomic variables

that may be systematic risk factors. It is perhaps

not surprising, therefore, to find that different

studies find different macroeconomic factors to

be significant in explaining returns (compare the

factors found to be significant for the UK in

Clare and Thomas, 1994, and Antoniou, Gar

rett, and Priestley, 1998, for example.)

The Fama–French Three Factor

Model

Another multi factor model that has been pro

posed in the literature is the Fama–French three

factor model (Fama and French, 1993, 1996).

The three factor model is motivated by the em

pirical finding that size and the ratio of book to

market equity have consistent and significant

explanatory power for US stock returns at the

very least (Fama and French, 1992, 1993). The

Fama–French three factor model is

E(Ri) ¼ Rf þ b[E(Rm)� Rf ]

þ siSMBþ hiHML
(8)

where SMB and HML capture the size and

book to market effects, respectively. SMB and

HML are factor mimicking hedge portfolios

constructed from stock returns. Details on how

these factors are constructed can be found in

Fama and French (1993). This model performs

very well empirically and is capable of explaining

many of the anomalies that the CAPM is not

capable of explaining, such as the overreaction

effect (see Fama and French, 1996). One pos

sible objection to the model is that it is an

empirically drivenonedesigned to capture anom

alies such as the size effect that the CAPM is

incapable of explaining. Fama and French

(1995), however, argue that the premia associ

ated with SMB and HML are consistent with a

multi factor version of Merton’s ICAPM. Bren

nan, Wang, and Xia (2004: 1744) argue that to

interpret significant risk factors in the light of

the ICAPM, the factors must not just be correl

ated with returns but should be innovations in

the state variables that predict future returns in
novations. The evidence in Liew and Vassalou

(2000) that size and book to market predict eco

nomic growth (GDP) suggests that SMB and

HML might indeed be proxies for the hedge

portfolio in Merton’s ICAPM.

The Conditional CAPM

The asset pricing models considered so far are

unconditional in that they are models of the

cross section of average asset returns at a point

in time. Implicit in these models is the assump

tion that expected returns and bs are constant.

However, it does not seem unreasonable to sup

pose that expected returns and risk change over

time as the economy moves through phases of

the business cycle, for example. The conditional

CAPM (Harvey, 1989) allows for this by con

ditioning expected returns at time t on the

information available at time t � 1 when the

expectation is formed. This allows expected

returns and risk to change from period to period

as new information arrives. The conditional

CAPM is given by

E(Rit �RftjZt�1)¼
(sim,tjZt�1)

(s2
m,tjZt�1)

E(Rmt �RftjZt�1)

(9)

where Rjt is the return on asset j at time, sim is

the covariance t, and Zt 1 is the information set

available when the expectation about excess

returns in time period t are formed. Z contains

variables such as the aggregate dividend yield,
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measures of the term structure, the differential

between the return on three month treasury

bills, and the return on one month treasury bills,

and other variables that may capture movements

in the business cycle or predict excess stock

returns.

The Consumption CAPM (CCAPM)

The CCAPM (Lucas, 1978; Breeden, 1979) con

siders the intertemporal portfolio and consump

tion choices of a single ‘‘representative agent’’

investor. Investors choose consumption and in

vestment to maximize the expected present

value of the utility of consumption (Hansen

and Singleton, 1982):

Et

X1
j 0

dtU(Ctþj)

" #
(10)

subject to

Ct þ
XN
j 1

PjtQjt �
XN
j 1

(Pjt þ Djt)Qjt i þWt

(11)

where ct is consumption in time period;

0 � d � 1 is the discount factor; U( � ) is a

strictly concave utility function with @U(Ct)
@Ct

> 0

and @2U(Ct)

@C2
t
< 0; Pjt is the price of security j at

time t; Qjt is the quantity of security j held at

time t; Djt is the dividend paid on security j at

time t, and Wt is exogenously given labor income

at time t. The first order condition is

PjtU
0(Ct) ¼ dEt[(Pjtþ1 þ Djtþ1)U

0(Ctþ1)] (12)

where U 0(Ct) is the first derivative of U with

respect to consumption. Rewriting (12) as

Et d
U 0(Ctþ1)

U 0(Ct)
Rjtþ1

� �
¼ 1 (13)

gives us a general form of the CCAPM. Assump

tions about the form of the utility function and

distributional assumptions about asset returns

and consumption then lead to an estimable

model. For example, assuming that investors

have time separable preferences and constant

relative risk aversion, then a utility function of

the form U(Ct) ¼ C
1 g
t 1

1 g where g is the coeffi

cient of relative risk aversion gives

Et d
Ctþ1

Ct

� � g

Rjtþ1

� �
¼ 1 (14)

and assuming that asset returns and consump

tion are conditionally lognormally distributed

gives

Et(ri,tþ1)þ ln d� gEt(Dctþ1)þ
0:5(s2

ri
� g2s2

Dc � 2gsri,Dc) ¼ 0
(15)

where ri; tþ1¼ ln (1þRi; tþ1), Dctþ1¼ ln (Ctþ1=
Ct), and si; j is the covariance between i and j. If

the CCAPM holds for all assets, it must hold for

risk free as well as risky assets. In terms of

returns on a risky asset in excess of the risk free

rate, we therefore have

Et(ritþ1 � rftþ1)þ
s2

i

2
¼ gsic

or

lnEt
1þ Ritþ1

1þ Rftþ1

� �
¼ gsic

which states that excess returns are a function of

the covariance between asset returns and con

sumption growth rather than returns on the

market portfolio. Unfortunately, the empirical

evidence does not lend support to the CCAPM.

See chapter 8 in Campbell, Lo, and MacKinlay

(1997) for further details on the CCAPM,

while Cochrane (2001) offers a more advanced

but very readable treatment of asset pricing

models.
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price/earnings ratio

Michelle A. Romero

The price/earnings (P/E) ratio is a valuation

tool calculated as current stock price divided by

annual earnings per share. The earnings state

ments from the previous 12 months are typically

used, although P/E forecasts are calculated with

12 month earnings estimates. P/E can be used

to value individual stocks or the market as a

whole.

Corporate P/E

The P/E ratio is used as a fundamental bench

mark to relate a stock’s price to corporate per

formance. The company’s management may

influence the ratio through accounting practices,

the management of growth and market expan

sion, and the capital structure. The price, how

ever, is driven by the investment community’s

confidence in the predictability of stable or opti

mistic earnings. This sentiment reflects projec

tions about earnings, profitability, and cost of

capital, as well as intangible factors such as con

fidence in the quality of management and the

prospects of the industry.
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Graham andDodd (1934) cite themultiplier of

ten as the historically accepted valuation standard

before the 1927–9 bull market. Given the volatil

ity of the elements affecting P/E, it is impossible

to adhere to firm parameters of ‘‘acceptable’’

rates of valuation. High P/E ratios, which may

be 25/1 or more, are to be expected for growth

stockswith a promising outlook. P/E ratios in the

range of 20/1 may be expected for moderate

growth companies with stable earnings.

It is difficult to compare P/E values for com

panies from one country to another. Differing

accounting conventions and methods to state

earnings and value assets contribute to distor

tions which may be hard to control for. Cultural

biases towards understating or inflating earnings

also affect the validity of comparison.

In the research of stock performance, the P/E

ratio has been examined theoretically as it is

correlated to other factors such as risk, firm

size, and industry effects. The efficient market

hypothesis states that security prices reflect all

current and unbiased information and that secur

ities with higher risk should bring higher rates of

return. Basu (1977) examined the investment

performance of stocks and determined that low

P/E portfolios earned higher risk adjusted rates

of return than high P/E securities, thus indicat

ing market inefficiency. Banz (1981) examined

the ‘‘size effect’’ and determined that small firms

have higher risk adjusted returns than large

firms, and that P/E may be a proxy for the size

effect. Peavy and Goodman (1983) showed that

stocks with low P/E multiples outperform high

P/E stocks after controlling for the ‘‘industry

effect’’ which occurs when characteristically

low or high P/E industries skew the results in

an analysis of an undifferentiated group.

Market P/E

The P/E ratio of the S&P 500, FT A 500, or

other market indices may be examined as a pre

dictor of future market profitability as a whole.

Bleiberg (1989), however, could conclude only

generally that based on historic P/E ratios of the

S&P 500 and the distribution of subsequent

returns, stock returns will be higher (lower) in

the periods following low (high) P/E multiples,

and that the market will do better as the P/E

ratio falls. He illustrated that from 1959 to 1965

the S&P produced an annualized rate of return

of 11.1 percent, despite the fact that the P/E

ratio never fell below 16 and quite often hovered

at highs between 18 and 22.

The P/E ratio serves best as an indicator of

the present sentiments of the investment com

munity, either with respect to one stock or the

market as a whole. It can swing with volatility up

or down based on the intangible values and esti

mates used to judge the premium of an issue

or the health of the general investing climate.

Although general inferences can be made about

the patterns which emerge from the trends of

the P/E ratio movement, there is no clear evi

dence that it can be reliably used to profitably

time the market.
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price momentum and overreaction

Weimin Liu

One of the most intriguing properties of stock

market behavior is that stock returns measured

over intervals of less than a year (3 to 12 months)

exhibit positive serial correlation, or price mo

mentum. That is, stocks tend to repeat their

performance in the past 3 to 12 months over

the next 3 to 12 months. To exploit this phe

nomenon, investors should buy past intermedi

ate term (3 to 12 months) winning stocks and

sell past intermediate term losing stocks.

The most influential paper examining the

momentum investing strategy is Jegadeesh and

Titman (1993). They examine 16 momentum

strategies based on the US stock market over
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the period 1965 to 1989 and find that each strat

egy can generate significant abnormal returns.

For instance, a 6� 6 momentum strategy, which

buys an equally weighted portfolio of stocks

in the highest decile of price performance over

the previous six months and sells an equally

weighted portfolio of stocks in the lowest decile

of price performance over the prior six months

and holds these positions for the subsequent six

months, realizes a significant profit of about

1 percent per month on average. Fama and

French (1996) find that the price momentum

effect is robust to controlling for risk using

their three factor model.

The price momentum effect is also found in

major markets throughout the world. Rouwen

horst (1998) finds that return continuation is

present in 12 European countries, and an inter

nationally diversified price momentum strategy

earns returns of around 1 percent per month,

which is very close to the return that Jegadeesh

and Titman (1993) report for the US. Liu,

Strong, and Xu (1999) show that significant

price momentum profits are available and robust

to various risk controls in the UK over the

period 1977 to 1998.

The striking presence of the price momentum

effect across different markets worldwide repre

sents strong evidence against the efficient

markets hypothesis—a cornerstone of modern

finance—at the most basic level. Consequently,

numerous empirical studies have explored the

sources of these apparent momentum profits.

These explorations generally fall into three cat

egories. The first tries to offer rational explan

ations for apparent momentum profits. Studies

in this category explain apparent momentum

profits as arising from such factors as compen

sation for growth rate risk (Johnson, 2002) and as

a manifestation of time varying expected returns

(Chordia and Shivakumar, 2002). The second

eschews rationality in favor of behaviural

explanations. Examples here include Daniel,

Hirshleifer, and Subrahmanyam (1998) and

Hong and Stein (1999). The third category

examines the extent to which price momentum

is a manifestation of other effects. Examples of

other effects include earnings momentum

(Chan, Jegadeesh, and Lakonishok, 1996) and

industry momentum (Moskowitz and Grinblatt,

1999).

It is apparent that if the momentum profits are

due to the last two sources, the momentum

strategy should be exploitable. On the other

hand, the momentum effect can be regarded as

an illusion if it is due to the first source, since the

significant momentum profits reflect compen

sation for bearing higher risk.

While researchers have not reached a consen

sus on what generates momentum profits, recent

studies have shown that liquidity risk (ignored in

the CAPM and Fama–French three factor

model) is important in explaining the cross

section of asset returns. Pastor and Stambaugh

(2003) find that momentum profits are less at

tractive after accounting for four factors: the

Fama–French three factors plus a liquidity

factor. Liu (2004) shows that both winning and

losing stocks tend to be less liquid. Liu (2004)

concludes that the momentum strategy is un

likely to be profitable or implementable because

of the practical difficulty of short selling illiquid

losing stocks.

An alternative to the momentum strategy is

the contrarian strategy. Researchers have shown

that the contrarian strategy of buying past losing

stocks and selling past winning stocks is profit

able over short term (less than a month) or long

term (three to five years) horizons. The classic

papers examining the contrarian investment

strategy are DeBondt and Thaler (1985) for the

long term overreaction hypothesis, and Lo and

MacKinlay (1990) (among others) for the short

term return reversals. However, contrarian

profits either over the short term or the long

term have been largely explained by subsequent

studies. Jegadeesh and Titman (1995) provide

evidence that the short term return reversal is

related to the bid–ask spread. Fama and French

(1996) claim that their three factor model cap

tures the reversal of long term returns docu

mented by DeBondt and Thaler (1985).
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privatization options

Vihang R. Errunza, Sumon C. Mazumdar, and

Amadou N. R. Sy

Over the last decades, the sales of state owned

enterprises (SOEs) have reached dramatic levels

on a worldwide scale. However, there is no con

sensus over the optimal means and financial

strategies that are necessary for a successful pri

vatization. Moreover, the empirical evidence

regarding the ‘‘success’’ of privatizations in

achieving their stated objectives has been

mixed. Studies such as those conducted by Kay

and Thompson (1986) argue that privatizations

did not promote economic efficiency. However,

empirical analyses such as Megginson, Nash,

and Van Randenborgh (1994) suggest otherwise.

Alternative Methods of Privatization

At the theoretical level, there is no model that

explains the diversity of the methods of sale. It is

generally accepted that there is no single ‘‘best’’

method and that each case should be examined

on its own merit (Baldwin and Bhattacharyya,

1991).

Public offerings of shares This option involves the

partial or complete sale to the public of an SOE’s

shares. It frequently dominates alternate modes

of privatization and has often been of record

breaking proportions. The offer can be on a

fixed price basis, in which case the issuer deter

mines the offer price before the sale. Perotti and

Serhat (1993) find evidence from 12 countries

that such sales tend to be made at highly dis

counted fixed price offerings. Alternatively, the

offer can be made on a tender basis, where

the investors indicate the price they are willing

to pay.

Private sales of shares In a private sale of shares,

the government sells the shares to a single entity

or a group. The sale can be a direct acquisition

by another corporate entity or a private place

ment targeting institutional investors. Meggin

son, Nash, and Van Randenborgh (1994) point

out that France and Mexico systematically used

this method to transfer ownership to a few large

‘‘core’’ shareholders.

Pricing strategies involve a negotiation or a

competitive bidding process. The disclosure

policy can be an auction.

Cornelli and Li (1995) warn that the investor

with the highest bid may not necessarily be the

one who will run the privatized firm in the most

efficient way. They give examples of Fiat, Mer

cedes Benz, and Volkswagen, which acquired

majority stakes of several Eastern European car

makers. These companies may not necessarily

believe that the acquired factories per se have

great potential value. They may have been mo

tivated to acquire them mainly to gain a foothold

in local markets.

Private sale of SOEs’ assets The transaction ba

sically consists of the sale of specific assets rather

than the sale of the company’s shares.
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Fragmentation This method consists of the re

organization of the SOE into several entities that

will be subsequently privatized separately (e.g.,

the break up of a monopoly).

New private investment in an SOE This operation

takes place when the government adds more

capital by selling shares to private investors,

usually for rehabilitation and expansion pur

poses. This method dilutes the government’s

equity position.

Management and employee buyout This transac

tion refers to the new acquisition of a controlling

interest in a company by a small group of man

agers. Employees can also acquire a controlling

equity stake with or without management. The

assets of the acquired company are usually used

as collateral to obtain the financing necessary for

the buyout.

Leases and management contracts These options

involve a transfer of control, rather than owner

ship, to the private sector. In a lease, the lessee

operates the SOE’s assets and facilities and bears

some burden of maintenance and repair in ex

change for a predetermined compensation. The

lessee has to make the payment regardless of the

profitability of the firm.

The management contractor, on the contrary,

assumes no financial responsibility for the

running of the enterprise. A World Bank

report (1995) found that although management

contracts have not been widely used, they were

generally successful when attempted. Using

a worldwide search, they found only 150

management contracts, mainly in areas where

output is easily measurable and improvements

tangible.

For a review of the techniques discussed

above, see Vuylsteke (1988).

Mass privatization Mass privatization is very

popular in Eastern Europe and other former

centrally planned economies in Central Asia. It

involves a rapid give away of a large fraction of

previously state owned assets to the general

public. Boycko, Shleifer, and Vishny (1994)

cite numerous examples of mass privatization,

such as free grants of shares to workers and

managers in the enterprises employing them;

distribution of vouchers to the whole popula

tion, with the subsequent exchange of those

vouchers for shares in SOEs; and free grants of

shares of mutual funds, specially created to

manage a portfolio of shares of SOEs, to the

whole population.

Pre- and Post-Privatization Options

If the chosen method is through a public equity

offering, the government and the new manage

ment have several pre and post privatization

options concerning the strategy to maximize

the revenues from such a privatization. Errunza

and Mazumdar (1995) assume that a SOE’s debt

may be perceived as a junior secured debt con

tract. Thus, the risk premium on a SOE’s debt is

less than that of a comparable private firm. This

difference in risk premium is the value of the

government’s loan guarantee. When a SOE is

privatized, this guarantee may be potentially

removed, leading to a wealth transfer from debt

holders to equity holders. Other factors such as

production efficiencies, monopoly power, gov

ernment debt guarantees, tax shields, and bank

ruptcy costs affect the value of this loan

guarantee and hence the potential gains from

privatization. Errunza and Mazumdar (1995)

believe there are various optimal government

financial strategies that would maximize the

gains from privatization:

1 The value gains from privatization are likely

to be relatively smaller when implemented

by governments with overall riskier public

sector operations. Further, the government

should prioritize its privatization program by

selling off its most heavily subsidized firms.

2 The government should prioritize its privat

ization program by selling off firms from

minor sectors first, and under certain condi

tions, the government could improve the

valuation gains to equity holders by under

taking riskier investment strategies prior to

privatization. Similarly, value gains from a

privatization are higher for firms with the

highest levels of debt.

3 A more active role by the government in the

management of the company even after pri

vatization may not necessarily be detrimental

to the firm’s shareholders, since it may en

hance tax shields and wealth transfers from

debt holders. Moreover, to maintain SOE

ownership in domestic private hands, appro
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priate tax subsidies and restrictions should

be considered.

4 SOEs that were well managed prior to pri

vatization, or have fully exploited any mon

opoly power in the product market, or may

be handicapped with bureaucratic malaise or

trade union pressures after privatization,

would be less attractive to investors, ceteris
paribus. Indeed, the prospects for the new

management, of capitalizing on unrealized

gains would be smaller under these scenarios.

5 If post privatization bankruptcy costs are

significant, then the firm may be forced to

reduce its debt level as well as opt for safer

investments. The first hypothesis is empiric

ally validated by Megginson, Nash, and Van

Randenborgh (1994).
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program trading

John Board and Charles Sutcliffe

The New York Stock Exchange defines a pro

gram trade as the simultaneous trading of at least

15 stocks with a total value of over US$1 million

and, since May 1988, has required the reporting

of program trades, classified under 17 categories.

These categories include index arbitrage, which

accounted for half of NYSE program trading in

1989 (Quinn, Sofianos, and Tschirhart, 1990),

index substitution, portfolio insurance, tactical

asset allocation, and portfolio realignment.

During June 1989, the average program trade

on the NYSE was valued at US$9 million and

involved shares in 177 different companies

(Harris, Sofianos, and Shapiro, 1990). Program

trading is neither defined nor recorded by the

London Stock Exchange.

The 1987 stock market crash was initially

blamed on program trading in general, and port

folio insurance in particular (Brady, 1988). This

blame was based on the possible market impact

of these very large trades, and on the feature of

some portfolio strategies which require selling

(buying) a basket of shares in an already falling

(rising) market, so amplifying the initial price

movement. However, the general conclusion

from a large number of subsequent studies

(Miller, 1988; Furbush, 1989) is that there is

little theoretical or empirical evidence to support

this view. Subsequent NYSE regulations limit

the scope and nature of program trading (e.g., by

limiting the use of the Super DOT system)

during unusual market conditions.

Program trading involves the simultaneous

trading of a basket of shares, and this may or

may not involve computers. Although index arbi

trageurs use computers both to monitor the rela

tionship between actual andno arbitrage prices in

real time, and to deliver the program trading

instructions to the floor of the NYSE (via Super

DOT), many non program traders also rely on

computers to provide information on trading op

portunities and to submit orders to trade.

One effect of program trading may be to in

crease the measured volatility of a market index

based on trade prices. Usually, roughly equal

numbers of shares in the index will have been

bought and sold so that the bid–ask spread tends

to cancel out. However, just after a program

trade to buy (sell) many shares, most of the

prices used in the index calculation will be ask

(bid) prices and movements in the index will be

exaggerated by about half the bid–ask spread.

A different effect is that a program trade
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temporarily insures that most of the last trade

prices are recent, so removing the ‘‘stale’’ price

effect (which biases measured volatility down

wards). While both of these effects will increase

measured volatility, neither of them implies any

economically adverse consequences of program

trading.

Modest increases in measured US stock

market volatility associated with program

trading have been found by Duffee, Dupiec,

and White (1992) and Thosar and Trigeorgis

(1990), while Grossman (1988) found no such

increase. A modest increase is consistent with

the bid–ask and stale price effects (Harris, Sofia

nos, and Shapiro, 1990).
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project financing

Reena Aggarwal and Ricardo Leal

During the next decade it is estimated that much

more than US$1 trillion will be needed to

finance power projects, transport facilities, and

other infrastructure around the world. Privatiza

tion continues to create a large demand for cap

ital. International consortiums are being formed

to finance these large projects. The project

finance industry, while it has matured consider

ably, still faces tremendous risk. Commercial

banks were the traditional source of funding for

project finance until 1990, when investment

bankers started taking large deals to capital

markets. Besides traditional project financiers,

companies and developers are also turning to

pension funds and limited partnerships for cap

ital.

In a general loan, the issuance of securities or

simply borrowing the money and the payment of

the loan are not specifically associated with the

cash flows generated by a given project or eco

nomic unit. Generally, loan collateral does not

have to be generating income to pay for the loan.

In contrast, cash flow from the operation of the

project is the sole source of return to lenders and

equity investors in project financing. The pro

ject may be supported through guarantees,

output contracts, raw material supply contracts,

and other contractual arrangements.

In project financing, securities are issued or

loans are contracted that are directly linked to

the assets and the income generating ability of

these assets in the future. In other words, project

financing means that securities are issued or

loans are contracted that are based on the

expected income generation of a given project

or economic unit. By the same token, the collat

eral, if any, are the assets related to the project or

belonging to the economic unit. A project is

financed on its own merits and not on the general

borrowing ability of the economic unit that is

sponsoring it.

Project financing may be called off balance

sheet financing because it may not affect the

sponsor’s income or balance sheet. It has no

effect on the sponsor’s credit rating as well be

cause the financing is not provided based on the

income generation ability of the sponsor and

does not use the sponsor’s assets as collateral.

The sponsor of the project to be financed has

to show its commitment and possibly give guar

antees to the lenders on the repayment of the

loans. It is obvious that the lenders will agree to

project financing only if they have some sort of
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commitment from the sponsor, which is the

economic unit with assets in place and

borrowing power, to back up the project finan

cing and to carry out the projects execution

properly. So project financing does not mean

that the project is totally independent from the

sponsors, who have to show commitment to

the project to satisfy the lender’s assessment

of the project’s credit risk.

Sometimes a project cannot be financed off

the balance sheet if it has not yet commenced.

Lenders use standard credit analysis tools to

verify the project’s attractiveness. They do not

see the project as equity or as venture capital.

Therefore, the sponsor may have to commit

resources at the initial stages of the project to

get it off the ground and later seek off balance

sheet financing.

There are many reasons for the sponsor to

look for project financing. In general, a sponsor

would prefer not to have the project reported on

its balance sheet, so that it does not affect its

financial ratios or credit standing. The sponsor

desires that its credit risk and that of the project

be judged independently. There could be many

reasons why the sponsor would seek project fi

nancing, including advantages available only to

the project. Some sources of subsidized or favor

able financing may only be available for the

project itself. The project may be able to meet

legal and other restrictions while the sponsor

may not. This type of situation often arises

when the project is being carried out in a foreign

country or in areas of business with special

needs.

Project financing is made up of the securities

or loans that are contracted by the project, the

sponsors, and other institutions that may be

involved. The securities can be any type of

debt securities, from the usual short term and

long term securities such as commercial paper

or bonds to other securities particularly designed

to tap a specific source or to capture a specific

advantage provided by the project. The entities

involved may also make a difference. Sometimes

it may be better that one of the sponsor’s subsid

iaries or associated joint ventures will carry out

or provide guarantees to the project.

Designing project financing involves execut

ing the appropriate credit analysis of the project

with conservative estimates, assessing all the

legal, tax, and any other relevant restrictions

and advantages stemming from the nature of

the project, selecting institutions or entities

that should participate in the project in its dif

ferent stages, and determining the securities and

types of loans that will be issued. Project finan

cing is a type of financial engineering and par

ticipants must carefully analyze several issues,

including the economics of the transaction,

sponsorship, construction, technology, and en

vironmental needs.

Several changes have occurred related to the

sources and access to economic development for

project financing. Capital constraints are in

creasing the cost of doing business, and lenders

are requiring additional recourse and guarantees.

Equity capital is tight and bank credit criteria

have been tightened. Many commercial lending

institutions are constrained by regulatory or re

serve requirements or internal policies in lend

ing to projects in developing nations as a result of

country, political, currency, and other risks as

sociated with such lending. Successful financing

of projects in developing nations will often re

quire support from the host nation.
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real options

Dean A. Paxson

Real options are opportunities (or commitments)

to acquire or develop or dispose of real assets at a

price determined (or estimated) in the present

but settled, or delivered, in the future. Like

financial options, there is conceptually an under

lying asset, or liability, that determines the

option value at termination, but unlike financial

options, real options are not commonly traded,

are often difficult to identify, and may involve

more complex methods for valuation.

Real option theory has been applied to a wide

variety of characteristic aspects of projects, in

cluding deferring investment commitments,

choices in selection, sequential alternative

actions, follow on investment opportunities,

and flexibility in projects (including mainten

ance and/or abandonment).

There are several extensive surveys of real

option valuation and applications (e.g., Sick,

1989; Trigeorgis, 1993; Dixit and Pindyck,

1994). This introduction will only cover some

critical articles in the development of real option

theory, showing some generic analytical solu

tions and some common applications.

Jevons (1871) was arguably the first to identify

real (environmental) options in the prospective

utility of a commons which ‘‘might be allowed to

perish at any moment, without harm, if we could

have it recreated with equal ease at a future

moment, when need of it arises.’’ Although

Merton (1973) believed options are ‘‘relatively

unimportant financial securities,’’ he also be

lieved that a theory of contingent claims pricing

could lead to a unified theory of (speculative)

markets and the term and risk structure of inter

est rates. Myers (1977) showed that option an

alysis is an appropriate valuation technique for a

firm’s growth opportunities; Banz and Miller

(1978) applied the theory for state contingent

claims to practical capital budgeting; Mason

and Merton (1985) argued that the flexibility of

a project is ‘‘nothing more (or less) than a de

scription of the options made available to man

agement.’’ McDonald and Siegel (1986) studied

the optimal timing of investment in an irrevers

ible project; Majd and Pindyck (1987) modeled

sequential investment decisions and outlays; and

Ingersoll and Ross (1992) argued that almost

every project competes with itself postponed,

with uncertainty in interest rates.

The valuation of real options is dependent on

assumptions regarding the life, variable stability,

and payouts on the underlying inputs. This is a

short menu of some analytical solutions for real

options of increasing complexity.

Almost all contingent claim pricing models

commence with some basic assumptions

regarding the diffusion process for the under

lying asset of the contingent claim. In line with

the conventional approaches, assume that the

present value (P) of future cash flows for a pro

ject follows a diffusion process such that:

dP ¼ m(P)dt þ s(P)dzp (1)

where m ¼ the drift rate of the underlying asset,

s ¼ the annualized standard deviation of P and

dzp ¼ a Wiener process with zero drift and unit

variance.

Many authors have provided solutions for the

value of any contingent W(P) claim on such a

(more valuable) asset as:

0:5s2Wpp þ (rP D)Wp rW þWt þ D̂D ¼ 0 (2)

where the subscripts denote partial derivatives, r
is the riskless rate, D is the net payout to the



holder of the underlying asset, and Da is any

payout on any asset converted into the more

valuable asset.

If the real option is a finite life European

option, and the underlying asset value is lognor

mally distributed with a geometric diffusion pro

cess (that is m(P) ¼ m and s ¼ s�(P)) and D is

proportional to the price, Merton (1973) showed

an analytical solution as:

W (P) ¼ e dTPN(d1)

� e rTKN(d2)þ
D̂D

r
(1� e rT )

(3)

where N() is the cumulative density formula for

a normally distributed variable with zero mean

and unit variance, and

d1 ¼
ln (e dTP=K)þ (r þ 0:5s2)T

s T
p (4)

and

d2 ¼ d1 � s T
p

(5)

where K ¼ the ‘‘exercise’’ price of the option,

T ¼ the time to expiration, and d ¼ the divi

dend expressed as a continuous return.

If the real option is a perpetual American

option, which might be exercised at any time

and the project value follows a lognormal pro

cess, a solution provided by various authors,

including Sick (1989), is:

W (P) ¼ D̂D

r
þ P�

g
P

P�

� �g

(6)

where

P� ¼ g
g� 1

K þ D̂D

r

 !
(7)

and

g ¼ 0:5þ d� r

s2
þ 0:5þ d� r

s2

� �2

þ 2r

s2

s
(8)

For a similar perpetual real option, with nor

mally distributed prices, Sick (1989) provides

an easy solution as:

W (P) ¼ D̂D

r
þ 1

g
eg (P P�) (9)

where

P� ¼ D̂D

r
þ K þ 1

g
(10)

and

g ¼ lB� mþ (lB� m)2 þ 2rs2
p

s2
(11)

B is the value beta of the underlying asset,

B ¼ s(P)r(dzpanddzmarket), and l is the risk

aversion coefficient.

The case where there is a required invest

ment, rather than an exercise price for the real

option, and both the investment cost and the

present value of the project are risky, is de

scribed by various authors, including Quigg

(1993). Suppose the investment cost (X) follows

a stochastic process:

dX

X
¼ axdt þ sxdzx (12)

and the value of the project P follows a similar

process:

dP

P
¼ (aP � x2)dt þ sPdzP (13)

where x2 are the payouts on the project, and rdt
is the constant correlation between dzX and dzP.

Also assume that the drift rates of X and P can be

represented as nX and nP, that is expected future

cash flows under risk adjusted probabilities, dis

counted at the risk free rate, and the risk aversion

coefficients for X and P are constant parameters,

lX and lP.

The value of such a real option V (P, X) is

1

2
s2

XX2VXX þsXPXPVXPþ
1

2
s2

PP2VPP

þ nXXVX þ nPPVP� rV þbP¼ 0

(14)

where b is any annual investment expense (such

as alternative or opportunity costs).

For simplification, let z ¼ P=X and W (z) ¼
V (X,P)=X, the relative value of the project

option to the investment costs, and
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!2 ¼ s2
X � 2rsXsP þ s2

P (15)

Then equation (15) is simplified as:

1

2
!2z2W 00 þ (np � nx)zW

0

þ (nx � r)W þ bz ¼ 0

(16)

In solving this differential equation, assume

there is a ratio of project value to the investment

costs z�, at which it is optimal to commence

production, and that there are certain other

boundary conditions. The solution is:

V (P,X) ¼ X(Azj þ k) (17)

where

A ¼ (z� � 1� k)(z�) j (18)

z� ¼ j(1þ k)

(j � 1)
(19)

k ¼ bz

(r � nx)
(20)

j ¼ ! 2(0:5!2 þ nx � np

þ [!2(0:25!2 � np � nx þ 2r)

þ (nx � np)
2]0:5)

(21)

Quigg (1993) applied this model to value devel

opment land; Capozza and Sick (1991) used a

real option approach to explain part of the dis

count between leased and ‘‘fee simple’’ (free

hold) land; and Williams (1995) extended real

option theory to price real assets with costly

search.

Several authors have built on Jevons’s real

option valuation of natural resources. Brennan

and Schwartz (1985) determined not only the

value but also the optimal development, man

agement, and abandonment decisions regarding

mining projects; Paddock, Siegel, and Smith

(1988) valued offshore petroleum leases; and

Bjerksund and Ekern (1990) valued several se

quences of petroleum development projects.

Finally, research and development, where

there is substantial uncertainty regarding both

the research budget and the discovery value,

is modeled in Newton, Paxson, and Pearson

(1996). Other areas of production and equip

ment flexibility are modeled by many authors,

such as Triantis and Hodder (1990). Real

options are explicit or implicit in many areas of

finance, as well as ordinary life, so future re

search will no doubt cover complex and exotic

applications.
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regulation of US equity markets

Paul Seguin

The basic concept underpinning much of US

federal securities regulation is disclosure regula

tion. An alternative form of regulation, ignored

by Congress but used by some states, is based on

the concept of merit regulation, where govern

ment judges the quality of an investment. Thus,

federal securities laws are unlike, say, drug regu

lation by the FDA, where a government agency

approves new drugs.

Equity market disclosure is regulated mainly

through the Securities Act of 1933 (1933 Act)

and the Securities Exchange Act of 1934 (1934

Act). The 1933 Act concentrates on the regula

tion of distribution of securities in the primary

market, while the 1934 Act concentrates on se

curity distribution in the secondary market.

The 1933 Act requires significant disclosures

at the time a firm plans to issue new publicly

traded securities in an effort to prevent fraud in

the sale of new securities. Under the 1933 Act, a

firm issuing securities to the public must follow

a prescribed registration process. The issuing

firm (aided by investment banks) prepares regis

tration documents that require approval by the

Securities and Exchange Commission (SEC)

before the securities can be sold. A prospectus,

the major component of this set of registration

documents, must be disseminated to all potential

investors. The prospectus details the issuer’s

businesses and properties, significant provisions

of the securities offered, and the management of

the issuer, as well as providing financial state

ments that have been certified by independent

public auditors. In addition, due diligence re

quires anyone who signs a registration statement

to investigate the accuracy of the information

within the document. The SEC examines com

pleted registration documents for compliance

with disclosure requirements. Once the docu

ments are approved by the SEC, the offering

can be made to the investing public.

Federal securities laws also regulate under

writer behavior during the selling period,

specifically the act of price stabilization. ‘‘Stabil

ization’’ covers numerous practices, but the

commonly accepted definition, outlined in a

1940 SEC release, is ‘‘the buying of a security

for the limited purpose of preventing or

retarding a decline in its open market price in

order to facilitate its distribution to the public.’’

Although the SEC recognized that stabilization

was a form of manipulation, under Section

9(a)(6) of the Securities Exchange Act of 1934,

the SEC deemed stabilization activities as neces

sary to offset a temporary market glut of secur

ities. Rule 10b 7 of the 1934 Act regulates the

stabilization activities of participants in an

offering at the time of distribution. First, the

intent to stabilize must be disclosed in the pro

spectus. Second, a valid stabilizing bid must not

exceed either the bid of the highest independent

bidder or the offer price. Third, stabilization

must cease once the offer is ‘‘distributed,’’ that

is, when all offered securities are in the hands of

the investing public.

The 1933 Act applies to all securities offered

to the public in the USA and outlines penalties

for deficient registration statements. However,

there are exemptions to the provisions of the

1933 Act, including offerings to limited numbers

of sophisticated investors (‘‘private place

ments’’), intrastate offerings which are instead

regulated by the individual states, certain gov

ernment issued securities, and certain small of

ferings. Securities offered under one of these

exemptions are unregistered and so cannot gen

erally be resold. This inherent lack of secondary

market liquidity adversely affects the primary

market value of these securities. To mitigate

this problem, the SEC adopted Rule 144A,

which allows for some secondary trading of se

curities issued under an exemption, but only

among qualified institutional buyers. Rule

144A offers are subjected to significant disclos

ure and SEC scrutiny.

regulation of US equity markets 165



One intention of the provisions in Rule 144A

is to aid foreign issuers of securities. These firms

face severe restrictions when issuing securities in

the USA, most notably in complying with US

registration requirements and accounting stand

ards. Although US exchanges such as the NYSE

and Nasdaq would prefer exemptions from some

restrictions for foreign issuers, the SEC has

resisted most exemptions.

The second major security Act is the 1934

Act, which is primarily concerned with the sec

ondary market. Though the 1934 Act has been

amended often in response to changing condi

tions, the theme behind the 1934 Act is, as with

the 1933 Act, disclosure. The 1934 Act requires

periodic reporting, including 10K filings, by

firms with publicly traded securities. Though

most regulation of corporate governance is at

the state level, the 1934 Act provides for some

federal regulation of corporate governance with

regulations on proxy solicitations and tender

offers. Proxy rules govern (1) what must be

contained in a proxy solicitation and (2) what

contact between a firm and shareholders or be

tween shareholders is considered a proxy solici

tation (and is thus subject to regulation). Tender

offer regulations, formulated in 1968 with the

Williams Act, extend disclosure requirements to

anyone making a tender offer for a firm and to

investors who hold over 5 percent of the shares

of a firm.

Furthermore, the 1934 Act regulates insider

trading, short selling, fraudulent, or manipula

tive acts, and margin requirements. The 1934

Act, as amended by several SEC rules, defines

both financial fraud and insider trading. Under

the 1934 Act, margin accounts and margin eligi

bility are regulated by both the SEC and the

Federal Reserve Board. The current initial and

maintenance margin rates are 50 percent and 67

percent, respectively. That is, a qualified in

vestor may borrow up to 50 percent of the

value of a portfolio of margin eligible securities,

but is subject to a margin call if the value of this

portfolio falls to or below 67 percent of its ori

ginal value. Margin eligible securities are secur

ities listed on the NYSE, Amex, or Nasdaq’s

National Market, as well as other securities

deemed eligible by the Federal Reserve Board.

In addition, the 1934 Act regulates exchanges

and broker dealers. Under this act, exchanges

and broker dealers must register with the SEC,

which also monitors exchange rules.

Finally, the 1934 Act provided for the estab

lishment of the SEC, with powers to monitor

disclosure and enforce the securities acts and

other security laws. Securities regulations can

be enforced through three channels. First, the

SEC can seek injunctions and monetary penal

ties for violations of the securities acts. Second,

in many cases, violations of the securities acts

can lead to civil suits by private party plaintiffs.

Third, the Justice Department can pursue crim

inal penalties for certain violations of the secur

ities acts.

restructuring and turnaround

Nick Collett

Corporate restructuring and turnaround occurs

where there is a major rearrangement of stake

holder claims, possibly including a change of

control. The reason for restructuring is under

performance, either relative to industry norms,

leading to acquisition, or threatened survival, in

which case debtholders gain control and force

changes to protect their interests.

In the USA and UK the 1960s saw a merger

wave in which conglomerate mergers were a

prominent feature. By 1980 industrialists and

academics were questioning the performance of

large diversified groups, and the decade saw

considerable restructuring through divestments

and sell offs, leveraged buyouts, management

buyouts, and takeovers. The restructuring is

typically asset restructuring or financial (liabil

ity) restructuring, although a common theme of

all restructuring places greater onus on manage

ment to improve the company’s performance to

avoid takeover and the consequent loss of their

own control over assets.

Asset restructuring may involve the sale of

property or operating assets, and can be accom

panied by leaseback or simple outsourcing of

work which was formerly done using the assets

which have been sold. For example, the car

industry has outsourced increasing numbers of

components and design work, so that some

manufacturers are now primarily coordinators

of design, assembly, and marketing, relying on
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suppliers for the majority of inputs. Asset re

structuring also occurs when companies de

merge their activities, and distribute free shares

in subsidiaries to original shareholders to elim

inate a conglomerate discount. This is a common

way of disposing of non core activities, In the

UK, ICI did this with Zeneca, and both Wil

liams Holdings and Albert Fisher demerged car

dealerships, one by distributing free shares to

existing shareholders, and the other by selling

100 percent of the shares in the dealership to

institutions.

Financial restructuring changes the liability

side of the balance sheet and can generally take

two forms. First, debt can be swapped for equity

so that a company with a negative net worth

balance sheet is recapitalized. This reduces the

interest burden of the company and restores the

company to solvency, with the expectation that

at some point in the future dividends will be paid

again; but debt equity swaps dilute the interests

of original shareholders, possibly to the point

where control is lost. Alternatively, and typically

in management buyouts (MBOs) and leveraged

buyouts (LBOs), new capital structures are

created with a small proportion of equity and

substantial debt, some with security over desig

nated assets and some unsecured. These restruc

turings are often ‘‘going private’’ transactions in

which the company (or part of it) is bought out

by management or by new owners. The com

pany continues in private ownership until per

formance and general stock market conditions

allow a flotation at a price which gives investors

(and managers in MBOs) a suitably high return

(often 40 percentþ per annum in the first half of

the 1980s). Celebrated examples of new owner

ship restructurings which fall into the LBO

category because of the very high gearing associ

ated with the buyout are the Kohlberg, Kravis,

Roberts and Co. buyout of R. J. R. Nabisco and

the Isosceles buyout of Gateway. Many MBOs

are also LBOs because of the level of gearing (50

percent or more of total capital).

Almost all studies show that financial restruc

turing proposals benefit shareholders. DeAn

gelo, DeAngelo, and Rice (1984) find that

reprivatizing quoted companies gives sharehold

ers gains averaging more than 40 percent.

Kaplan (1989a) and Lehn and Poulsen (1989)

report similar results. Research into announce

ments of divestitures, spin offs, or liquidations

by Hite, Owers, and Rogers (1987), and Bagwell

and Shoven (1989) also show large premiums for

shareholders.

A number of explanations have been advanced

(and tested) for this market reaction. Tax savings

might occur if the restructured entity uses large

amounts of debt and achieves large tax deduc

tions on interest payments, at the same time as

lenders are not generating taxable profits (Gil

son, Scholes, and Wolfson, 1987). Overpayment

by investors may explain part of the premium in

post 1985 buyouts (Kaplan and Stein, 1991), but

does not provide an explanation for buyouts

analyzed before then. Transfers of wealth from

bondholders may occur, especially in refinan

cings involving increased leverage. Asquith and

Wizman (1990) report that bonds in such events

lose an average of 2.8 percent of their value, but

that this accounts for at most 6.8 percent of the

increase in equity value. The employee–wealth

transfer hypothesis (Shleifer and Summers,

1988) argues that the market anticipates en

hanced profits and cash flows as employment

levels are reduced and/or employee remuner

ation is cut. Kaplan (1989b), Smith (1990), and

Lichtenberg and Siegel (1990) fail to find any

significant reduction in employment levels, and

Lichtenberg and Siegel do not find any wage

reductions. Lowenstein (1985) proposes that

manager–external investor information asym

metries are important because managers have

information about the company and knowledge

of potential operating improvements that other

investors would not have. Kaplan (1989a), Smith

(1990), and Muscarella and Vetsuypens (1990)

all present results which fail to support this

explanation. Jensen (1986, 1989) argues that le

veraged refinancings reduce agency costs and

provide new incentives by persuading managers

to increase operating cash flows to pay down

loans and benefit shareholders, and also by

giving the manager a larger stake in the residual

profit of the company. Baker and Wruck (1989)

and Palepu (1990) offer support to these explan

ations.

The employee–wealth transfer hypothesis,

manager–external investor information asym

metries, and reduced agency costs and new in

centive explanations all require operational

changes post restructuring, and in many cases
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this means corporate turnaround and revitaliza

tion. Kaplan (1989b) found that companies in

volved in large MBOs between 1979 and 1985

increased their operating income (before depre

ciation), reduced their capital expenditures, and

increased their net cash flow, relative to industry

control samples. The operating income im

provements expressed as a percentage of both

sales and assets were approximately 20 percent,

and the net cash flow to sales and assets approxi

mately 50 percent better than the control groups.

The big difference in the levels of improvement

from operating income to net cash flow suggest

that managers in restructured companies are

able to make big savings in working capital and

capital expenditure and that this is beneficial at

least in the short term to shareholders. These

results are corroborated by Smith (1990) and

Lichtenberg and Siegel (1990).

So, in conclusion, the corporate restructuring

of the 1980s produced gains to shareholders and

owner/managers. These were marginally at the

expense of bondholders, but not at the expense

of employees. Inevitably, these results to a large

extent reflect the buoyant economic conditions

of most of the decade. The generally depressed

state of both the buyout and mergers and acqui

sitions market suggests that these results may

not be generalizable to the more depressed eco

nomic conditions experienced on either side of

the Atlantic in the first half of the 1990s.
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retail banking

Derek F. Channon

Historically, retail banking was a relatively

simple business. Commercial banks, operating

essentially via a branch network, took in con

sumer deposits which were then usually used to

provide loans, in most countries on overdraft, to

the corporate sector. In return for deposits held

in current accounts the banks provided free

transaction services largely by the use of checks

in most developed economies. Personal loans

to consumers were also available but did not
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constitute a significant proportion of a bank’s

loan portfolio. There was little or no segmenta

tion of the consumer market.

As late as the end of the 1960s electronic

personal products were in their infancy, auto

mated teller machine (ATM) networks undevel

oped, and credit finance, while accepted as a

necessity by commercial banks, was treated as

a peripheral and somewhat unsavoury product.

The role of the branch was to provide a com

plete service range to all forms of clients. The

branch manager was expected to both operate as

administrator and credit assessor (within narrow

limits) and to have knowledge of the domestic

services provided by the bank. International ser

vices were usually provided by specialist inter

national branches. The system tended to be

paper based, negative in customer attitude and

focus, slow, expensive, and seriously lacking in

marketing and selling efforts (Channon, 1988).

The structure of the industry in the UK had

been stable for over fifty years until 1968, when

the first major merger occurred between banks

with the creation of the National Westminster.

In West Germany the major banks were not

really interested in retail banking, leaving this

to the Landesbank, while in France retail custom

was approached in a similar manner to the UK.

In the USA retail banking was largely provided

by small local institutions due to legal con

straints at state level on geographic coverage.

An exception to this was the state of California,

where state wide branching was permitted. This

led to the development of large multi branch

institutions such as the Bank of America, while

elsewhere retail banking tended to be the pro

vince of local community banks. In Japan, the

leading city banks were also much more con

cerned with corporate clients than with personal

customers.

By the mid 1970s around the world retail

banking could be considered to be a Cinderella

business with personal customers tolerated

rather than sought after and many poorer cus

tomers predominantly serviced by savings

banks, mortgage institutions, and the like,

which tended to be denied access to the bank

dominated clearing systems, usually with the

tacit support of central banks. Interest rates

were usually fixed in conjunction with the cen

tral banks and competition was minimal.

The Impact of Deregulation

In the mid 1970s Citibank, operators of a branch

network in New York, questioned the viability of

its retail banking operation. At this time it oper

ated some 260 branches and employed 7,000

people. The bank concluded that retail banking

could be viable but only if costs were strictly

controlled. Customers were carefully segmented

to only service profitable accounts and technol

ogy was used to substitute for premises and

people.

In addition, led by savings and loans banks, it

became normal to offer interest on current ac

counts and to unbundle interest and transaction

costs. Moreover, US regulations provided op

portunities to non banks to offer some retail

financial services to selected customer groups

which were superior to those offered by the

banks themselves and at the same time cost

less. The most notable of these was the develop

ment of the cash management account (CMA), a

product developed by Merrill Lynch for retail

customers with over US$20,000 in cash or se

curities. This new account was to revolutionize

retail banking (Kolari and Zardkoohi, 1987).

In 1978, US regulations restricted interest

rates paid to 5.25 percent while domestic infla

tion was high and money market rates were

running at some 18 percent. In return for a

small annual fee the CMA allowed investors to

withdraw bank deposits and place them into the

account which aggregated the funds into a

mutual fund. Money was invested in the capital

markets at the going market rate. At the same

time investors were provided with a check book

and a Visa card. To avoid being classified as a

bank and thus being subject to the banking regu

lations, the two services were operated by Bank

One of Columbus, Ohio, one of a new breed of

emerging, high technology banks.

Investors also received a comprehensive

monthly statement of all transactions conducted

using the CMA. The statement showed to in

vestors assets held in money market funds,

stocks and bonds, dividends and interest re

ceived, securities trading, check and credit card

transactions, margin loans taken and paid off,

and interest charged.

Funds placed in the CMA could be in the

form of cash, stocks, and bonds. All cash was
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placed in one of a series of money market funds

which paid interest at market rates. All dividends

and interest received were automatically swept

into the money market funds unless required to

cover transactions incurred. If transactions

exceeded available cash then this would auto

matically trigger sales of assets held in money

market funds and if these, too, were inadequate

an automatic margin loan could be generated

against an account holder’s stocks or bonds.

By the mid 1990s the repercussion of the

CMA and its derivatives had had a major impact

on retail banking around the world. Despite its

dramatic success, however, even today few banks

have sufficiently developed their information

technology capabilities to be able to provide a

similar product on a fully integrated basis (Snir

reff, 1994).

The success of the money market funds

forced regulators to relax control on interest

rate ceilings. In addition, the use of technology

allowed banks, and in particular Citibank, to

transform the cost structure of the industry and

turn retail banking into an increasingly attractive

proposition. By the mid 1980s Citibank had re

duced its branch network in New York to 220

and its staff to 5,000, yet service quality was

improved by the introduction of over 500

ATMs. Market share of assets doubled and prof

itability increased dramatically. This success was

soon mirrored elsewhere, as commercial banks

began to rediscover the potential of retail

banking and turned away from the blind pursuit

of the large corporate market.

Retail Market Diversification

By the mid 1990s commercial banks had rapidly

increased the range of retail banking products on

offer. This had been stimulated by new moves

into the market by other non banks such as re

tailers, insurance companies, consumer appli

ance manufacturers, and the like. Uninhibited

by regulatory constraint which applied to banks,

these institutions often enjoyed a significant cost

advantage over the banks, as well as inmany cases

being more innovative and marketing oriented.

Up until the early 1970s most institutions

could be classified as operating in distinct sectors

with readily definable boundaries. By the mid

1990s there had been a dramatic convergence of

all these specialist institutions, such that each

tended to operate in the others’ traditional mar

ketplace.

Thus, banks have become heavily involved in

mortgage finance, while housing specialists have

transformed themselves into full retail banks. Re

tailers offered credit cards, loans, investment

products, insurance, and the like. Capital goods

manufacturers and automobile producers pro

vided house finance, leasing, trade finance, and

credit cards,with a company suchasGeneralElec

tricCapital Services being amarket leader in some

26 financial service industry segments, including

being the largest operator of store credit cards in

the world. Increasingly, it had become more diffi

cult to precisely define a bank except that such

institutions were classified by being subject to

bank regulatory authorities, while most non bank

retail financial service providers tookgreat pains to

avoid being formally classified as banks.

By 1994, British banks were all involved in

investment management products, both debit

and credit cards, were introducing telephone

banking, personal financial advice, consumer

loans, a wide variety of deposit products, inter

est bearing transaction accounts, an increasingly

diverse range of mortgage products, and retail

share shops. Overall in Europe, where deregu

lation had proceeded further, banks had strongly

entered the market for insurance products,

notably for life products. Mortgage protection

and household insurance were significant areas

in non life. Keen to increase the throughput of

their expensive branch networks, the banks had

been relatively successful in developing their in

surance business. Bancassurance or Allfinanz was

akey element in thedeveloping strategies ofmany

major European banking and insurance groups.

Delivery System Transformation

The traditional vehicle for the delivery of retail

banking, the branch network, has come under

increasing pressure in recent times. This can be

attributed to a number of causes. First, the in

creased diversification of banks has led to spe

cialization, and in particular the separation of

corporate and retail banking. As a result, corpor

ate accounts tended to be serviced via specialist

corporate branches, and serviced by relationship

officers, who are trained to perform a very dif

ferent task to that of the traditional branch man

ager. Second, it had become recognized that

170 retail banking



retail customers did not require a full service

range from every branch, but rather within a

location area simple transaction branches or

ATMs could fulfil customer requirements at

sharply reduced levels of costs (Prendergast

and Marr, 1994). The micromarket concept sub

stitutes low cost, limited service delivery systems

within a defined geographic area for full service

branches, except where considered essential

(Aractingi, 1994).

Third, the role of the branch manager needed

to be modified or eliminated by the use of cen

tralized technology. Fourth, further labor

savings could be achieved by the use of smart

ATMs or in branch machinery and electronic

data capture, so sharply reducing the number of

in branch personnel needed. Fifth, branches had

come under serious pressure from alternative

delivery systems with dramatically lower costs

while also offering customers the opportunity to

determine the time and place when they con

ducted their banking transactions.

These pressures in the mid 1990s were

leading an increasing number of banks to ration

alize their networks and their employees with

little or no loss in customer service or satisfac

tion. New branch configurations and delivery

system combinations are therefore developing

rapidly, such as the hub and spoke concept

(Channon, 1988). At the same time there had

been a rapid move to open plan branch configur

ations, specialist branches such as mortgage

shops, fully automated branches, and limited

service operations. Despite these efforts, how

ever, the cost of operating branch networks

remained high. In the UK the average cost–

income ratio for operating a retail branch net

work was around 55 percent. This compared

very unfavorably with a telephone banking oper

ation where nearly all banking services, except

cash dispensing, 24 hours per day and year

round, could be provided with a cost–income

ratio as low as 20 percent.

Other Delivery System Alternatives

In addition to telephone banking, which by 1995

in the USA already accounted for some 25 per

cent of transactions, other new delivery systems

included smartcards (which can be used as a

substitute for cash), smart ATMs, home

banking, and virtual reality systems, either in

branches or via home computer systems. Sub

stantial experimentation was underway around

the world in each of these alternative service

delivery mechanisms and it is expected that the

further cost pressure will result in additional

sharp rationalization and re engineering of trad

itional branch based banking.

Future Prospects

Retail banking has evolved rapidly since its Cin

derella position at the beginning of the 1970s.

Technology has resulted in many new non

traditional entrants able to gain competitive ad

vantage, a massive increase in consumer product

choice and mode of service delivery, strategic

convergence between historically separated fi

nancial service providers, separation of corpor

ate from retail banking, a move to electronic

versus paper based systems, and the adoption

of a marketing orientation.

For the future, traditional branch based retail

banking can expect to continue to decline, inte

grated databases will permit even more refined

customer segmentation and product design, staff

numbers will continue to fall as paper based

systems are converted to electronic systems and

the customer determines the time, the place, the

institution, and the product to be used in retail

banking operations.
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risk analysis

Thomas F. Siems

Risk can be simply defined as exposure to

change. It is the probability that some future

event, or set of events, will occur. Hence, risk
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analysis involves the identification of potential

adverse changes and the expected impact on the

organization or portfolio as a result. There are

many types of risk to which organizations can be

exposed, some that are more easily identified and

quantified and others that seem beyond control.

A few of the more common risks that require

analyses and management include price (or

market) risks, credit (or default) risks, legal and

regulatory risks, and operational risks.

When evaluating risks, a deviation in an out

come from that which is expected is not neces

sarily for the worse. In fact, with unbiased

expectations, propitious deviations are just as

likely as unfavorable ones. Nevertheless, down

side risks, or the possibilities of unwanted out

comes, are typically of greatest interest to

analysts. For example, in the first half of 1986,

world oil prices plummeted, falling by more than

50 percent. While this was a boon to the econ

omy as a whole, it was disastrous to oil producers

and companies that supply machinery and

equipment to energy industry producers. How

could companies that are sensitive to changes in

oil prices manage the risks associated with a

downward plunge in the price of oil?

Generally speaking, there are three different

ways to manage financial risks: purchase insur

ance, proactively manage the firm’s assets and

liabilities, and hedging. These approaches are

not mutually exclusive; they can be used alone

or in conjunction with one or both of the other

two approaches.

The first approach, buying insurance, is only

viable for certain types of financial risk: predict

able risks whose probabilities can be assessed

with a fairly high degree of certainty. Insurable

risks typically include the risk of loss from fire,

theft, or other disaster. Insured organizations pay

an insurance premium for the removal of the risk.

In effect, the insured risks of many individual

firms are transferred to the insurer, but, because

the individual risks are not highly correlated (that

is, they are unsystematic), the insurer’s per firm

risk is quite small. In other words, since the risks

are independent of one another, the premiums

received from all the firms tend to offset the

payments to the firms that suffer a loss. This is

a simple application of portfolio theory.

The second approach to managing financial

risks involves the careful balancing of a firm’s

assets and liabilities so as to meet the firm’s

objectives and minimize its risk exposure. The

key to using this approach is holding the right

combination of on balance sheet assets and li

abilities. Ideally, asset/liability management

should strive to match the timing and the

amount of cash inflows from assets with the

timing and the amount of cash outflows from

liabilities. However, precisely matching cash

flows can be extremely difficult and expensive.

Therefore, firms should concentrate instead on

making the value difference between assets and

liabilities as insensitive to exogenous shocks as

possible. This is commonly referred to as port

folio immunization.

The final approach, hedging, involves the

taking of offsetting risk positions. This is similar

to asset/liability management except that

hedging usually involves off balance sheet pos

itions. A hedge is a position that is taken as a

temporary substitute for a later position in an

other asset (liability) or to protect the value of an

existing position in an asset (liability) until the

position can be liquidated. The financial tools

most often used for hedging are forwards,

futures, options, and swaps. Collectively, these

tools are commonly referred to as derivative

instruments, or derivative contracts.

The appropriate approach to managing

financial risks depends on the complexity of the

risks and the sophistication of the risk manager.

Risks that are insurable and more easily priced

can be managed by purchasing insurance. How

ever, most financial risks are not insurable.

Thus, risk managers often employ either asset/

liability management techniques or hedging

strategies. While these two approaches to risk

management are similar, the former usually

involves on balance sheet positions and the

latter off balance sheet activities. However,

hedging strategies are often superior to asset/

liability management activities because they

can be implemented quicker and often do not

require the sacrifice of better, more profitable,

opportunities.
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rollover risk

Anthony Neuberger

Traders will often maintain a long term position

in a futures market by holding a contract until

near to its maturity, closing out the position and

establishing a new position of similar size in a

contract with a longer maturity. This is known as

rolling a position forward. In following such a

strategy the trader faces certain risks which

would not arise if they had maintained a position

in a single long dated futures contract.

In particular the strategy is affected by the

difference between the price at which the old

contract is terminated and the new contract is

entered into. The price difference between

futures contracts on the same underlying asset

but with different maturities is known as a cal

endar spread. The spread is predictable if the

futures contracts are trading at their theoretical

fair value. However, futures contracts often

trade at a premium or discount to fair value,

and this gives rise to rollover risk.

Suppose, for example, that the trader wants to

be long on a futures contract. If the futures

contract which they hold is trading at a discount

to fair value and the contract which they want to

roll into is trading at a premium then the trader

will make a loss on rolling over. They are selling

cheap and buying dear. Clearly, the position

could well be the other way round, in which

case the trader would make a rollover gain.

In principle, the trader could avoid rollover

risk by entering into a futures contract whose

maturity extends at least as far as the horizon

over which the trader wants to maintain the

position. In practice, there are a number of

reasons why the trader may not wish to do this.

First, there may not exist any traded futures

contracts with a sufficiently long maturity.

Second, the longer dated contracts which are

traded may be illiquid. In most futures markets

much of the liquidity is in the contracts closest to

maturity. The bid–ask spread tends to be

narrower, and it is generally possible to deal in

larger size in short dated contracts. Third, roll

over risk represents an opportunity as well as a

danger. If the trader can forecast the behavior of

the calendar spread, the strategy of rolling from

contract to contract may have a lower expected

cost than a strategy of maintaining a position in a

single long dated contract.

Rollover Risk in the Commodities

Market

The issue of rollover risk has come into particu

lar prominence since the substantial losses

incurred by the German company Metallge

sellschaft and its US oil refining and marketing

subsidiary MGRM. In brief, MGRM sold oil

forward on long term fixed price contracts and

hedged itself by buying short dated oil futures,

and similar over the counter products, which it

rolled forward. As the oil price fell it was re

quired to fund its futures position; eventually,

the position was closed out in 1994 with MGRM

incurring substantial losses (Culp and Miller,

1995).

The nature of the risks taken by MGRM can

be understood by considering a very simple

world with zero interest rates where an agent at

time 0 writes a forward contract to deliver one

barrel of oil in T months’ time at a price of

US$K/barrel. The agent hedges by buying

one month futures and holding them to matur

ity, rolling forward monthly. At time T they buy

the oil on the spot market and deliver it to the

client. Assume that each month the futures con

tract final settlement price is equal to the spot

price; the agent’s profit on the whole strategy is:

K � S(0)þ
XT 1

t 0

[S(t)� F(t)]

where S(t) is the spot price of oil at time t and

F(t) is the futures price at time t for a futures

contract with one month to maturity.

This equation shows that the profit can be

decomposed into two parts. The first is the dif

ference between the contract price and the spot

price, both of which are fixed at the outset. The

second is related to the difference between the

spot price and the contemporaneous futures

price over the life of the contract.
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Historically, the oil market has tended to be in

backwardation. The near term future has tended

to trade above the longer maturity future. So the

second term in the equation has generally been

positive. There has been much discussion about

why this has occurred and whether it can be

expected to persist (Litzenberger and Rabino

witz, 1995).

Spot and futures prices are tied together by

arbitrage trades. The cash and carry relation

means that the future price should equal the

spot price less the yield from holding the asset

(the convenience yield less any storage costs),

plus the cost of financing. If the spot is high

relative to the futures, agents who have surplus

oil will earn high returns by selling the oil spot

and buying it forward. Conversely, if the spot is

low the arbitrage trade involves buying the spot,

storing it, and selling it forward.

The relationship is not very tight. The costs of

performing the transaction may be quite sub

stantial. Furthermore, neither the convenience

yield nor the cost of storage is constant; they will

tend to vary substantially with the level of inven

tory. If there are large inventories the marginal

storage cost will be high, the marginal conveni

ence yield will be low, and the future may trade

at a premium (contango) without permitting ar

bitrage. When inventories are low, the converse

may hold, and the future will trade at a discount

(backwardation).

The significance of rollover risk in a long

term hedging strategy depends on the stability

of the term structure of oil futures prices. Culp

and Miller (1995) and Mello and Parsons (1995)

offer conflicting views of this in the specific

context of the Metallgesellschaft case.

Rollover Risk in the Financial

Markets

Rollover risk tends to be smaller with financial

futures than with commodity futures. Storage

costs for the underlying asset (a bond, or a port

folio of shares) are much lower and more pre

dictable than for commodities. The yield from

owning the underlying asset is the coupon or

dividend on the financial asset, which can nor

mally be predicted rather precisely, at least in the

short term.

Nevertheless, the arbitrage between the

future and the spot asset is neither costless nor

riskless. This means that financial futures do not

trade exactly at their theoretical value. To the

extent that the difference between the two is

hard to predict, rollover risk is a problem for

the trader who is rolling over financial futures

contracts just as it is for commodity futures.
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scrip dividend

M. Ameziane Lasfer

Scrip dividend is the practice of offering share

holders the option to receive shares in lieu of

cash when companies make a distribution. In the

UK, the popularity of this option has grown

significantly in recent years. While other forms

of dividend distributions, such as cash dividends

and share repurchases, are mandatory and in

volve cash outflows, scrip dividend payment

does not affect the firm’s cash position and

it is offered as an option whereby share

holders are able to choose between receiving

dividends in cash or their equivalent in the

form of shares.

The method of paying scrip dividends in the

United Kingdom is different from the way stock

dividends and/or dividend reinvestment plans

are offered in other countries. For example,

unlike stock dividends offered in the USA,

where the recipient shareholder is not taxed

and does not generally have an opportunity to

opt for cash (McNichols and Dravid, 1990),

scrip dividends entitle the shareholder to choose

between the offered share (the scrip) and the

cash and both these alternatives are taxed at the

personal income tax rate. Moreover, the scrip

dividend option is different from dividend re

investment plans adopted by many companies in

Australia, where the newly issued shares are

normally at a discount of 5–10 percent (Chan,

McColough, and Skully, 1993). With scrip divi

dends companies are capitalizing part of their

distributable profits in order to issue new shares

without any discount offered.

Scrip dividends are a cheaper means of ac

quiring shares because shareholders are not

charged brokerage fees, commission, or any

other costs for the allotment of shares. They

also provide issuing firms with an ideal oppor

tunity to retain cash without altering their divi

dend payout policies to meet fixed charges, in

particular in the period of severe recession.

Moreover, given that scrip dividends allow a

firm to retain cash, they reduce the cash shortage

problem (Eisemann and Moses, 1978).

Under the classical system of corporation tax,

where the taxation of dividends at the firm level

and in the hands of shareholders is not linked,

scrip dividends, like stock dividends in the USA,

are a cosmetic financial manipulation with no

effect on the firm and its shareholders (Lako

nishok and Lev, 1987). On the other hand, in an

imputation system such as the one in operation

in the UK, scrip dividends allow firms to save in

taxes because, unlike cash dividends, scrip divi

dends are not subject to the advanced corpor

ation tax. Firms can thus retain cash and avoid

potential tax loss. However, the firms’ tax

savings are not likely to be shared by all share

holders because the tax credit on scrip dividends

can only be claimed by tax paying investors.

Tax exempt investors forgo the tax credit when

they opt for scrip dividends and, as a result, their

after tax return from scrip dividends is likely to

be lower than that on cash dividends. Therefore,

tax exempt investors will prefer cash rather than

scrip dividends and shareholders whose cash

dividend income is taxed at a higher rate than

capital gains will prefer scrip dividends for

which the firm will issue additional shares.

Given that tax exempt investors are the largest

group in the London Stock Exchange, the take

up rate of the scrip in the UK amounts to an

average of 4 percent. To increase the take up

rate, a number of companies offered enhanced

scrip dividends where the notional dividend

used to compute the number of shares offered

is higher than cash dividend by up to 50 percent.



Empirically, Lasfer (1995) showed that firm’s

decision to issue scrip dividend is not motivated

by taxes, cash shortage, or signaling. Instead,

managers appear to retain cash through scrip

dividends to maximize their own utility.
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share repurchases

M. Ameziane Lasfer

The purchase by a company of its own shares is

an alternative to cash dividend distribution. This

practice involves using surplus cash and/or debt

to buy back in the marketplace a proportion of

the issued share capital. In the UK the ability of

a company to repurchase its own shares was

introduced in the Companies Act 1981. Share

repurchases are now an accepted tool of corpor

ate financial management in most major de

veloped markets (Barclay and Smith, 1988;

Bagwell and Shoven, 1989; Rees and Walmsley,

1994).

The accounting treatment of share repur

chases differs across countries. In the United

Sates, shares acquired by the issuing company

can either be retired or continue to be held as

treasury stock in the published balance sheet for

future resale. These shares are issued but not

outstanding; they cannot be voted, they pay or

accrue no dividends, and they are not included

in any of the ratios measuring value per common

share. In contrast, in the UK, shares repur

chased by a company must be cancelled so that

they cease to exist.

Firms can either use the open market or the

tender offer method to repurchase their own

shares. Under the open market repurchase

method, a firm can simply enter the market

and repurchase shares without revealing its

identity unless the disclosure is required by

law. The tender offer method involves the

declaration of intention and the purchase of

substantial proportions of equity at a significant

premium.

There are a number of motives for share re

purchases. Given that they are a substitute for

cash dividends, share repurchases can be used by

firms to reduce their shareholders’ tax liability.

They are also used to provide for the exercise of

stock options and warrants and the conversion of

convertible securities. A company subject to a

takeover bid can use share repurchases to coun

ter the tender offer (Bagnoli, Gordon, and Lip

man, 1989; Sinha, 1991). Share repurchases

allow firms to alter their debt to equity ratio, in

particular when debt is issued to finance the

acquisition of shares.

In the academic literature, the signaling

motive has emerged as one of the most important

explanations for share repurchases (Dann, 1981;

Vermaelen, 1986; Ikenberry, Lakonishok, and

Vermaelen, 1995). The signaling approach is

motivated by asymmetric information between

the market and a firm’s managers. When the

firm is undervalued, mangers can choose to buy

back, in the expectation that share prices will

adjust immediately after this signal to the less

informed market participants. Ikenberry, Lako

nishok, and Vermaelen (1995) show that the first

signal through the announcement of a repur

chase program is ignored by the market, but

that after the repurchase, the share price con

tinues to rise significantly, implying that the

managers buy shares at a bargain price.
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short-termism

Istemi S. Demirag

In principle any investment decision requires a

willingness to sacrificepresent cash flows in return

for more cash flows in future. The time horizons

of the decision taker may therefore affect willing

ness to invest. An economically rational organiza

tion applies an infinite time horizon to all its

investment decisions, simply discounting future

revenues according to its cost of capital. Short

term pressures (S TP), then, could be defined as

factors acting upon (or within) an organization

which cause decision makers (explicitly or impli

citly) either to use a discount rate higher than its

cost of capital, and/or to choose some time hori

zon beyond which future revenues are ignored

altogether (Demirag and Tylecote (1992)). Com

panies subject to such pressures will tend to

behave in a short termist way; that is, they will

reduce the rate of investment below the ‘‘econom

ically rational’’ level, and/or bias it towards

‘‘short term’’ projects. In other words, they will

act as economically irrational.

Does this not mean that where there are no

S TP, we would find economic rationality?

This is not usually the case. Demirag and

Tylecote (1992) therefore offer a more robust

definition of S TP: ‘‘factors tending to raise

the discount rate applied (explicitly or impli

citly) and/or to foreshorten the time horizon.’’

Again the effect would be to reduce the rate of

investment and increase the bias towards pro

jects with short payback periods. This definition

allows S TP to include factors such as higher

interest rates and low profitability which in

creases the opportunity cost of capital.

There is some evidence that British industry

has experienced during the 1980s a definite in

tensification of short term pressures which has

continued throughout the 1990s. High real

interest rates in this period with severe recession

and overvaluation of the currency at the begin

ning were external factors contributing to short

term pressures; there also appears to have been

an increase in the takeover threat and other

manifestations of shareholder impatience with

poor financial performance. Privatization, de

regulation, and the liberalization of procurement

in the defense and telecommunications indus

tries have presumably pushed in the same direc

tion (see Demirag and Tylecote (1992)).

Muellbauer (1986) and others show signifi

cant growth of British manufacturing product

ivity since the 1980s. The rate of product

innovation, on the other hand, is not at all im

pressive as Pavitt and Patel (1988) indicate from

Anglo German comparisons of patenting rates

for the late 1960s and the early 1980s, and from

the alarming deterioration in the UK balance of

trade on manufacturing.

It is widely argued that the extent of short

termism differs considerably among countries,

and is particularly prevalent in Britain and the

United States, with damaging effects on the

technological progress and long term economic

prospects of those countries (see Pavitt and

Patel, 1988). Equally, however, there are clear

differences in technological performance be

tween British and American industries suggest

ing a link to differences in short term pressures.

(see Patel and Pavitt, 1987a, 1987b, 1988).

Several financial, managerial, organizational,

and behavioral sources of short termism have

been suggested and in examining these perhaps

it is useful to distinguish between external and

internal sources of short term pressures (see

Demirag, Tylecote and Morris (1994) for the

original framework in this area and Demirag

(1996) for other UK analysis of these issues).

Determinants of External Pressures

The cost of capital The opportunity cost of cap

ital is determined by the availability, acceptabil

ity, cost, and period of external funds and also by

the extent to which external funds are required.
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The higher the (opportunity) cost of capital, the

more pressures will be put on firms for short

termist behavior.

The quality of information available to shareholders

(and lenders) and the pressures upon them Given

perfect information, and a willingness to take

account of it, shareholder pressure would be

for economic rationality, which is the maximiza

tion of the present value of the firm’s profits to

eternity. To the extent that shareholders lack

information relevant to the medium and long

term outlook, such as on technological progress

‘‘in the pipeline,’’ they will tend to respond

excessively to current profit, cash flow, and divi

dend figures, and similar data easily available.

The sensitivity of the firm to the views of shareholders

and lenders Shareholders’ views of the firm’s

performance and prospects are reflected by the

share price. Management will be sensitive to the

share price to the extent that it fears a hostile

takeover and/or it wishes to issue new equity in

order to raise funds for new investments or to

pay for a possible takeover. Under a hostile take

over threat it will be more sensitive to S TP, if it

expects possible ‘‘predators’’ to be better

informed than the market.

The accounting standards for intangible assets To

the extent that it is possible to capitalize ‘‘intan

gible’’ assets in published accounts, the firm will

be able to reduce the impact of research and

development spending on current declared

profits. This is of course only relevant if we

assume some form of market or information

inefficiency. Firms can always publish their

own R & D expenditures in their annual ac

counts and let the more sophisticated analysts

make up their own minds.

The ‘‘tangibility’’ of desired investment To the

extent that the firm’s desired investment (i.e.,

any deterioration in current cash flow intended

to lead to an improvement in future cash flow) is

in assets which can be capitalized, such as ‘‘hard

ware’’ (plant and machinery), there is again no

need for current profits to be reduced.

The capitalization of expenditures is not a

long term solution as the capital base is immedi

ately increased, which tends to reduce the meas

ured return on capital next year. Also increased

depreciation will reduce profits (see Demirag,

Tylecote and Morris, 1994).

The predictability of the return on assets If at some

point in the future it becomes clear that the

money spent has been wasted, it will be neces

sary, or at least proper, to write it off at once.

Thus, if R&D on such a project has been capit

alized, as with the Rolls Royce RB211, profits

over a period will have been maintained only to

take a sudden downward dive afterwards. This

will make the firm more vulnerable to a takeover

bid than if the annual expenditure on R&D had

been written off contemporaneously (see

Demirag, Tylecote and Morris 1994).

Determinants of Internal Pressures

The level of technology of the firm and industry The

importance of intangible investment will be

greater, and the predictability of return (on all

investment) lower, in a high technology indus

try, that is; one in which technology is sophisti

cated and quickly changing. This will tend to

increase short term pressures. The quality of

information available to shareholders and

lenders will also tend to be lower, relative to

what is required for an accurate assessment of

the firm’s prospects. (On the other hand,

Demirag and Tylecote (1992) suggest that any

shareholder in, or lender to, a high technology

industry, may recognize that the prospects of

firms in it depend heavily on their technological

performance and that (s) he should not invest in

it unless (s) he are willing and able to assess this.)

Management Perceptions of External

Financial Markets

It is conceivable that managers may perceive

short term pressures from capital markets even

where they do not exist. Where this is the case

these perceptions will contribute to short term

behavior in their organizations. However, if

company managers perceive short termism and

act accordingly, but the market is interested in

long term prospects, in a negative feedback

system, share prices will fall until managers

learn that their perceptions were wrong.

Nevertheless, this argument has certain limi

tations. Changes in share price are not unam

biguous: prices reflect many issues and

management’s commitment to long term per

spectives is just one of the many factors which

influence share prices. Investors may well have

long term financial objectives, but these object

ives can only be realized to the extent that they
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can obtain the information relevant to the long

term prospects of firms from the managers

themselves (see Pike et al., 1993). But if man

agers think investors are short termist, then it is

unlikely that they will disclose this information

to the investors: thus management’s view of the

markets will be self fulfilling (Demirag, 1996,

1998).

Management Remuneration

If top management’s main stakes in the firm are

salaries (and they expect to retire before long),

profit related bonuses, and stock options which

they will soon be able to exercise, then personal

self interest may be little affected by the long

term performance of the firm. This distortion of

goalsmaywell induce a distortion of perceptions:

managers may not wish to know that their actions

are not for the best in the longer term. On the

other hand,managersmaywell be responsible for

deciding on their own system of remuneration,

and we may then treat their culture as the prime

mover (it may of course have been overt or tacit

shareholder pressure which determined the

remuneration system). Until recently, the pay

of top managers in Britain was much less tied to

firms’ financial results or share price than in the

United States (see Vancil, 1979; Cosh and

Hughes, 1987). There is some evidence in recent

years to follow the US practice in this area.

Organizational Structure and

Management Control Style

In large and diversified firms, how far middle

managers share top management’s goals and ob

jectives for the firm will depend, again, on cul

ture and structure. In multidivisional firms,

financial control seems to be the dominant style

of control. Goold and Campbell (1987) describe

financially controlled firms where the headquar

ters is slim, supported only by a strong finance

function, but prime profit responsibility is

pushed right down to the lowest level.

Goal Congruence

It is important to note that the ‘‘financial control

style’’ does not only generate or transmit short

term pressures, that is pressures which fore

shorten the time horizons of decision takers. It

also generates pressures which narrow the spatial

field of vision of decision takers (Demirag and

Tylecote 1992). That is, those managing a given

profit center tend to concern themselves with

whatever will improve their results: cooperation

with other parts of the firm will be given a low

priority. Any form of technological progress

which requires, or is facilitated by, such cooper

ation will therefore be inhibited.

In summary, short termism is probably the

single most important concept in the manage

ment of technology and in other investment

decisions. In practice it is often not easy to iden

tify its impact on investment decisions, as there

is more than one source which gives rise to

short term pressures. The possible sources of

short termism include financial, managerial,

organizational, and behavioral factors which

often interact. How these pressures may result

in short termism in some companies and indus

tries and how they may be resisted in other cases

will continue to be debated. More case study

based research is needed to better understand

the sources of short term pressures and their

impact on the management of technology and

in other investment decisions.
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sovereign risk

Philip Chang

Strictly speaking, sovereign risk arises when a

sovereign government fails to honor its foreign

debt obligations. Sovereign risk is unique be

cause, unlike a private loan where there are well

established legal proceedings to handle default

and bankruptcy, there is no international court

with the jurisdiction to deal with the defaults of

sovereign governments.

However, when a government cannot or will

not service its foreign debt for financial reasons

(e.g., it does not possess sufficient foreign ex

change reserves), it will in all likelihood forbid its

private sector borrowers to remit foreign ex

change to their international lenders as well.

Therefore, both sectors will fail to honor the

debt, even if the private borrower is credit

worthy in terms of its current assets in domestic

currency. In practice, therefore, sovereign risk

has a broader meaning and is not limited to a

sovereign loan. It is the risk that the actions of a

government may affect the ability of that gov

ernment, or government affiliated corporations,

or private borrowers residing in the country, to

honor foreign debt obligations.

It is for this reason that the terms ‘‘sovereign

risk’’ and ‘‘country risk’’ are often used inter

changeably. It is this broader definition of sover

eign risk which is implied in the following

discussion.

Before World War II, most foreign debts were

in the form of bonds held by numerous bond

holders all over the world. When a country en

countered difficulties in servicing foreign debts,

a common practice was repudiation (i.e., a

simple cancelation of all its debt obligations).

After World War II, most of the international

loans are from a smaller number of banks, and

the most common form of sovereign risk is re

scheduling (i.e., announcing a delay in payment

and renegotiating the terms of the loan) (Saun

ders, 1994). The most notable event that taught

the international banking community an unfor

gettable lesson about the importance of sover

eign risk is the debt moratorium declared by the

Mexican government in 1982, and which trig

gered the subsequent international debt crisis.

Analysis of Sovereign Risk

When making an international loan, a lender

must assess two types of risk. The first is the

creditworthiness of the borrower itself. This

analysis is the same as a credit analysis of any

domestic borrower. The second risk to assess is

the sovereign risk of the country. In principle, a

lender should not extend credit to a foreign

borrower if the sovereign risk is unacceptable,

notwithstanding that the borrower may have

good credit quality. This second type of risk, or

sovereign risk, should be the predominant con

sideration in international lending decisions.

The analysis of sovereign risk involves both

economic and political analysis. Economic analy

sis should be primarily concerned with the cap

ability of an economy to generate foreign

exchange reserves. The foreign exchange re

serves are the common pool of resources that

both the private sector and the government rely

upon when servicing foreign debt. These re

serves are the cumulative international balance

of payments of a country which, in turn, depends

upon its current account balance, or its foreign

trade performance measured by exports minus

imports. Macroeconomic theory reveals that a

trade deficit (surplus) is the result of aggregate

demand (aggregate consumption plus invest

ments plus government spending), being greater

(smaller) than aggregate production of a country.

Therefore, all factors that influence the aggre

gate demand and aggregate production of an

economy should be analyzed in order to under

stand the economics of sovereign risk.

In terms of political analysis, the focus is on

the political decision making process through
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which debt repudiation and rescheduling deci

sions are made. Also of importance is the cap

ability of the political system to support the

economic system and to maintain the credit

quality of the country. By undertaking a dual

analysis of both the economic and political

systems of a country, an analyst can come to a

comprehensive understanding of the sovereign

risk.

Comparable international financial data can

be found in the publications of supranational

organizations such as the World Bank and the

International Monetary Fund. It might also be

helpful for analysts to take advantage of the

cross country credit ranking provided by such

credit rating agencies as Moody’s and Standard

and Poor’s, and financial publishers such as

Euromoney and Institutional Investor.

Forecasting Sovereign Risk

In addition to a complete macroeconomic analy

sis, analysts can also study a number of financial

ratios indicative of the financial soundness of a

country. Examples of these ratios and their rela

tionship with sovereign risk exposure include

debt ratio (foreign currency debt/GDP; foreign

currency debt/exports), positive; import ratio

(imports/foreign exchange reserves), positive;

trade surplus ratio (trade surplus/GDP), nega

tive; budget balance ratio (government budget

deficit/GDP), positive; investment ratio (aggre

gate investment/GDP), negative; and inflation

rate, positive. Based on selected ratios and the

history of sovereign risk events across countries,

a discriminant analysis model can be built to

predict sovereign risks.

An alternative way to forecast sovereign risk is

to utilize information in the secondary market

for developing country debt, a market developed

by major banks in the mid 1980s. The prices of

these loans reflect the market’s collective assess

ment about the sovereign risk of the indebted

countries. Regression analysis can be performed

to determine what variables (similar to those

discussed above) are significantly associated

with the prices of these loans and to estimate

the extent of the association. Based on the pro

jected values of the variables, this model can

then be used to predict loan prices. Changes in

loan prices are indicative of possible changes

of sovereign risk (Boehmer and Megginson,

1990).

Political Risk

Political risk arises when actions of a government

or other groups in the political process adversely

interfere with the operation of business. These

actions may include expropriation, confiscation,

foreign exchange control, kidnapping, civil

unrest, coups d’état, and war. While both eco

nomics and politics should be considered in the

analysis of sovereign as well as political risks, the

emphasis of sovereign risk is on economics and

the focus of political risk is on the political pro

cess. Since sovereign risk events are the result of

governmental actions, it can be viewed as part of

political risk. Organizations such as the Econo

mist Intelligence Unit and Business Inter

national conduct extensive political risk

analysis. Their publications are useful resources

for international business executives.
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speculation

David Brookfield

Speculation is often seen in pejorative terms,

although it is widely recognized in trading and

academic circles as providing a useful economic

function. In the commodity markets, for

example, which are often characterized by

output uncertainty and (hence) price volatility,

an optimal market equilibrium is achieved when

participants can exchange risk through the pro

cess of speculation (Courchane and Nickerson,

1986). In this sense, speculators are often seen as

the counter parties to hedge traders who wish to

offload an exposure to risk. Marshall’s view was

that speculation was only marginally distin

guishable from gambling. However, in a more
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refined distinction, Floersch (Vice Chairman,

Chicago Board Options Exchange, in Strong,

1994) sees gamblers as creating risk where none

exists, and speculators as accepting an existing

risk. In this sense, hedgers offer a market for risk

which speculators accept at a price. The specu

lators’ unique skill is in their ability to judge

whether the risk is worth taking at a particular

price and, in so doing, they will try to ascertain

and learn from information that others do not

have (Froot, Scharftstein, and Stein, 1992).

Speculation is not restricted to financial

markets. Agricultural products, gold, and other

precious metals are the subject of speculative

trading. In this sphere, gold is often seen as

fundamentally a speculative venture since traders

mostly do not take delivery but can trade in gold

certificates, gold futures, and futures options.

However, the important risk hedging function

is still evident, since gold is often a safe refuge

in times of political or economic uncertainty.

Many of the controversies surrounding

speculation relate to the association of specula

tors with destabilized markets and huge financial

losses, particularly in recent times with respect

to currency markets and also in the use of de

rivative securities. While financial losses can be a

natural consequence of taking a position in a

security, the question of a destabilized market

is a subject of debate. Traditionally, speculation

is seen as an activity that assists in moving prices

to equilibrium (Friedman, 1953) and, as such,

cannot be the cause of market destabilization.

Critics of speculation would argue that the use

of derivative securities, for which there might be

a huge open interest relative to the supply of the

deliverable commodity, is indicative of how such

assets might be destabilizing by giving rise to

price runs unrelated to the scarcity of the under

lying commodity. Moreover, the ease at which a

substantial position can be created through the

use of leverage can give rise to a resulting price

dynamic against which the market, itself, cannot

fight. While the desired role of speculation is not

disputed, the pertinent question – which will

help determine its impact – is whether specula

tion results from a rational/fundamentals based

realignment or is a response to noise trading

whereby apparently random events can give

rise to destabilizing trading responses. The

often observed coexistence of speculation and

instability has led to considerable theoretical

work in an attempt to identify and quantify

possible linkages between the two and a number

of different markets have been investigated.

Speculative activity in foreign exchange is

often a two edged sword. On the one hand,

speculation within the context of an underlying

stable economic policy can create a framework

within which long term fundamentals prevail as

the principal driving forces in currency move

ments. Speculators then look to longer term

horizons and this has been seen as a mechanism

by which currency volatility can be reduced. On

theother hand,Krugman andMiller (1992) argue

that stop–loss orders made by speculators can

undermine the stability of a currency if a currency

target zone, such as the ERM, is not seen as

effective. Badlymisjudged target zones can create

speculative runs on the expectation that a cur

rencywill be forced to leave a target zone (as in the

departure of sterling from the ERM in 1992).

In principle, trading in derivatives markets (on

currencies, bonds, stocks, and stock indices)

cannot be destabilizing because – if the pricing

of these securities is correct – options and futures

of all types only serve to make easier the taking of

positions which enable the exchange of risk. In

general, derivative assets can only present a pic

ture of a situation that already exists, but in an

easier to trade manner. In particular, futures

trading, for example, is largely perceived to per

form the role of price discovery and thereby

enable the process of risk transfer. However,

speculators in futures are often criticized for not

trading on the basis of fundamentals (Maddala

and Yoo, 1991), thereby creating excessive vola

tility and raising the risk premiums faced by

hedgers when it is their economic role to reduce

premiums, thereby allowing the easier transacting

of risk. The issue is an empirical one. In measur

ing average levels of speculation with average

volatility, Edwards and Ma (1992) report no cor

relation, whereas some degree of association

should be present for there to be a relationship.

On a global scale, the crash of 1987 revealed a

situation in which an extremely destabilized

market was associated with hedging/speculation

and derivatives trading. Program trading and

portfolio insurance have been accused of desta

bilizing the market and these subjects are

covered elsewhere.
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stability of returns

David M. Power

Over the last decades a large number of research

ers have investigated the temporal stability of

various dimensions of equity returns. The ex

tensive academic interest in this area is hardly

surprising given the importance of stability (or at

least predictability) in returns to professional

investors attempting to construct optimal port

folios on the basis of historic information; if

returns are not stable, or if the instability is

unpredictable, then such attempts are futile.

Early investigations in this area concentrated

on developed stock markets such as the UK

and the USA, while more recent studies have

typically focused on both emerging and de

veloped stock markets. In addition, the majority

of the research has examined the stability of

relationships between the returns earned by

equity indices of different national markets by

analyzing correlation or covariance matrices

rather than focusing on the stability of other

aspects of the return distribution for individual

equities. However, a growing number of investi

gations have begun to examine whether the

mean return and the variance of returns are

also stable over time.

The time periods covered, the countries

examined, the statistical tests employed, and

the interpretation of the results have all varied

across the different studies undertaken in the

substantive literature. For example, Makridakis

and Wheelwright (1974) used principal compon

ent analysis to investigate the intertemporal sta

bility of the correlation matrix of daily returns

(in US dollars) of 14 developed stock markets

over the period 1968–70. They found that the

correlation coefficients were both unstable and

unpredictable. Their early finding was con

firmed in two later investigations: a study by

Hilliard (1979) that analyzed daily returns for

ten developed stock market indices over the

period July 1973 to April 1974 (a period which

included the OPEC oil embargo) using spectral

analysis which suggested that no stable relation

ship existed between intercontinental returns;

and a study by Maldonado and Saunders

(1981) which reported that correlations of

monthly index returns for five countries

followed a random walk. However, Phillipatos,

Christofi, and Christofi (1983) employed princi

pal component analysis and found that the cor

relation matrix for returns of 14 developed stock

markets was stable over two ten year periods

(1959–68 and 1969–78), but not over shorter

horizons. This finding of stability over long

horizons contradicted the earlier study of Pan

ton, Lessig, and Joy (1976). They analyzed their

data using cluster analysis – a technique which

aggregates indices together into groups, or clus

ters, according to their degree of similarity – and

found considerable stability in the relationship

between the returns of their sample for one

year and three year periods, but weaker stability

in the correlations of returns for five year

periods.

A special virtue of more recent investigations

has been the multiplicity of advanced statistical

techniques employed and the greater range of

markets investigated. For example, Cheung and

Ho (1991) use five different tests to examine

the intertemporal stability of the relationships

between the weekly domestic currency returns

of seven emerging stock markets and four

developed stock markets in the Asian Pacific

region over the period 1977–88. In general,

their findings suggested that relationships

between returns were unstable, although
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evidence of instability decreased for longer hori

zon returns according to their principal compon

ent analysis. Sinclair, Power, and Lonie (1996)

used four tests to investigate the intertemporal

stability of returns for a larger, more diverse

group of emerging markets drawn from Europe,

Latin America, and Africa, as well as the Asian

Pacific region, over a longer time period, 1977–

92. Although they report that these relationships

are unstable, they found that this instability may

be sufficiently predictable to permit a

portfolio strategy based on historic variance/

covariance matrices to outperform the UK

market by a substantial margin in the following

period.

Sinclair et al. (1997) investigated the inter

temporal stability of the mean and the variance

of quarterly returns as well as the correlations

among returns for a sample of 16 Western Euro

pean markets over the period 1989–94. They

found a great deal of variability in the mean

returns and in the volatility of returns over the

time period covered by their analysis and suggest

that the international fund manager not blessed

with perfect foresight would have had great dif

ficulty in achieving the theoretical gains avail

able from international diversification on an ex
ante basis. This finding – that the volatility of

returns varies over time – is not new. Ever since

the pioneering work of Engle (1982), a class of

models termed autoregressive conditionally het

eroscedastic (ARCH) has been developed which

allows the variance of the series analyzed to alter

through time. The results from fitting these

models to return data for both developed and

emerging stock markets suggest that volatility

does vary over time, although not in a totally

random fashion. For example, Fraser and Power

(1995) report that in eight of the nine emerging

markets analyzed there was a tendency for vola

tility shocks to persist over several months. They

attribute this time varying volatility to the non

linear flow of information to the stock market.

Lamoureaux and Lastrapes (1990) provide em

pirical evidence to support this contention that a

clustering in the share volatility data is associ

ated with ‘‘the process generating information

flow to the market.’’ Specifically, for their

sample of the 20 most actively traded shares in

the S&P 500 index, the proportion with signifi

cant ARCH effects declined from 75 percent to

20 percent when an information variable was

included in the analysis.

The question of whether returns are stable or

not has moved on from the narrow focus on the

relationships between equity returns for de

veloped markets to consider different dimen

sions of returns for shares traded across a

broader range of markets. The evidence seems

to suggest that returns may not be stable, al

though this instability may not be random.
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state-contingent bank regulation

S. Nagarajan and C. W. Sealey

It is well known that government sponsored

deposit insurance creates incentives for bank

shareholders to shift risk to the insurer (moral

hazard), and/or may attract only high risk banks

to the system (adverse selection). Current legis

lation in many countries attempts to solve the

incentive problems encountered in bank regula

tion by mandating policies such as risk adjusted

deposit insurance premiums, strict capital re

quirements, and prompt closure policies, etc.

Results from recent literature, however, suggest

that such regulatory policies are neither neces

sary nor sufficient, per se, to solve the incentive

problems: for instance, risk adjusted deposit in

surance premiums do not mitigate risk shifting

by banks (John, John, and Senbet, 1991).

Prompt (or even early) closure of insolvent

banks is also unlikely to solve the moral hazard

problem and, moreover, even fixed rate deposit

insurance, if accompanied by a rational policy

of forbearance, can be incentive compatible

(Nagarajan and Sealey, 1995). In fact, fairly

priced deposit insurance premiums may actually

be inconsistent with incentive compatibility in

the absence of ex post deposit insurance subsidies

(Chan, Greenbaum, and Thakor, 1992).

A common theme in the above works is that

they all involve some type of ex post contracting

in order to achieve incentive compatibility. In

particular, if the regulator sets up appropriate ex
post rewards and/or punishments that are trig

gered by ex post outcomes, then bank sharehold

ers are induced to weigh the potential returns

from ex ante risk shifting against any ex post cost

associated with such behavior. Under certain

conditions, banks choose higher asset quality ex
ante than would otherwise be the case, although

they may not necessarily choose first best.

State contingent bank regulation, first pro

posed by Nagarajan and Sealey (1996), extends

existing notions of ex post pricing to a new con

cept of bank regulation. Its key distinguishing

feature is the design of policy mechanisms that

are contingent on the performance of banks, not

in absolute terms, but relative to that of the

market. State contingent regulation works as

follows. First, a bank’s total risk is decomposed

into its market (systematic) and idiosyncratic

components, and the regulator prices the deposit

insurance based on the bank’s performance rela

tive to the market. Such a mechanism is more

informationally refined than a corresponding

mechanism based on absolute performance.

The reason is that the regulator can filter out

that part of performance that is attributable to

factors beyond the bank’s control, and thus make

a more informed (although still imperfect)

evaluation of the bank’s choice of unobservable

asset quality and/or risk class.

Nagarajan and Sealey (1996) have shown that

moral hazard and adverse selection problems in

bank regulation can be completely alleviated by a

wide range of simple relative performance

mechanisms that involve (1) ex post rewards to

banks in some states of nature and penalties in

others, and (2) a minimum capital requirement.

Specifically, banks may be rewarded if a modest

performance in a particular period was achieved

despite poor market conditions, and penalized if

it was helped by good market performance. Two

families of optimal regulatory mechanisms, one

for moral hazard and another for adverse selec

tion, are derived, which have the following prop

erties distinguishing them from much of the

literature on incentive compatible bank regula

tion:

1 First best outcomes are achieved under both

moral hazard and adverse selection.

2 No deposit insurance subsidy is required to

achieve incentive compatibility, even when

loan markets are competitive.

3 Since deposit insurance is priced fairly, these

mechanisms do not create economy wide

distortions in resource allocation.

There are two issues of concern to the regulator:

the informational task of identifying and filtering

out systematic risks; and implementing the

state contingent mechanism itself. Regarding

the first issue, banks’ systematic risk exposures

can be estimated using current examination pro

cedures, and hence the mechanisms are not very

informationally demanding. In fact, the assess

ment of systematic or factor risks in regulating

banks is also shared by the current Bank for

International Settlements’ guidelines on risk

adjusted capital requirements, which weight

various categories of bank loans differently,
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thus implicitly assigning higher weights to

higher systematic risks. Note that this weighting

scheme reflects the systematic risks of a loan

portfolio, and has nothing to do with unique

risks, as the latter get diversified away in any

sizeable loan portfolio.

With regard to implementation, the optimal

capital requirement might be coordinated with

the state contingent, ex post premiums, in order

to insure that the bank has enough capital to pay

the penalty in the relevant states. Penalty collec

tion is also made easier by the fact that the bank’s

payoff in penalty states need not be low, and can

even be higher than in reward states. Finally,

ex post refunds of deposit insurance premiums

are quite feasible, and have in fact occurred in

some countries (e.g., the USA), although they

have not been based on relative performance in

the past.
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stochastic processes

Giovanni Barone Adesi

A stochastic process is a collection of random

variables X(t) indexed by a parameter t, which

usually represents discrete or continuous time. If

we fix a time t, X(t) is a random variable; if we fix

a point in the joint probability space describing

the process for all values of t, X(t) is a path of the

process through time.

Stochastic processes are said to be stationary if

the joint distribution of X(t1 þ h), X(t2 þ h) . . .
does not depend on h. This property states that

the law of the process is invariant with respect to

time. Stochastic processes are said to be Marko

vian if their history provides no information

about their future evolution beyond the infor

mation provided by the knowledge of their cur

rent state. The evolution of a stochastic process

for t !1 may approach a steady point or a

stationary distribution or grow without bounds.

A mixture of these outcomes is possible. The

conditional distribution of X(tþh) given X(t) is

known as the transition probability. If transition

probabilities do not depend on t and the incre

ments of the process through time are independ

ent of each other, the process is called a random

walk.

Important examples of random walk processes

in management applications are the Poisson pro

cess and the standard Brownian motion. The

Poisson process is often used to represent the

random independent arrivals of customers to a

service center. Its value at time t, givenX(0) ¼ 0,

is described by the Poisson distribution:

P{X(t) ¼ ijX(0) ¼ 0} ¼ (lt)i exp (� lt)
i!

where i ¼ 0, 1, 2, . . . The interval before the ar

rival time of next customer is distributed

according to a negative exponential function

and it is often used to model equipment mal

function rates.

The Brownian motion process is used to rep

resent the evolution of stock prices and other

quantities subject to frequent small shocks.

The increments of the Brownian motion over

time are described by the equation:

dX(t) ¼ mdt þ sdz(t) (2)

where m and s can be functions of X(t) and t and

dz(t) represents the random shock to the pro

cess, the limit of the product

Dz(t) ¼ Dt
p

:x (3)

for Dt! 0, where x is drawn from a standard

normal distribution. The process z(t) is known

as a Wiener process. Often, the logarithm of the

stock price is assumed to follow a Brownian

motion in order to maintain constant returns to

scale. The Brownian motion travels an infinite
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distance in any discrete time interval, but it has

zero velocity because it changes its course infin

itely many times. Brownian motions with inde

pendent increments are unsuitable for many

applications to interest rates and bond prices,

for which the Ornstein–Uhlenbeck mean

reverting model is preferred. The increments

of this process are described by the equation

dX(t) ¼ K(c�X(t) )dt þ sdz(t) (4)

where c is a centrality parameter towards which

the process is attracted at a speed proportional

through a factor K to its current distance from c.
The above processes are Markovian, but the

Ornstein–Uhlenbeck process is not a random

walk because its increments are not independent

through time.

The Brownian motion process is continuous,

but almost surely not differentiable with respect

to time. Increments of functions of Brownian

motions, and time y(t), can be related to incre

ments in the underlying Brownian motion, X(t),
by Ito’s lemma:

dy(t) ¼ @y(t)

@X(t)
dX(t)þ @y(t)

@t
dt

þ 1

2

@2y(t)

@X(t)2
s2dt

(5)

Ito’s lemma takes the place of the chain rule of

ordinary calculus in the study of stochastic pro

cesses. Ito’s stochastic integrals represent func

tions f(X(t),t) in terms of the underlying Wiener

processes.

Functions Fn(X1, X2 . . . Xn) of a stochastic

process (X1, X2 . . . Xn) are said to be martin

gales if the expected value of Fnþ1 equals Fn,

supermartingales if the value of the function at

time nþ 1 is expected to be lower than its value

at time n, submartingales if it is expected to be

greater. The concept of martingale reflects the

notion of fair game and it has many useful appli

cations in financial markets. Future security

prices discounted at the risk free rate follow a

martingale under the assumption of investors

being indifferent to risk. More general functions

of stochastic processes may be reduced to mar

tingales by changing the probability measures

associated with the random variables X(t). This

result is known as Girsanov’s theorem and it is

widely used in the valuation of derivative secur

ities. It allows for the valuation of securities to be

independent of their expected rate of return,

which can be taken to be the risk free rate for

ease of computation.

A stopping time t is a rule to stop sampling a

stochastic process. If a reward function is associ

ated with the outcomes of the stochastic process

up to time t, the optimal stopping time, t�,
maximizes the expected value of the reward

function. More general interventions on stochas

tic processes are objects of stochastic control

theory, where a variable influencing the process

is modulated in order to maximize a given func

tion of the process.

stock market indices

Christian Helmenstein and Christian Haefke

Stock market indices measure the value of a

portfolio of stocks relative to the value of a base

portfolio as a weighted average of stock prices.

Stock market indices as aggregate measures are

an instrument to meet the information require

ments of investors by characterizing the devel

opment of global markets and specific market

segments (descriptive function). In their func

tion as a basis of derivative instruments, stock

market indices facilitate the application of cer

tain portfolio strategies such as hedging and

arbitrage (operative function).

In order to perform these functions, a stock

market index should fulfill statistical as well as

economic requirements. The statistical require

ments for indices in general were summarized by

Fisher (1922), Eichhorn (1976), and Diewert

(1986). Crucial for stock market indices are (1)

invariance to changes in scale; (2) symmetric

treatment of components; (3) time reversal,

that is, the index between any two dates will

not be changed if the base period of the index

is changed from one date to another; and (4)

indifference to the incorporation of new stocks,

that is, ceteris paribus, the inclusion or removal of

a stock will not change the index compared to its

previous value. As a representative stock market

index only contains a selection of stocks, index

construction involves a sampling problem.
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The commonly used stock indices belong to

one of the following three categories: averages,

capitalization weighted indices, and perform

ance indices. The most prominent representa

tive of the class of averages is the Dow Jones

Industrial Average (DJIA). The DJIA is a price

weighted average of 30 blue chip stocks traded at

the New York Stock Exchange (NYSE). The

DJIA, comprising 12 stocks, first appeared in

1896 with a value of 40.94. In its present form

with 30 common stocks the DJIA was first pub

lished in 1928. For the purpose of futures

trading, the Chicago Board of Trade formed

the Major Market Index, which comprises 20

shares of which 16 are also included in the

DJIA. Since 1975 the Nikkei 225 Stock Average

has been calculated on the basis of stocks traded

in the first section of the Tokyo Stock Exchange.

In the case of all these indices, reductions of

stock prices due to stock splits, as opposed to

dividend payments, are accounted for in order

to leave the average unaffected. The main

disadvantage associated with the calculation

method of these averages is the fact that a given

percentage price change of a high priced stock

induces a larger change of the average than

an identical percentage change of a low priced

stock.

The majority of stock indices belong to the

category of capitalization weighted indices using

the Laspeyres, Paasche, or Fisher formula. The

most prominent indices are the Standard and

Poor’s 500 (NYSE/AMEX/OTC market), the

TOPIX (Tokyo Stock Exchange, first section),

the FT SE 100 (London Stock Exchange), the

CAC 40 (Paris Stock Exchange), the SMI (24

Swiss stocks), and the FAZ Index (100 German

stocks). Due to its breadth, the S&P 500 is

widely used by portfolio managers as a bench

mark for the performance of their portfolios

(Berlin, 1990). Empirical studies show that the

average pre tax return of the S&P 500 portfolio

between 1925 and 1986 reached 12.1 percent per

annum, while a portfolio of government bonds

yielded 4.7 percent per annum on average. Since

1982 the S&P 500 has served as the basis for

cash settled stock index futures contracts.

Some of the above indices contain an additional

adjustment factor to allow for the case when the

outstanding capital significantly exceeds the free

floating capital.

The increasing use of stock market indices as a

basis for derivative products called for provi

sions to allow a balanced reflection of the de

scriptive and the operative function. In response

to this requirement the DAX (30 shares listed at

the Frankfurt Stock Exchange), introduced in

1988, was constructed as performance index

(Janssen and Rudolph, 1992). The Swiss Per

formance Index and the FAZ Performance

Index followed afterwards. These indices meas

ure the total return of a portfolio under the

following assumption: dividend payments and

the hypothetical money value of share warrants

from rights offers are immediately reinvested in

the respective stock to obtain the change of the

overall value of a particular portfolio compared

to the value at a given base period.

For specific purposes, a variety of other in

dices has been developed. In order to provide a

benchmark needed for international asset alloca

tion, Morgan Stanley Capital International de

veloped the MSCI World Index, which is based

on 1,609 securities listed on the stock exchanges

of 22 countries. In contrast to all indices men

tioned above, the value line arithmetic index

assigns the same weight to each stock. It repre

sents approximately 95 percent of the market

values of all US securities. On the basis of port

folios which comprise stocks from a specific

industry, a large variety of branch indices such

as the Dow Jones Transportation Average, the

AMEX Oil Index, or the NYSE Utility Index

have been constructed. In order to study the

performance of initial public offerings, for each

major European stock exchange the Institute for

Advanced Studies established an initial public

offerings index (IPOX), which is isomorphic to

the respective stock market index (Haefke and

Helmenstein, 1995). When IPOX futures

become available, investors will have an instru

ment at hand to fully participate in promising

initial public offerings without being rationed.

Due to the increasing interest in derivatives,

Trinkaus and Burkhardt designed the TUBOS

as real time index to measure the performance of

German warrants vis à vis the DAX.
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syndicated euroloans

Arie L. Melnik and Steven E. Plaut

Syndicated euroloans consist primarily of

medium term, unsecured, and secured credits

provided by syndicates of international banks.

Maturities range from one to twelve years, with

average maturity of about five years. Technic

ally, euroloans are usually renewable six month

loans, rolled over or extended through the des

ignated maturity. The interest rate floats, usu

ally with relation to LIBOR. As such, euroloans

in many ways resemble medium term note issu

ance facilities.

The euroloans are granted by syndicates of

banks formed for that purpose on a loan by

loan basis. The managing bank, or a few banks

jointly, assemble the syndicate and draw up loan

agreements, receiving management fees. These

are then shared with lead banks in the form of

participation fees. The lead banks provide

funding for the loan according to a formula

agreed upon in the syndicate agreement.

There are several forms of syndicated euro

lending:

1 Traditional syndicated bank loans: this type

usually has a floating interest rate and fixed

maturity, drawn once and repaid according

to an agreed schedule. Normally one, two, or

even three banks negotiate the loan, and

they, in turn, draw other banks into the

syndicate. A single bank acting as agent

(one of the lead banks) administers the loan

after execution, gathering the funds from the

lenders for the borrower to withdraw during

a fixed time (the commitment period), dis

tributing repayments from the borrower to

the lenders, and representing the lenders if

any problems arise with the borrower.

2 Revolving credit: has the same attributes as a

syndicated bank loan but allows the borrower

repeatedly to draw the loan, or a portion

thereof, and to repay what it has drawn at

its discretion or according to a set formula

during the life of the loan. This resembles

revolving credit arrangements such as over

draft accounts or credit lines in the domestic

market.

3 Standby facility: borrowers are not restricted

to a commitment period during which they

must draw down the funds. They may, in

stead, pay a contingency fee until they

choose to draw the loan, at which time the

contractual interest rate begins to run.

The lead manager that serves as the agent bank is

usually responsible for negotiating the condi

tions of the loan with the borrower, circulating

an information memorandum, marketing the

loan to other banks, and preparing the loan

documentation. As noted by Melnik and Plaut

(1991), if the loan is particularly large or compli

cated, a number of managers may share these

duties. Potential lenders who have indicated an

interest in the loan get the information memo

randum, which covers the following main

points: (1) outlines of the terms of the loan

agreement (maturity, repayment fees, and inter

est rates, etc); (2) summary of the agreements

signed or to be signed; (3) details of the project

or purpose of the loans; (4) financial analysis of

the proposal/project; and (5) where relevant, a

consultant’s report.

The lead manager offers prospective syndi

cate members a chance to participate in the loan.

The choice depends on several factors (Berlin

and Loeys, 1986; Melnik and Plaut, 1995). The

size of the loan is important; more banks will be

invited to join in a very large loan. The riskiness

of the loan is also a factor that is positively

correlated with the number of participants.

The borrower may have preferences regarding

inclusion (or exclusion) of certain banks. This
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could be based on its relationship with a bank or

group of banks or because it operates in (or hopes

to expand into) a certain part of the world.

Of those banks approached, there will inevit

ably be some that are unable or unwilling to join

in for a number of reasons. They may already

have reached their lending ceiling for the bor

rower’s country. There may be legal restrictions

on lending to the borrower’s country or to com

panies engaged in certain types of businesses.

Finally, they may find the terms of the loan

insufficiently attractive or the underlying project

too risky to justify the advance.

The interest rate on euroloans is expressed

directly as a spread over the banks’ marginal

cost of funds, usually LIBOR. The participating

banks normally raise funds on the short term

eurocurrency markets for successive three, six,

or twelve month periods throughout the life of

the loan. A formula in the loan agreement fixes

these periods, known as the loan rollover dates.

These are the same as repricing dates. It is there

fore the bank’s funding of the loan, rather than

the loan itself, that is rolled over. The banks

merely pass on the prevailing interest rate at

each rollover period, adding to it an agreed per

centage margin, or spread, that represents their

profit, based on their assessment of risks and

their overhead costs.

Management fees are paid to the lead man

agers for negotiating the loan agreement and

marketing the loan. They are generally ex

pressed as a percentage of the total amount of

the loan and negotiated with the borrower, bear

ing in mind various factors, such as size and

complexity of the loan, market competition, the

borrower’s relationship with the manager, etc.

These fees are paid at the time the loan agree

ment is signed. The fees usually contain three

components: (1) agent’s fees to cover adminis

trative expenses; (2) underwriting fees paid to

the banks underwriting the loan; and (3) partici

pation fees to the participant banks in proportion

to the amount of their participation.

The level of spreads and the size of fees are

determined by the creditworthiness of the bor

rower, the size and terms of the loan, the state of

the market, and the degree of competition for the

loan. Just as in the domestic market, the cost of

loans varies across borrowers in the euromarkets,

but there are even more factors to consider.

Besides the questions regarding the borrowers

and their business there are considerations of

politics, economics, and geography.
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tactical asset allocation

Ed Vos

Sharpe (1992) defines asset allocation as ‘‘the

allocation of an investor’s portfolio across a

number of ‘major’ asset classes.’’ Asset allocation

generally refers to the division of investment

capital among the various available investment

categories such as stocks, bonds, money market

instruments, derivative funds, real estate, and

other asset classes. Usually, both domestic and

international markets are considered in the allo

cation process.

Performance measurement of mutual fund

managers by researchers such as Sharpe (1966)

and Jensen (1968) compared the returns of a

fund to those of an index after adjusting for

systematic risk as measured by beta. These stud

ies found that mutual funds underperformed

risk adjusted index portfolios. In the 1980s sev

eral studies found that systematic risk adjusted

mutual fund performance was not significantly

different from the index. Grinblatt and Titman

(1989) found that the results of such studies was

highly dependent upon the index used for

benchmarking mutual fund performance. They

showed that by changing benchmarks, it is pos

sible to show that some classes of mutual funds

provided superior performance.

Debates on the appropriateness of the index

used for benchmarking, on the suitability of the

capital asset pricing model derived beta as a risk

measurement, and on the dual hypothesis prob

lem between the efficient market hypothesis and

any asset pricing model, all contributed to a need

for a more acceptable way to judge the perform

ance of mutual fund managers.

Brinson, Hood, and Beebower (1986) took a

different approach by measuring the contribu

tion that ‘‘active’’ management had over a pas

sive benchmark. They defined the investment

process in four steps. First, decide on which

asset classes to include and which to exclude

from the portfolio. Second, decide on the normal

or long term policy weights for each of the asset

classes allowed in the portfolio. Third, alter the

investment mix weights away from the policy

weights in an attempt to capture excess returns

from short term fluctuations in asset prices.

Fourth, select individual securities within an

asset class to achieve superior returns relative

to that asset class. The first two steps have

become known as strategic asset allocation

(SAA), while the third step is known as tactical

asset allocation (TAA).

By breaking returns down into the active (tac

tical) and passive (strategic) portions, it becomes

possible to make judgments on performance

without arguments on indices, betas, and dual

hypothesis problems. Subsequently, TAA con

tinues to be widely used by fund managers.

It is important to distinguish between TAA

and more active forms of investment such as

dynamic asset allocation or market timing.

Unlike the latter two, TAA is a disciplined ap

proach to shifting away from SAA benchmarks

and sticking to those weightings. Dynamic

asset allocation and market timing, on the other

hand, are attempts to pick market peaks and

troughs. Because SAA and TAA are more dis

ciplined approaches, they are seen as contrarian

by nature. This is because in order to rebalance a

portfolio back to benchmarks, it is necessary to

sell assets in the asset class which has performed

well in order to buy assets in the class which has

performed badly.

The value of TAA, however, seems minimal

when compared to SAA. Many studies (Brinson,

Hood, and Beebower, 1986; Droms, 1989; Brin

son, Singer, and Beebower, 1991) show that



SAA contributes more than 80 percent of the

returns and most often between 92 percent and

98.6 percent of the returns. TAA, therefore, is

an attempt to add additional returns to the SAA

benchmark. Some studies claim that TAA actu

ally reduces returns. In order to obtain positive

TAA performance, fund managers are increas

ingly turning to sophisticated computer models

to help predict future returns. There are claims

that, in good years, some TAA computer pro

grams have delivered up to 15 percent above the

SAA benchmark. Others claim that since TAA

adds so little to the returns, serious questions

must be asked about the costs of TAA in terms

of increased (or decreased) risk and increased

(or decreased) costs of management.
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term structure models

Klaus Sandmann

Measured by the number of discussion papers

and published articles, the theory of the term

structure of interest rates is one of the most

active fields of research in the literature on

finance. This is partly due to the theoretically

demanding questions these models create and

partly to the direct practical significance of

these models for the financial management of

interest rate risks. The first step in modeling

the term structure is the dynamic specification

of bond prices for different maturities, as well

as the forward rate processes relative to each

other under the requirement of no arbitrage.

All models of the term structure of interest

rates are relative pricing models in the sense

that the dynamics of the bond price process are

derived relative to the initially observed prices

at time t ¼ 0. Given a term structure model,

the second step is the pricing of interest rate

dependent contingent claims relative to the

assumed model of the term structure. The dif

ferent modeling approaches are characterized by

the time framework, which may be discrete

or continuous. Depending on which of the sto

chastic processes are exogenous to the model we

furthermore distinguish between the direct (i.e.,

the bond price based approach) and the indirect

(i.e., the forward rate based approach). Mainly

due to the work of El Karoui et al. (1991) these

two approaches are now understood within a

unified framework.

The first term structure model in a narrow

sense was proposed by Ho and Lee (1986). It was

developed within a finite discrete time binomial

lattice framework as a model for the entire term

structure. Denote by Bj,i(1þ l) in the lattice

vertex j the price of a zero coupon bond with

face value 1 at time tie{0 ¼ t0 < . . . < tn ¼ T}

and time to maturity of 1þ l periods. Assume an

exogenous transition probability p as given, con

stant in time and state. For all j ¼ 0, . . . ,
N � 1;i ¼ 0, . . . , j;l ¼ 0, . . . , N � j the entire

term structure is described by

Bj;1(1þ l)

�Bjþ1; iþ1(l)
Bj i (1þl)

Bj; i (1)
�h(l) with probability p

Bjþ1; i(l)
Bj; i (1þl)

Bj; i (1)
�h�(l) with probability 1 p

where the perturbation functions h (.) and h� (.)

are independent of time and state, depending

only on the remaining time to maturity l. The

path independence and the no arbitrage condi

tion yield

h(l) ¼ 1

pþ (1� p)dl
and h�(l) ¼ h(l) � dl

where d is an additional parameter of the model.

By induction the price process of a zero coupon
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bond with one period to maturity is determined

by

Bj,i(1) ¼
B0(j þ 1)

B0(j)
� h�(j) � d i

8j ¼ 0, . . . , n� 1; 8i ¼ 0, . . . , j

This implies that the logarithmic return per

period ri,j takes the form

rj,i: ¼ �
1

Dt
lnBj,i(1)

¼ 1

Dt
ln

B0(j)

B0(j þ 1)

�
þ ln (d j � pþ (1þ p))þ i � ln (d))

The continuous time limit of the Ho–Lee model

is a special case of the Heath, Jarrow, and Mor

ton (1992) term structure approach. Instead of

zero coupon bond prices continuously com

pounded, forward rate processes are modeled

as stochastic processes. Let (V, F, P) be a prob

ability space and denote for all t < u by

f (t, u) ¼ � @ lnB(t, u)

@u

the continuously compounded forward rate on a

riskless bond B(t,u) at time t with maturity u.
For fixed T these forward rate processes are

assumed to satisfy the following stochastic dif

ferential equation:

df (t, u) ¼ m(t, u, !)dt

þ s(t, u, !)dW (t) 80 � u � T

where f (0,.) is the given, non random initial

forward rate curve, W(t) an n dimensional

standard Brownian motion. The instantaneous

drift m(.,.,.) and the n dimensional instantan

eous volatility vector s(.,.,.) are assumed to

be adapted to the filtration induced by W(t).
Starting from the initial curve {f (0,u):
u e[0, T]} the Brownian motion W(t) deter

mines the fluctuation of the entire forward rate

curve. The Heath–Jarrow–Morton model is the

general framework for forward rate based term

structure models assuming necessary regularity

conditions on the functions m(.,.,.) and s(.,.,.).

For one factor models the dynamics of the

term structure are completely determined by

the continuously compounded short rate process

{r(t):¼ f (t,t)}te[0,T]. In specifying the volatility

functions s(.,.,.) such that the continuously

compounded short rate is Markov, these models

are special cases of the Heath–Jarrow–Morton

model. The majority of these models are of the

form

dr(t) ¼ (y(t)� a � r(t))dt þ s(t) � r(t)bdW (t)

For a ¼ 0 and b ¼ 0 one obtains the continuous

time Ho–Lee model, for b ¼ 0 the generalized

Vasicek (1977) model, for b ¼ 1 the class of

lognormal models, and for b ¼ 0:5 the general

ized Cox–Ingersoll–Ross (1985) model. In the

case of b ¼ 0 the short and forward rate becomes

negative with positive probability. Models with

b ¼ 1 (e.g., Brennan–Schwartz, 1977; Dothan,

1978; Black–Karasinski, 1991; Hull–White,

1990a) guarantee positive rates. However, log

normal models have another serious drawback:

expected rollover returns are infinite, even if the

rollover period is arbitrarily short (Hogan and

Weintraub, 1993). The choice of b ¼ 0:5 can be

viewed as a plausible compromise between the

two extremes. However, for American interest

rate data from June 1964 to December 1989,

Chan et al. (1992) showed that short rate move

ments are best explained by choosing b ¼ 1:5.
Sandmann and Sondermann (1994) point out

that the problem with b ¼ 1 disappears if one

follows the way interest rates are quoted in prac

tice and models the effective annual or nominal

rate instead of the continuous rate. The assump

tion that the nominal short rate follows a lognor

mal model implies that the dynamics of the

continuously compounded short rate are

dr(t) ¼ (1� e r(t))

y(t)� 1

2
(1� e r(t))s2

� �
dt þ sdW (t)

� �

Along this line, Sandmann, Sondermann, and

Miltersen (1995), Brace aqnd Musiela (1995),

and Goldys, Musiela, and Sondermann (1994)

consider models where the stochastic process of

nominal rates for finite compounding periods

are lognormally distributed.
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Instead of the forward rate processes, the

direct approach to term structure modeling

starts with the dynamics of zero bond prices.

This approach is originally concentrated on

two specific zero coupon bond price processes,

ignoring the rest of the initial term structure

(e.g., Ball and Torous, 1983; Schaefer and

Schwartz, 1987; Bühler, 1988; Kemna, de Mun

nik, and Vorst, 1989; Jamshidian, 1989; Briys,

Crouhy, and Schöbel, 1991; Käsler, 1991). In

our exposition we follow El Karoui et al.

(1991), who provided a unified framework and

extended this approach to fit the entire term

structure.

Let (V, F, P) be a probability space. For all

maturities u � T the dynamics of the stochastic

processes for default free zero coupon bonds

with face value 1 are assumed to fulfil the sto

chastic differential equation

dB(t, u) ¼ a(t, u)B(t, u)dt

þ B(t, u)t(t, u)dW (t) 8t � u

where B(0,u)w�T is the non random initial curve

of the zero coupon bonds and B(u,u) ¼ 1 with

probability one. The instantaneous drift a (.,.)

and the volatility function t (.,.) with t(t, t) ¼ 0

have to satisfy some regularity conditions and

W(t) is an n dimensional Brownian motion

under the probability measure P. If t (.,.) is

non stochastic the above specification is known

as the Gaussian term structure model, because it

implies normally distributed continuously com

pounded rates.

Let {Ft}t�T be the natural filtration given by

W(t). For simplicity, assume that W(t) is a one

dimensional Brownian motion. Consider a pre

dictable portfolio strategy {f1(t), f2(t)}t con

sisting of two zero coupon bonds with different

maturities u1 < u2 such that the portfolio yields

a riskless return. Under the assumption of no

arbitrage the riskless return must be equal to the

instantaneous spot rate, i.e.,

F1(t)dB(t, u1)þF2(t)dB(t, u2) ¼ r(t)dt

This classical duplication argument implies by

no arbitrage that the excess return per unit risk

of a zero coupon bond under the probability

measure P is independent of the maturity, i.e.,

there exists a function l(t,r) such that

8u � T: l(t, r)

¼ Ep[dB(t, u)jB(t, u)]� B(t, u)r(t)dt

Vp[dB(t, u)]
p

Given sufficient regularity conditions on the

function l(.,.) the economy with risk premium

can be transformed into an economy without risk

premium. Define

dP�(t)

dP(t)
:¼

exp �
Z t

0

l(s, r(s))dW � 1

2

Z t

0

l2(s, r(s))dt

� �

where by P(t) resp. P�(t) the restriction on the s
algebra Jt is denoted and using Girsanov’s The

orem, the process

dW �(t):¼ l(t, r(t))dt þ dW (t)

is a standard Brownian motion under the prob

ability measure P�. The change of probability

measure has no influence on the volatility coeffi

cients in the differential equations, whereas the

instantaneous drifts are replaced by r(t). In this

artificial economy, the expected rate of return

over the next time interval of length dt will for

any asset be equal to r(t):

dB(t, u) ¼ r(t)B(t, u)dt þ B(t, u)t(t, u)dW (t)

8t � u

P� is called the equivalent martingale measure

since the discounted price processes of any se

curity in this market is a martingale under P�.
The solution of the risk neutral differential

equation for a zero coupon bond is given by

B(t, u) ¼ B(0, u): exp

Z t

0

(t(s)
1

2
t2(s, u))ds

�

þ
Z t

0

t(s, u)dW (s)

�

¼ B(0, u)

B(0, t)
� exp 1

2

Z t

0

(t2(s, u) t2(s, t))ds

� �

� exp
Z t

0

(t(s, u) t(s, t))dW (s)

� �
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The relationship between the direct approach

and the indirect approach is determined by the

volatility function t(.,.). For t(t,u) ¼ s(u t) we

obtain the continuous time Ho–Lee model; for

the specification

t(t, u) ¼ s
a

(1� exp {� a � (u� t)})

corresponds to the generalized Vasicek model

and the Cox–Ingersoll–Ross (1985) square root

model can be obtained by

t(t, u) ¼ �2(1� exp {� g � (u� t)})

2gþ (a� g)(1� exp {� g(u� t)})

with

g ¼ a2 þ 2s2
p

Using the bank account as a numeraire, dis

counted asset prices are martingales under P�;
thus, the price of an interest rate contingent

claim is determined by the expected discounted

value of the payoff stream. In many cases the

payoff of the contingent claim depends only on

the value of the underlying security (bond) at the

exercise date. In such a situation El Karoui and

Rochet (1989) and Jamshidian (1991) introduced

a second measure transformation known as the

time T0 forward risk adjusted measure. This

basically corresponds to a change of numeraire

from the bank account to the zero coupon bond

with maturity T0. This can be interpreted as

a transformation from the spot market to

the forward market with delivery at time T0.

The time T0 forward risk adjusted measure is

defined by

dPT0

dP�
:¼

exp �
R T0

0
r(s)ds

n o
B(0, T0)

which in the framework of Gaussian term struc

ture models is equal to

dPT0

dP�
:¼

exp �1

2

Z T0

0

t2(s, T0)dsþ
Z T0

0

t(s, T0)dW (s)

� �

By Girsanov’s Theorem, the process

dWT0 (t):¼ dW �(t)� t(t, T0)dt

is a standard Brownian motion under P� and the

time T0 forward price process of the zero coupon

bond is equal to:

d
B(t, u)

B(t, T0)
¼ B(t, u)

B(t, T0)
� (t(t, u)� t(t, T0))dWT0

The time T0 forward risk adjusted measure is of

practical importance for the pricing of those

interest rate contingent claims with a final payoff

only depending on the realization of the under

lying security at time T0. Within the Gaussian

term structure framework the t0 ¼ 0 arbitrage

price of a European call option on a zero coupon

bond with maturity T > T0, exercise price K,

and exercise date T0 is determined by

Call[B(t,T), K,T0] ¼ B(0, T0)EPt0
[max {B

(T0, T) K, 0}]

¼ B(0, T)N(d)

K � B(0, T0)N(d v(T0))

where N(.) denotes the standard normal distri

bution, and

d: ¼
B(0,T)

K�B(0,T0)
þ 1

2
v2(T0)

v(T0)

v2(T0): ¼
Z T0

0

(t(s,T)� t(s,T0))
2ds

The advantage of the Gaussian term structure

model is that for a large class of interest rate

contingent claims the arbitrage price is deter

mined by analytical closed form solutions similar

to the one given above. However, in order to

overcome the drawback of negative spot and

forward rates, one has to assume state dependent

volatilities for forward rate and/or bond price

processes, leading to a loss of analytical tractabil

ity. As a consequence, numerical methods such

as those presented by Hull and White (1990b)

and Schmidt (1994) become more and more

important. Theoretical elegance aside, practical

applicability requires derivative prices to be

available within seconds to keep up with the

volatile market.
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threshold models

Ruey S. Tsay

Threshold models are piecewise linear models

with non linearity driven by a threshold vari

able. Proposed by Tong (1978) to describe

various non linear characteristics commonly ob

served in time series data, such as asymmetric

limit cycles, the models have been widely used in

economic modeling and forecasting. They have

also become popular in finance, especially in

volatility modeling and the study of index arbi

trage and price co movements.

Like Markov switching models, threshold

models also use the concept of regimes. How

ever, instead of using the latent state variable to

define regimes, a threshold model employs an

observable variable to determine the regimes and

their switching. Let yt ¼ ( y1t, . . . , ynt)
0 be an n

dimensional financial time series, zt be a scalar

stationary, continuous variable whose value is

known at time t, and Ct be the public infor

mation available at time t. The process yt follows

a k regime threshold model if

yt ¼ fj(Ct 1)þ
X

j
et, if dj 1 < zt � dj (1)

where fj(Ct 1) is an n dimensional linear func

tion associated with regime j,
P

j is the n� n
square root matrix of the positive definite matrixP

j

P0

j , et ¼ (e1t, . . . , ent)0 is a sequence of in

dependent and identically distributed random

vectors with mean 0 and covariance matrix In,

the n� n identity matrix, and the real numbers

{dj} satisfy d0 ¼ �1 < d1 < d2 < � � � < dk

¼ 1. The variable zt is referred to as the thresh

old variable and {dj} are the thresholds. From

the definition, the model partitions the space of

the threshold variable zt into k regimes and

employs different linear models for different

regimes.

To illustrate, consider the simple case of

n ¼ 1 and k ¼ 2. Suppose rt is the daily log

return of an asset such that rt ¼ stet with

s2
t ¼ (rtjCt 1) being the conditional variance of

rt. Denote yt ¼ ln (s2
t ). A simple two regime

threshold stochastic volatility model is

yt ¼
f0 þ f1yt 1 þ s1et if rt 1 � 0

b0 þ b1yt 1 þ s2et if rt 1 > 0:

�
(2)

Here, the threshold variable is the past return

rt 1 and zero is the threshold. This model can

capture the asymmetric responses in volatility

caused by past positive and negative returns.

One would expect that f0=(1� f1) > b0=
(1� b1) because negative returns tend to be

associated with larger volatility.

The model is an open loop threshold model. If

zt is a measurable function of past values of yt

(e.g., zt ¼ yi,t d with d � 1), then the model

becomes a self exciting threshold autoregressive

(SETAR) model with delay d. Properties of

SETAR models differ markedly from those of

linear models. For instance, Chen and Tsay

(1991) show that if yt d is the threshold variable

andf0 ¼ b0 ¼ 0, then the series yt is geometric

ally ergodic if

f1 < 1, b1 < 1, f1b1 < 1, fs(d)
1 bt(d)

1 < 1,

ft(d)
1 bs(d)

1 < 1,

where s(d) and t(d) are non negative integers

depending on d, and s(d) and t(d) are odd and

even numbers, respectively. In particular, if

d ¼ 1, then s(d) ¼ 1 and t(d) ¼ 0. The ergodi

city condition becomes f1 < 1, b1 < 1, and

f1b1 < 1. This is rather different from the con

dition �1 < f1 < 1 of the AR(1) model

yt ¼ f1yt 1 þ et. For example, the yt process

below is ergodic

yt ¼
�1:1yt 1 þ et if yt 1 � 0

0:9yt 1 þ et if yt 1 > 0:

�

To investigate index arbitrage in finance, let ft be

the logarithm of futures price of the shares

underlying a futures contract at time t that ex

pires at time t þ t and pt be the logarithm of

price at t on the cash market for the same shares.

It is well known that both ft and pt are unit root

non stationary (e.g., Dwyer, Locke, and Yu,

1996). A simple cost of carry model says that

ft � (r � w)t ¼ pt

where r is the risk free interest rate and w de

notes the dividend rate. If the transaction cost is

approximately constant, then the condition for

arbitrage with a long position in the cash index

and a short position in the futures contract is
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ft � pt � (r � w)t > c,

where c is a constant. The corresponding condi

tion for being long in futures and short in cash is

ft � pt � (r � w)t < �c:

In other words, when the magnitude of

ft � pt � (r � w)t exceeds the transaction cost,

then the series {ft} and {pt} are subjected to the

impact of arbitrage, forcing ftþj and ptþj to move

closer to each other for j � 1. For other values of

ft � pt � (r � w)t, the two processes are not

subjected to the influence of arbitrage. Putting

all of the concepts together, one has a plaus

ible error correction model with threshold

co integration for ft and pt. See Balke and

Fomby (1997) for further information on thresh

old co integration.

Let y1t ¼ ft � ft 1 and y2t ¼ pt � pt 1. Sup

pose the impact of arbitrage appears with a delay

of d time units, and we define zt d ¼ ft d � pt d

�(r � w)d. Then, the model for yt becomes

yt ¼

b1zt 1 þ
Pp

i 1fi,1yt i þ
P

1 et

if zt d > c

b2zt 1 þ
Pp

i 1fi,2yt i þ
P

2 et

if � c � zt d � c

b3zt 1 þ
Pp

i 1fi,3yt i þ
P

3 et

ifzt d < �c,

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(3)

where bj are 2� 1 vectors, and fi,j are 2� 2

matrices associated with regime j. Here we use

the cost of carry model to define the co inte

grating series. The threshold co integration im

plies that b2 should be zero, but both b1 and b3

are non zero. Empirical experience based on 1

minute log returns of Standard and Poor 500

index futures suggests that d ¼ 1 and supports

threshold co integration (Dwyer, Locke, and

Yu, 1996, Tsay, 1998).

Model specification and estimation of the

threshold model can be found in Tsay (1998).

Under some regularity condition, the threshold c
is a discontinuity point of the model so that it has

a faster convergence rate and can be estimated by

minimizing the residual sum of squares. The

order p and delay d can be chosen by the model

selection criteria under the assumption that they

are finite. Conditioned on p, d, and c, other

parameters can easily be obtained by the least

squares method.

Because zt d is known at time t, the regime of

the observation yt for t > d is known. This dra

matically simplifies the estimation of threshold

models. Specifically, conditioned on the first

max {p, d} observations, the likelihood function

of the data does not involve any latent variable

and can easily be evaluated. The uncertainty in

regime reappears in forecasting when the fore

cast horizon is greater than the delay d, however.

Dwyer, Locke, and Yu (1996) employ a re

duced model

zt ¼

f0,1 þ
Pp

i 1fi,1zt i þ
Pp

i 1yi,1y2,t i

þs1et if zt d > c

f0,1 þ
Pp

i 1fi,2zt i þ
Pp

i 1yi,2y2,t i

þs2et if � c � zt d � c

f0,3 þ
Pp

i 1fi,3zt i þ
Pp

i 1yi,3y2,t i

þs3etifzt d < �c,

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(4)

where y2t ¼ pt � pt 1, to investigate index arbi

trage. This provides an approximation of the

threshold error correction model and can be

treated as a univariate SETAR model plus the

exogenous variable y2t. Procedures for building

such models, including testing for threshold

non linearity, have been investigated in the lit

erature (e.g., Tsay, 1989). Limiting properties of

least squares estimates for the model have also

been established (e.g., Chan, 1993; Chan and

Tsay, 1998). Generally speaking, the least

squares estimates of thresholds are obtained by

searching over empirical quantiles of the thresh

old variable. If the thresholds are discontinuity

points of the model, then the estimate of the

threshold follows a compound Poisson distribu

tion. If the threshold model is continuous at the

threshold, then the usual normal asymptotics

continue to apply. Similar to Markov switching

models, the problem of unidentified nuisance

198 threshold models



parameters exists under the null hypothesis of a

linear model because the latter contains no

thresholds.

Finally, a three regime threshold model can

be thought of as an approximation to the under

lying non linear model. The two outer regimes

take care of the two extremes in the threshold

space, whereas the middle regime represents the

majority of the data.
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time series analysis

Stephen J. Taylor

A series of measurements made in chronological

order is a time series. Finance research has con

centrated on series of prices and returns to in

vestors, although there has also been interest in

series of earnings and dividends. Time series

analysis is a collection of statistical methods

that is used to understand the dynamic behavior

of the measured quantity, and to make forecasts

about future values.

The earliest important insights into financial

time series may be attributed to Holbrook

Working and Maurice Kendall. The first

detailed analysis of investment returns using

time series methods is Fama (1965). Fama stud

ied long time series of returns from US stocks

and made three observations that have been cor

roborated in numerous subsequent studies.

First, the sample correlation between the return

during some period and the return during any

subsequent period is close to zero. Prices follow a

random walk when the theoretical correlations

are zero for any pair of returns during different

periods and expected returns are constant.

Second, large positive and large negative returns

are more likely than other returns to be followed

by large returns. This phenomenon, known as

volatility clustering or conditional heteroskedas

ticity, can be detected by measuring correlations

between squared returns. Third, the distribu

tion of returns is fat tailed compared with the

normal distribution because extreme returns are

far more frequent than predicted by normal

theory.

Methods for testing the random walk hypoth

esis usually rely on some alternative description

of price behavior to motivate the tests. Trends in

prices are one alternative, differences between

fundamental values and market prices are an

other, and both alternatives motivate the vari

ance ratio test of Lo and MacKinlay (1988). An

alternative is the idea that prices are chaotic.

Empirical studies show that the random walk

hypothesis is at least a good approximation.

There is little evidence to support the ideas of

chaotic dynamics. There is some evidence for

trends in exchange rates and the prices of some

firms, particularly small firms, but the evidence

remains controversial. Trading rules based upon

price forecasts obtained from time series models

are of little value after transactions costs and do

not contradict the idea of market efficiency,

except for forex markets where time series rules

obtain profits similar to those provided by some

forms of technical analysis.

Time series models for price volatility have

attracted enormous interest in recent years

because they can be used to forecast volatility

and hence value derivatives. Engle (1982)

developed the ARCH (autoregressive condi

tional heteroskedasticity) class of models that

provide successful descriptions of future volatil

ity conditioned on a set of recent observations.

These models are very flexible and many new
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specifications have been developed. The

GARCH model of Bollerslev, Chou, and Kroner

(1992) has become a popular choice.
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trading mechanisms

Anne Fremault Vila

Financial securities such as bonds, stocks, cur

rency, or derivatives can be traded in a wide

variety of trading mechanisms or institutional

arrangements. Traditionally, securities are

traded in an organized market setting: buyers

and sellers, or their respective agents, meet

each other on a centralized trading floor. To

insure that trades can be matched with minimal

delays, most exchanges employ market makers,

whose task it is to match trades and take pos

itions out of their own inventory if no matching

party can be found without causing large price

changes. As a compensation for the risk they

incur in doing so, market makers charge a higher

price when selling (the ask price) than when

buying (the bid price). This results in the bid–

ask spread, a transaction cost borne by the

public. In some markets (e.g., the NYSE),

market makers have an explicit obligation to

provide these liquidity services, whereas in

others (e.g., futures markets such as LIFFE),

market makers are driven by a profit maximizing

motive only. Furthermore, market makers can

have a quasi monopoly (there actually is compe

tition in the form of public limit orders, e.g., the

NYSE), or face a large number of competing

market makers (e.g., LIFFE).

Developments in communications and infor

mation technology have enabled financial

markets to develop electronic or screen based

trading. In these systems, the centralized floor

is replaced by a centralized computer system.

Market participants do not meet each other,

but enter orders directly into the system. These

orders will be automatically matched according

to explicit priority rules (e.g., time and price

priority). Limit orders that cannot be matched

will be entered into the central limit order book,

to be executed, if possible, against future incom

ing orders.

The relative merits of the two systems is being

debated by academics and practitioners alike

(Kofman and Moser, 1995; Fremault Vila and

Sandman, 1995). Proponents of the traditional

floor mechanisms argue that market makers on

the floor are critical in providing liquidity, espe

cially when large order imbalances develop and

prices move very fast. Furthermore, they sug

gest that the open environment of the floor is an

important source of information for all partici

pants in the trading process. By contrast, screen

based systems offer potentially faster execution

and reporting, thereby reducing so called imme

diacy risk (the possibility that the executed price

differs from the price at which an order was

entered). But theoretical and empirical studies

fail to determine whether the absence of market

makers in the screen based system hampers li

quidity. Likewise, it is unclear whether the com

puterized system is more transparent (the

central limit order book is usually visible to all

market participants) or less transparent (traders

do not face each other).

A very different trading environment is the

over the counter market. This trading system

ceases to be centralized. Instead, it is a dispersed

network of dealers, linked by telephones and

computers. At any point in time, multiple

dealers provide quotes at which they are willing

to trade with the public. Most of the world’s

bond markets and currency markets, as well as

some stock markets (e.g., Nasdaq and LSE), are

organized this way. It is usually argued, yet not

proven – witness the controversy around Nasdaq

quotes (Christie and Huang, 1994) – that the

competition between dealers results in lower

transaction costs (i.e., bid–ask spreads) than in

the centralized trading systems. It is further
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suggested that the over the counter trading

system can play a useful role in markets with

relatively low liquidity (Chan and Lakonishok,

1995) and/or very heterogeneous products (e.g.,

complex derivatives).

Several alternative trading systems, such as

electronic clearing systems like INSTINET

and Tradepoint, challenge the role of the trad

itional market systems, by offering longer

trading hours, and by promising improved exe

cution and reduced transaction costs.
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transaction costs

Joseph Ogden

The buyers and sellers of virtually any asset

incur costs in attempting to trade the asset in a

public domain. Transaction costs are directly or

indirectly associated with efforts to assess the

fair value of the asset and to search for a trading

counterparty. The size and nature of transaction

costs ultimately depend on various characteris

tics of the asset. In particular, assets whose

values can be readily ascertained in relation to

other similar assets can be traded with lower

costs than assets that have unique characteris

tics. The size of the trade, as well as the total

size of the market (and thus the potential

trading volume), also affect transaction costs,

due to often tremendous economies of scale in

search costs. These characteristics will also de

termine the type of market structure that will

exist to facilitate trading in the asset, or indeed

whether a formal market structure for the asset

will exist.

Most assets trade in one of four market struc

tures: direct search, broker, dealer, or auction

markets. In a direct search market, buyers and

sellers conduct their own search effort to find a

trading counterparty. Cost and effort incurred

by the seller may include placing advertisements

in newspapers, placing the asset in a conspicuous

public place with a ‘‘for sale’’ sign attached, or

other means of drawing the attention of the

public. For buyers, efforts may center on locat

ing such advertisements or placing ads indicat

ing an interest in purchasing the asset. Examples

of assets commonly traded in direct search

markets are real estate, collectables, and used

automobiles, though in none of these cases

is direct search the predominant market

structure.

In brokered markets, either the buyer or

seller, or both, hire a broker to conduct a search

for a counterparty. For this service, the trader

pays the brokers a fee or commission. The

amount of the fee in relation to the value of the

asset depends largely on the costs normally in

curred by the broker. The broker incurs fixed

costs for equipment and training (used to moni

tor the status of potential counterparties and the

overall state of the market) that must be allocated

to each trade, as well as variable costs specifically

associated with a given trade. Examples of assets

traded in brokered markets are real estate and

fine art, as well as some financial assets such as

municipal bonds and large blocks of common

stocks.

In a dealer market, the dealer holds an inven

tory of the asset and stands ready to buy or sell

directly against this inventory. Thus, the dealer

effectively eliminates search costs and trading

delays for both buyers and sellers. In exchange

for providing this immediacy of trade, the dealer

receives compensation in the form of a spread

between the price at which the dealer will pur

chase the asset, called the bid price, and a higher

price at which the dealer will sell the asset, called

the ask (or offer) price. Examples of assets that

trade in dealer markets are new and used auto

mobiles and financial assets such as secondary
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markets for US Treasury securities, corporate

bonds, foreign exchange, and common stocks

traded on the Nasdaq Stock Market and the

London Stock Exchange. The difference be

tween the ask and bid prices, expressed as a

percentage of the average of these prices, is com

monly used as a measure of transaction costs in a

dealer market.

Auction markets are characterized by the sim

ultaneous presence of many buyers and sellers in

a given location, each monitoring counterparty

bids and offers in an active attempt to trade at the

best possible price. The auction market struc

ture is best suited for assets with large trading

volume. Examples of assets traded in auction

markets include fine art and, among financial

assets, new issue US Treasury securities and

common stocks traded on the New York Stock

Exchange, the Paris Bourse, and the Tokyo

Stock Exchange. Trading on the NYSE actually

reflects aspects of the broker, dealer and auction

structures. Buyers and sellers submit their trade

requests to a broker that is a member of the

NYSE and is therefore allowed to trade on the

floor of the exchange. On the floor, the broker

engages in the auction process known as open

outcry, attempting to obtain the best price for

the customer. Occasionally, however, there is an

imbalance of purchase or sale orders for a given

stock, and orders may languish. To avoid this

problem, the NYSE assigns to each stock a spe

cialist, a member firm who acts as an exclusive

dealer in the stock. The specialist posts bid and

ask prices and has a general fiduciary responsi

bility to facilitate trading in the stock. Brokerage

fees paid by customers to the member firms

reflect the high fixed cost, and relatively low

variable cost, associated with the auction market

structure. In addition, when trades are consum

mated between the customer and the specialist,

rather than between two customers, the cus

tomer also implicitly pays the specialist for

their service as a dealer. For this reason, re

searchers often estimate transaction costs on

the NYSE as the sum of a representative broker

age commission plus the specialists’ proportional

bid–ask spread.
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transition economies

Katherine O’Sullivan

The economies referred to are those which were

previously members of the COMECON trading

bloc. As this bloc collapsed, the previously cen

trally planned economies entered a period of

transition to a market style of economic organ

izations. The issues involved in re engineering

the financial and economic systems of these

countries, together with the complexities of re

structuring the existing social and cultural

framework, constitute the economics of transi

tion. Because of the extensive nature of the

issues involved in transition, this section will

attempt only to deal with the financial sector,

and the commercial sectors which are intrinsic

ally related.

The collapse of the centrally planned system

created some new, indeed unprecedented, prob

lems. In a command system, markets – and of

course market based prices – are non existent,

with internal allocation achieved through state

quotas and external transactions through barter

arrangements with the state obtaining its re

sources by direct ownership of the means of

production. The collapse of the communist

system left the transitory economies with no

fiscal system, no pricing system, no mechanism

to provide internal or external liquidity, and no

meaningful company, contract, or property law.

Transition economies therefore needed to

downsize commitments (privatize), create

markets, create and capitalize financial inter

mediaries, and create the infrastructure that

Western economies take for granted. As a first

step, prompted by the massive overhang of in

flation from money supply growth and unspent

claims in the banking system, governments

introduced harsh fiscal policies, combined with

contradictory monetary policies. These policies

are typical of those imposed in countries with a

high level of foreign debt, the need for financial

support, and declining productivity. The ‘‘shock

therapy’’ had high social costs, but is now begin

ning to show itself as successful in controlling

inflation and stabilizing exchange rates. The

countries which began to move away from the

centrally planned approach prior to the complete

collapse of the system are showing the strongest

signs of recovery (Hungary and Poland).
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The legacies of the centrally planned period

are similar in most of these countries, but the

degree to which they are exhibited is somewhat

dependent on the degree to which central plan

ning policies were enforced.

Banks Which Have Poor Liquidity

The banks are generally poorly capitalized and

have portfolios made up of a large number of

non performing loans, partially as a result of

enforced lending to state owned companies and

partially due to poor lending decisions post 1989

(Szego, 1993). Private banks have emerged since

1989: however, much of the lending to private

companies has not been repaid. As a result, few

state owned or private banks are in a position

to lend to the new private manufacturing sector

for periods of more than one year, and then only

on the basis of highly liquid collateral which

covers the initial loan plus expected accumulated

interest.

Individual banks face problems in three major

areas:

1 They are still developing the internal skill

base needed to run a bank.

2 There are no performance norms or bench

marks for private companies, thus making

pricing risk highly uncertain.

3 The legal system lacks a framework of cor

porate contract or property law, making it

difficult to impose the bank’s rights through

bankruptcy or seizure of collateral.

In addition to the issues listed above, manage

ment in the formerly state owned banks is prob

lematic (Thorne, 1993). The lack of knowledge

in the area of bank financial management, com

bined with the retention of managers in place

prior to 1989, has resulted in little change in the

structure of the banks. The banks were founded

in order to respond to instructions from the

center to dispense credits to the state owned

companies. Therefore, they have a structure

which is highly bureaucratic, heavily over

staffed, and largely unequipped to operate in a

market economy. State owned company debt,

which is continually rolled over at high interest

rates, further hinders the banks’ ability to de

velop their loan portfolio, as much of the capital

available is consumed by the interest on these

loans (Saunders and Sommariva, 1993). Given

that successful private companies tend to lodge

their profit in Western European banks and in

hard currency, it is unlikely that the real deposit

required for on lending will increase in the near

future.

An Economic Structure with Few

Companies of Medium Size

The economies were industrialized through the

development of large, vertically integrated firms

which had monopolies in their markets (Gibb,

1992). As they were designed to produce in line

with a command from the center rather than for

profit reasons, they are neither efficient nor

market driven, nor did they have much flexibil

ity to exploit opportunities at any intermediate

stage. Retention of capital for reinvestment was

not a priority for these companies and this has

resulted in serious quality problems.

Some of these companies have been broken up

and parts sold, with the easiest disposals being

companies based in commodity trading with

hard currency export potential. However, for

those which have not yet been privatized, the

structure remains intact and inefficient. As with

the banks, the top management of most of these

companies has not changed.

The status of the large firms is:

. recently privatized;

. being prepared for privatization;

. partners in joint ventures with foreign

investors;

. to be privatized in the future.

Privatization

The most attractive firms were the first to be

privatized. The privatization method which is

often used is the voucher method, with the

population (as listed on the voting register)

being offered a quantity of vouchers at a nominal

price which could then be exchanged for shares

of privatized companies through an auction pro

cess. While this method may be equitable, it does

not relieve the problems associated with the

pricing of these firms or with their capitalization.

Delays in bringing companies forward to auction

and speculative trading in vouchers are major

political problems.
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Mass privatization has worked well in some of

the countries (e.g., Poland); however, it only

achieves a change in ownership without restruc

turing or reform. The companies then need to

change the management and financial structures

and this may be regarded as the second phase of

the process. In many cases, this second phase

must be completed in plants which have suffered

an output collapse since 1989 (Calvo and Corri

celli, 1993). It is remarkable that, almost without

exception, the management of the companies

has not changed on privatization. This may be

attributed in part to the vote of the workers

who retain a percentage of the company and

tend to vote for their managers to stay on in

an attempt to protect their jobs. The mainten

ance of key management personnel is useful in

terms of their knowledge of the other firms

operating in the marketplace. However, the

lack of turnover of top management in both

the state owned (or previously state owned)

companies and banks has sometimes been

blamed for the slow restructuring of the com

panies. It may be regarded as in the personal

interest of neither the top management of

banks nor enterprises to restructure (Frydman

and Rapaczynski, 1994).

It is expected that the break up of the state

owned enterprises will create a market for sup

plies and that some of the private companies will

be able to compete for this business. However,

there is little evidence of this to date.

The private start up and SME sectors are

small and relatively new, with mangers inexperi

enced in operating in a market environment.

They have little access to finance, as financiers

such as venture capitalists are still relatively in

active and banks are unable or unwilling to take

on new, risky loans (Szego, 1993). In a market

economy, it would be normal to see high levels of

growth in these companies. However, their in

ability to access affordable funds for long enough

periods means that they cannot accumulate cap

ital easily. While they are relatively successful in

finding markets in their immediate geographical

area, the level of investment needed to succeed

on a larger scale is prohibitive. Many managers

of small firms have difficulty in pricing their

goods, resulting in poor realized value added as

compared to the potential. The above factors,

combined with high corporate taxation levels,

mean that many of the small companies operate

in the informal economy.

The most successful small firms are those

which also have an import/export trading

branch. The profits from the trading activity

feed the relatively newly established manufac

turing plant with working capital and investment

funding. In addition to the provision of capital,

many of the owners of these companies have

experience of living and working in market econ

omies prior to 1989. This factor meant that they

could successfully enter the market soon after

the changes and therefore gain and maintain

market share quickly.

While the capital markets are not very active

in most of the economies, legislation has been

put in place allowing such markets to emerge as

the speed of privatization increases. In the econ

omies with capital markets (e.g., Hungary,

Poland, and the Czech Republic), there is rela

tively low turnover. The prices in these markets

have fluctuated greatly since their establishment

and they remain susceptible to political uncer

tainty, exchange rate devaluations, poor liquid

ity, and unpredictability resulting from the

inexperience of fund managers. Much of the

uncertainty associated with trading has been

absorbed by the citizens of the countries as

they participated through investment funds

using vouchers.

As more companies are privatized, the pricing

mechanisms are improving. Liquidity is also

improving as regulations are loosened with

regard to foreign investors and the experience

of the indigenous population increases.

Governments are attempting to put in place

legislative measures suitable to a market envir

onment. There has been some loosening of

legislation with regard to ownership and invest

ment rights for non nationals. Foreign invest

ment is protected in most countries.

Legislation is still changing rapidly and some

problems remain with regard to its implementa

tion:

. There are long lead times with regard to

taking a case to court in most of these coun

tries.

. Corruption in the courts remains a problem,

and this is unlikely to change quickly given

present institutional structures.
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. There are some cultural barriers with regard

to collateral redemption.

Under the central planning system, most of the

trading between COMECON countries, and

with client states such as India and Cuba, was

on a barter basis (Grint and Choi, 1993). In

many cases the balance of trade was uneven,

and the collapse of the communist regime

resulted in high levels of debt both between ex

COMECON countries and outside of the bloc.

The debt was mostly intergovernmental, and the

failure to pay, combined with the currency de

valuations in exchange rates, has had serious

balance of payments repercussions. Similarly,

the reliance on barter means that the mechan

isms for the movement of money are weak, and

there is no history of private companies raising

money in syndicate. This is a continuing prob

lem for the banks given the poor capitalization

levels and the fact that many do not have access

to international money markets.
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V

valuing flexibility

Alexander Triantis

Flexibility in production allows a firm to switch

between alternative ‘‘states’’ of operation in

order to respond to uncertainty in input and

output product markets. These states may be

discrete (e.g., an open or closed plant) or con

tinuous (e.g., operating at different levels of

capacity, or selecting different product mixes).

The degree of flexibility is inversely related to

the size of the switching costs. Recently, sophis

ticated financial techniques have been developed

to quantify the value of flexibility. These tech

niques are based on contingent claims analysis,

which involves replicating the cash flows from

the flexible asset with a continuously rebalanced

portfolio of underlying traded securities. A mar

tingale, or risk neutral, pricing operator is then

employed. Hodder and Triantis (1993) provide a

detailed description of this approach for valuing

flexibility. They also discuss computational ap

proximation techniques that can be used to value

complex compound switching options that arise

due to flexibility.

Various types of flexibility have been analyzed

using the contingent claims approach. Brennan

and Schwartz (1985) and McDonald and Siegel

(1985) value the option to shut down and resume

production. Trigeorgis and Mason (1987) and

Pindyck (1988) examine the options to expand

or contract production or plant capacity. Trian

tis and Hodder (1990) and He and Pindyck

(1992) show how to value a production system

that has the flexibility to switch its output mix

over time. Kulatilaka (1993) shows how to value

a dual fuel industrial steam boiler which allows

switching between two inputs in response to

input cost changes. Kogut and Kulatilaka

(1994) and Mello, Parsons, and Triantis (1995)

value global production flexibility, which allows

a firm to change its production location config

uration to take advantage of exchange rate fluc

tuations. Finally, Cortazar and Schwartz (1993)

analyze flexibility inherent in a multi stage pro

duction process, and Baldwin and Clark (1993)

examine the benefits of modularity in manufac

turing.

This literature on flexibility is significant for

two major reasons. First, it provides rigorous

valuation techniques for evaluating flexibility,

thus allowing firms to appropriately weigh the

benefits of production flexibility against the sig

nificant costs associated with purchasing or de

veloping such flexibility. This is particularly

important in light of criticisms that the use of

unsophisticated valuation techniques may be

leading firms to underinvest in flexible capital.

Second, a byproduct of the valuation procedure

is the determination of the optimal ‘‘switching’’

policy (i.e., how a firm should optimally use its

flexibility). This formal link between production

strategy and valuation is important to establish.

Among the specific results that have emerged

from the flexibility valuation literature, flexibi

lity has been shown to be particularly valuable

under the following conditions: (1) when the

underlying uncertainties (e.g., product prices

or demands) are very volatile; (2) when the life

of the flexible capital is long; (3) when switching

costs are low; (4) when more frequent switches

are allowed; and (5) when the correlations bet

ween the alternative production inputs (or out

puts) are low (or negative). The last result

concerning correlation indicates that there is an

advantage to pursuing strategic diversification in

a firm that has flexible capital. The phenomenon

of hysteresis is also highlighted in many of the

papers in the literature. Hysteresis results when

the output price at which one would switch from



state 1 (e.g., an open plant) to state 2 (a closed

plant) is different than the price at which one

would switch from state 2 to state 1. The hyster

esis band widens as switching costs and volatili

ties increase.

Most models in the existing literature on

valuing flexibility adopt two key assumptions

that are standard in the financial option pricing

literature. First, the underlying variables are

assumed to be observable and their uncertainty

resolution is assumed to follow a diffusion pro

cess with constant volatility. Second, the optimal

switching (exercise) policy is derived assuming

that the objective is to maximize the market

value of the flexible asset. These assumptions

may be inappropriate for many of the situations

in which the theory of valuing flexibility is meant

to be applied. These shortcomings of the

existing literature on flexibility valuation are

discussed further below (along with citations of

recent papers that attempt to address some of

these problems).

The processes for uncertainty resolution are

likely to be quite complicated in practice. Com

petition in product markets, for example, may

result in the product price processes involving

stochastic volatility, mean reversion, and/or

jumps. These complexities will typically elimin

ate the possibility of obtaining closed form valu

ation formulas. However, the literature on

financial options has dealt with fairly general

specifications of the uncertainty resolution pro

cesses in numerical approximation frameworks

(such as lattice approaches). Since most practical

applications involving flexibility require the use

of numerical techniques anyway due to their

complexity (stemming from the American and/

or compound option features), future research

should attempt to incorporate more general pro

cesses to avoid errors from misspecification of

the underlying processes.

In some cases, uncertainty resolution may not

occur exogenously (simply from the passage of

time), but rather may be endogenous, depending

on the firm’s production strategy. For example,

uncertainty about the demand or price of some

output may only (or partially) be resolved by

producing that output or related outputs.

These learning by doing and collateral learning

features are incorporated into the investment

model of Childs, Ott, and Triantis (1995).

A further complication in valuing flexibility

may arise if the values of the underlying vari

ables are not observable. In such cases, costs may

be associated with acquiring information in

order to decide whether to switch states of pro

duction. Alternatively, noisy estimates of the

values of the underlying variables may be used.

In either case, the resulting effect will be a re

duction in the value of flexibility. Determining

the magnitude of this reduction in flexibility

value is an interesting topic for future research.

The switching strategy for a flexible asset

depends on the decision maker’s objective func

tion. This can create problems if the objective of

the agent that selects the optimal strategy is not

consistent with that of one or more of the princi

pals who hold the switching option. For example,

it is well known that agency costs may arise in a

levered firm given that management selects an

operating policy thatmaximizes only shareholder

wealth.Mello, Parsons, andTriantis (1995) com

pare first best and second best switching policies

and measure the resulting agency costs in a

levered firm that has global production flexibi

lity. Agency costs may also arise if management

tries to maximize its own wealth rather than that

of the shareholders (e.g., by continuing to oper

ate when it would be optimal from the sharehold

ers’ perspective to shut down operations).

Other factors may cause switching strategies

and flexibility values to differ from those identi

fied in the papers cited earlier. The illiquidity of a

firm’s assets may result in switching strategies

that appear suboptimal when compared to those

obtained from maximizing value under the as

sumption of perfect marketability. The structure

of the industry in which a firm operates may also

significantly affect flexibility value. Kulatilaka

and Marks (1988) show that the nature of a

firm’s contracts with its suppliers can have a sig

nificant impact on the value of flexibility. Finally,

other ‘‘real options’’ that a firm holds could also

affect the value of its production flexibility (on

option interactions, see Trigeorgis, 1993).

While there has been significant progress in

developing techniques to accurately value flexi

bility, there remain several important avenues

for future research in this area. First, more real

istic assumptions need to be introduced into the

valuation models, as suggested above. Second,

implications of the valuation theory should be
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tested against empirical data from different

industries. Third, since many applications are

bound to involve several underlying uncertain

ties, the search for more efficient computational

approximation techniques must continue.
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venture capital

Charles Schell

Venture capital involves medium term equity

participation in an unquoted enterprise where

returns are mainly generated in the form of

capital gains realized at the end of the venture.

It variously refers to the application of capital

to new or developing unquoted enterprises; the

financial support industry which has been built

around supplying the capital; or the techniques

and procedures involved in the process of

screening, evaluating, and investing in enter

prises. The term is applied in a variety of busi

ness contexts and may refer to a very small

investment in a new enterprise start up or a

much larger and much more complex structured

financing, such as a management buyout

(MBO). Depending on who is describing ven

ture capital, the connotation may be positive,

with terms like ‘‘business angels’’ used to de

scribe investors, or derisive, with ‘‘vulture cap

ital’’ substituted for venture capital. Even firms

which are closely associated with the industry

often prefer to describe themselves as develop

ment capital or investment capital providers

rather than venture capitalists.

So what is venture capital? At its simplest,

venture capital is equity investment in new and

growing enterprises, but even this definition

would not be strictly true. Many investments

are a combination of debt and equity investment,

and venture capital providers often take a holis

tic approach to the company’s financial structure

by carefully balancing the increased risk which

additional debt brings with the investor’s need

for short term returns. The venture capitalist

may not even provide all of the funds, but may

only invest a part of the total requirement, and

seek other investors on the company’s behalf to

make up the remainder of the required funds.

Banks, pension funds, insurance companies,

other institutional investors, suppliers, custom

ers, and private investors may make up the re

mainder. Even the involvement in new and

growing business included in the definition is

not always true. Venture capital may be used to

restructure failing firms, transfer ownership in a

mature firm, or finance a demerger.

Every new venture capital financing seems to

expand our definition of what we understand to
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be venture capital. To understand venture cap

ital we need to look at the types of venture capital

applications, the providers and advisors who

make up the industry, and the process of placing

venture capital.

Types of Venture Capital

Since the size of venture capital investment

varies from the tens of thousands to the hun

dreds of millions, business stage from start up to

mature, and the industry from high technology

to fast food, it is not surprising that the venture

capital industry is fragmented into several dis

tinct types.

For the smallest business, and those which are

at the earliest stages of development, there is

very little recourse to venture capital funding

from commercial venture capital providers, al

though specialist financial sources, often govern

ment supported, may provide some assistance.

‘‘Seed capital’’ funds provide support to enter

prises which are still developing a product and

may not be able to offer a commercially viable

product for at least a year. Likely customers for

seed capital are biotechnology and other higher

technology companies which may require regu

lar injections of capital over a period of years

before a product is clearly defined and its likely

market identifiable. While the returns to this

type of investment may be very high, most com

mercial venture capital operations steer clear

because of the high risk, the uncertain capital

commitments, and the expertise required to

assess the proposal.

Once an enterprise has identified a product

and market, produced a business plan, and is

looking for its first external capital, ‘‘start up

funds’’ may be approached. Unless the business

will require at least £100,000 in capital, promises

rapid, sustained growth, and stock market flota

tion within a few years, many of the major ven

ture capital providers will again be less than

enthusiastic. This is at least partly because

smaller deals may cost nearly as much and take

as much effort to put together as bigger deals.

Legal and accounting costs for the smallest of

equity investments may cost over £50,000, but

will rise much less than proportionately with

the size of the proposition. Furthermore, a

smaller business, even after years of remarkable

growth, may still not be large enough to take to

the stock exchange. This means that the venture

capitalist will face a long term commitment to a

risky and illiquid asset.

Together, seed and start up funds invest

about 6 percent of total venture capital funds in

the UK (BVCA, 1992), although this figure may

be slightly higher in the USA and the rest of

Europe. Far more important in terms of volume

are the funds used in business expansion, also

referred to as development capital. Investment

in unquoted, but established companies may not

be considered to be venture capital in the United

States, but it appears to be the direction in which

the European venture capital industry is headed.

Development capital, which accounts for around

30 percent of venture capital financing in the

UK, helps family controlled businesses expand

beyond the limits set by gearing ratios and re

invested profits, enabling them to prove their

ability to establish market leadership and create

a reputation which will make them attractive to

equity markets. For venture capital providers,

this type of investment is attractive because it

offers the prospect of a relatively quick and

predictable way of cashing in their investment,

and the security which the management and

firm’s well established track record offer.

While development capital investments rely

on growth to build value, management buyouts

(MBOs), and buyins (MBIs) establish value

through the demerger and eventual flotation of

a subsidiary operation. MBO and MBI activity

accounts for about two thirds of venture capital

funds invested, but a much smaller proportion of

deals, because MBO/MBI deals are typically

much larger than other types of venture capital

investments. MBOs are usually initiated by

existing management of the subsidiary; MBIs

involve recruitment of a substantial part of the

new management from outside the company. As

mentioned above, a management buyout may

not rely on growth to create the scale needed

for an eventual flotation, and in some cases

may involve reducing the size of the spun off

subsidiary’s operation, rather seeking to demon

strate previously unrecognized value to potential

investors.

Venture capital firms also invest in shares

in unquoted companies held by other venture

capital providers, a transaction referred to as

secondary purchase. Many venture capitalists’
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portfolios, and a substantial part of certain spe

cialist funds’ portfolios, may be made up of

turnaround or restructuring investments.

These investments may involve buying out

existing management and investors and imple

menting often extreme remedial actions. This

type of venture capital investment is very

‘‘hands on’’ or active and is of particular interest

to funds which are willing to commit the man

agement resources to the company, as well as the

capital.

The Venture Capital Process

Venture capital deals do come in a wide variety

of shapes and sizes, but there are certain elem

ents in common. They require a high return to

compensate for the risk; they generally have less

available collateral than the typical bank loan and

hence are more complex and expensive to set up;

and they require an exit route in order to recover

the fund’s capital.

Matching venture capital providers and users

is the first stage in the process. Each venture

capital fund sets its own criteria for investments,

and most have a fairly well defined idea about the

minimum and maximum size of investment they

are willing to undertake, the length of time

they expect to hold the investment, the geo

graphical and industry parameters, the stage of

investment, the amount of management involve

ment they are willing to contribute, and of

course, the rate of return they potentially offer.

For most venture capital firms the latter may be

as high as 40 percent per annum (realized within

five years), an amount they consider fair since as

few as one in five investments is expected to

achieve this target, while twice as many will

fail, and the remainder will struggle along with

out ever providing the target rate of return.

Since a 40 percent return on successful invest

ments offers the prospect of a fivefold gain

(given compounding) the portfolio offers some

prospect of eventually showing a fair return

overall, even after the failures. Companies

looking for equity funding need to be able to

demonstrate the potential for growth that can

support the fund’s expected rate of return, and

perhaps even more importantly, explain how the

return will be realized. Most venture capital

funds look for an exit route even before the

investment is made – in fact most will require

at least two potential exits. Floating the company

on a public stock exchange, selling the com

pany to an industry competitor (a trade sale),

selling the fund’s shares to another venture cap

ital fund (secondary purchase), and selling the

shares back to management (an MBO) are all

potential exit routes.

Once a match has been found, the venture

capital fund will begin its evaluation of the com

pany, usually starting with an assessment of the

company’s business plan. One venture capital

firm reports that it looks at over a thousand

plans a year in order to make fifteen investments

(Rowan, 1994) and many of the business plans

are referred by professionals. For the few com

panies that pass this first screen, more thorough

interviews and investigations will follow, and

additional market research and product testing

may be required.

After this the company will enter into negotia

tions with the venture capitalist to determine the

amount of equity which the founders or current

owners will surrender to the venture capitalist in

order to obtain the investment. At the same time,

a firm of accountants will usually be engaged to

investigate and verify the company’s financial

projections, particularly the assumptions used

to reach the projections, and to look for any

other irregularities. This investigation is re

ferred to as due diligence and if satisfactory,

agreements are concluded between the venture

capitalist, management, and other parties such

as banks.

Following the investment the venture capital

ist will take a more or less active role in monitor

ing the investment. Certain firms prefer to

maintain a close relationship while others allow

management a free hand as long as certain con

ditions are met. These conditions are usually

specified in the agreements, and may provide

for the venture capital fund to take control if

certain conditions occur. The venture capitalist

will often appoint a non executive director to the

board of the enterprise.

Ultimately, the venture capital fund is looking

for an exit route and will push for a flotation

when the company’s growth and market condi

tions appear suitable. In certain countries

a smaller companies stock exchange such as
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Nasdaq in the USA or the AIM in the UK, may

allow an easier route to flotation than a full

listing, but these markets are less liquid when

market conditions are flat. If a full listing is the

only option, management may be reluctant to

meet the requirements of disclosure, increased

public scrutiny, and the high listing costs. Under

certain conditions refinancing, secondary pur

chase, or even a trade sale may seem a better

option.

The Industry

The venture capital industry was originally es

tablished to fill a gap which existed for growing

firms which were too small to raise equity from

public markets, yet too successful to constrain

growth to the boundaries set by bank debt–

equity guidelines. Venture capital providers are

as diverse in shape as the clients they serve, and

range in size from the largest – firms like 3i with

£2.5 billion in investments – to the smallest – a

three person office with a handful of small in

vestments.

The industry includes venture capital firms

closely associated with or owned by major banks.

Insurance and pension funds may also provide

funds directly to companies, although they are

more likely to invest through specialist venture

capital firms.

Companies may also invest in new ventures,

and certain larger corporates have specialized

units which invest in related new ventures,

often with the intention of later acquiring

the venture or its new technology, or providing

a market for the new firm’s product. This

type of venture capital is called corporate

venturing.

Part of the seed capital and start up funding

not provided by the mainstream venture capital

industry is being provided by a new class of

venture capitalist, the ‘‘informal investor’’ or

‘‘business angel.’’ These investors are often

business people who have already sold a busi

ness and retired or may be high net worth indi

viduals seeking higher returns than offered

by portfolio investment. While the number of

business angels is small, it has been suggested

that they may be the largest single source

of new investment (Harrison and Mason,

1996).

The Future of Venture Capital

The venture capital industry continues to

evolve, and it would be difficult to say what

form it will eventually reach or even what name

we will be using to describe it. After more than a

decade of returns which are probably below the

expectations of the institutions which originally

provide the funds which the venture capitalists

invest, it is certain that there will be changes, and

it is just as certain that any retrenchment will

create opportunities which others will possibly

fill. There is also an increasingly important

international dimension to the industry, and

the next decade may see venture capital applied

in areas currently served by conventional lend

ing products in countries where the banking

systems are as yet underdeveloped.
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volatility

Gordon Gemmill

Volatility is the term used in finance to denote

the standard deviation of returns on an asset. It is

therefore the square root of the variance of asset

returns. Given a sequence of n weekly returns,

an equally weighted estimate of the weekly vari

ance (volatility squared) would be

s2
w ¼ [1=(n� 1)]Si(ri � R)2, where sw denotes

weekly volatility, s2
w is the weekly variance, ri is

an individual return, and R is the mean of all

returns.

It is customary to express volatility on an

annual basis. If an asset price follows a random

walk, then its variance grows linearly with time.

Hence, the annual volatility is 52 times the

weekly variance and the annual volatility may

be expressed as s ¼ 52 �
p

sw: s will be used

henceforth to denote the annual volatility.

A rather simple example of estimating a vola

tility is given in table 1. Note that more than the

ten prices given here would be required to obtain

a reliable estimate and the table gives calcula

tions which have been rounded to two decimal

places.

Using the table, the weekly variance is then,

s2
w ¼ (1=8)� 329:05 ¼ 41:13 and the weekly

volatility is 4
p

1:13 ¼ 6:41 percent. The annual

volatility is then, s ¼ 6:41� 5
p

2 ¼ 46:25 per

cent.

In the example, percentage returns were cal

culated as rt ¼ log (Pt=Pt 1)� 100. The reason

for using (natural) logs in this calculation is that

it is consistent with an asset which has a lognor

mally distributed price and this leads to returns

which are normally distributed. Using such geo

metric returns has the commonsense feature that

an increase in price followed by an equal fall in

price gives returns which are equal and opposite,

as in the sequence over weeks 2 to 3 (þ4:45
percent) and 3 to 4 (�4:45 percent) in the

example. Had arithmetic returns been used, the

sequence would have given þ4:54 percent and

�4:35 percent, resulting in a positive average

return when the price had not risen.

This simple example of estimating volatility

assumed that all observations on returns were

equally important. However, it is possible to

weight recent returns more heavily than earlier

ones, a typical arrangement being an exponential

weighting scheme. Yet another approach is to

take account of intra day price movements, by

using the day’s high and low prices as well as the

closing price (see Garman and Klass, 1980).

It is useful to know what levels of volatility

typically arise in financial markets. Customary

levels would be: shares 25 percent, commodities

25 percent, share indices 17 percent, bonds 14

percent, and exchange rates 12 percent. From a

few weeks of observations, it would not be un

usual to find a share with a volatility as high as 70

percent or as low as 10 percent. After the stock

market crash of 1987, estimated volatilities for

shares exceeded 100 percent in some cases. Vola

tility for London’s FTSE100 Index (estimated

from 30 day data) was in the range 8–70 percent

over the 1984–94 period. Extreme values do not

persist, there being a tendency for volatility to

revert towards its long term mean.

Forecasting Volatility

Forecasting volatility is extremely important for

calculating the fair value of an option. The only

unknown in the Black–Scholes options pricing

model is the volatility, so that trading in options

is effectively trading in volatility. It is possible to

solve the model iteratively in order to find that

volatility which equates model and market

prices, the so called ‘‘implied volatility.’’ This

reveals the market consensus for the period to

maturity of the chosen option. An interesting

feature of implied volatilities is that they tend

to be larger for options which are at very low or

Table 1 Estimating volatility

Week Price ri (%) (ri � R)2

1 100

2 110 9.53 56.33

3 115 4.45 19.76

4 110 �4.45 19.76

5 115 4.45 19.76

6 105 �9.10 82.76

7 110 4.65 21.64

8 120 8.70 75.71

9 125 4.08 16.66

10 120 �4.08 16.66

Sum ¼ 18.23 329.05

Average (R) ¼ 2.03
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very high exercise prices, leading to ‘‘volatility

with a smile.’’ Observed smiles also tend to be

skewed to the left, which is consistent with the

evidence for some financial assets that volatility

rises as the price falls. In principle the implied

volatility might be expected to provide a better

forecast than an estimate of volatility based upon

past returns. Most empirical studies confirm this

hypothesis, but not all (Canina and Figlewski,

1993).

Although an asset may be weak form efficient

in terms of prices, with the direction of the next

move not predictable from past moves, it is

possible to predict whether the next move is

likely to be larger or smaller than previous

moves. In other words, there are systematic

changes in volatility. Time series models for

the variance have been developed, known as

ARCH models, which exploit this dependence

(Engle and Rothschild, 1992). There is a whole

family of such models, some of which allow the

distribution of returns to have fat tails and others

of which incorporate skewness of the distribu

tion. Despite a large volume of research, the

ability of these models to forecast volatility is

only marginally better than that of a simple,

equally weighted model as given in the example

above. Nevertheless, they do confirm that good

forecasts require skewness, fat tails, and mean

reversion to be taken into account.

Volatility Spillovers

After the stock market crash of 1987, it became

apparent that a large price movement in one time

zone could spill over into another time zone. Not

surprisingly, there is also evidence that an in

crease in volatility of the US stock market spills

over into the European and Japanese markets

(Hamao, Masulis, and Ng, 1990). A slightly

different kind of volatility spillover is sometimes

claimed to occur from futures and options

markets to the stock market, to which the re

sponse in the United States has been to intro

duce ‘‘circuit breakers’’: these prohibit further

arbitrage between the stock and derivative

markets until conditions are quieter.

Excess Volatility

A contentious aspect of volatility in finance is

whether it can be excessive. A share’s price is

fundamentally the present value of the stream of

future dividends. Shiller (1981) argued that

changes in share prices were larger than could

be justified by subsequent changes in dividend

payments and he called this excess volatility.

Later papers showed that Shiller’s argument

was not statistically significant and pointed to

the potential error which can be made in fore

casting dividends. There is also the question of

whether investors require a larger risk premium

in periods when the volatility is higher, thus

affecting share prices.

Volatility of a Bond

In the analysis of bonds, volatility is defined in a

rather different way: it is the percentage change

in the price of a bond for a 1 percent change in its

yield. For example, if the yield rose from 8

percent to 9 percent and the price of a bond fell

from 100 to 95, then the bond’s volatility would

be equal to 5 percent/1 percent¼ 5. This meas

ure of volatility is related to a bond’s duration, as

volatility ¼ duration/(1þ yield).
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volatility risk pricing

Nikunj Kapadia

In both the academic and popular press, the

subject of volatility risk has been an issue of

debate. Evidence that stock volatility is both

time varying and stochastic has led researchers

to ask whether volatility risk is priced in

equity stock and option markets. Volatility risk

may be said to be priced if the risk premium
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determining the expected return on the security

is a function of volatility.

In the equity stock market, the notion that the

expected return is a positive monotonic function

of risk suggests that the expected return on the

market portfolio should be positively correlated

with the market volatility. Although the detailed

description of this relationship is not important

for pricing individual stocks relative to each

other (where one only needs to know the covar

iance of the stock’s return with the market or

another posited factor), it is required for under

standing the intertemporal changes in prices.

There are two questions that have been asked

in the literature. First, is there a significant rela

tionship between the expected return and vola

tility for the market portfolio? Merton (1980)

offers some preliminary evidence, noting that

the empirical research in examining the relation

ship between the expected return and volatility

is confounded by the fact that the volatility in

actual returns is likely to be larger than the

volatility in the expected returns. However, the

tests of French, Schwert, and Stambaugh (1987)

indicate that a positive relationship does exist

between expected return and volatility. They

decompose the volatility time series into its pre

dictable and unexpected components. Although

they do not find a direct relationship between the

market return and the predictable component of

volatility, they show that the market return is

negatively correlated with the unpredictable

shocks to volatility. They suggest that this pro

vides indirect evidence of the ex ante positive

relationship between expected returns and vola

tility, as a positive shock to volatility would cause

an increase in the expected return in the next

period, thus decreasing the stock price (and

leading to a negative return) in the current

period. They confirm this relationship by fitting

an ARCH M model (Engle, Lillien, and Robins,

1987) and showing that the conditional variance

is a determinant of the market risk premium.

The second question that has been asked in

the literature is whether the changes in the risk

premium can explain the time variation in stock

prices. Poterba and Summers (1986) examine

this question and conclude that the shocks to

volatility are not persistent enough to create the

magnitude of volatility induced fluctuations in

risk premiums required to explain the observed

intertemporal variation in stock prices. This

conclusion is in line with the general observation

in the literature that the volatility of the stock

market is difficult to understand in terms of

changes in fundamentals. In this regard, it

appears that the more interesting and tractable

problems lie in other markets, especially deriva

tive markets.

The importance of volatility in determining

the price of an option (and thus its expected

return) has been well known since the derivation

of the celebrated Black–Scholes equation (Black

and Scholes, 1973). However, as the option in

the Black–Scholes world can be replicated by

dynamically trading the underlying stock and

bond, there is no additional volatility based risk

premium. For option prices to incorporate a

risk premium based on volatility, the option

pricing formula has to be generalized to allow

for stochastic volatility. Stochastic volatility in

duces two effects on the option price. First, the

underlying stock return distribution is no longer

normal; it has fatter tails (kurtosis) and it may

also be skewed. The net effect of this on the

option price is well understood (Hull and

White, 1987; Heston, 1993); the kurtosis reduces

(increases) the at the money (away from the

money) option price relative to the Black–

Scholes and positive (negative) skewness

increases the price of the out of the money

(in the money) option price relative to the

Black–Scholes.

Second, the incompleteness of markets

resulting from stochastic volatility may imply

that the equity option price incorporate a vola

tility based risk premium. The early literature

on stochastic volatility (Hull and White, 1987)

made the assumption that volatility risk was

diversifiable and thus not priced. However, this

assumption is not tenable for the option on a

market index (Amin and Ng, 1993). The notion

that equity options may incorporate risk pre

miums is a movement away from the no arbi

trage Black–Scholes world; however, observed

anomalies in the option equity markets have

attracted attention to such alternative hypoth

eses. For example, Lamoureux and Lastrapes

(1993) provide evidence of the informational

inefficiency of implied volatility, which they

suggest could be consistent with a volatility risk

premium. Unlike the case for stocks, where one

214 volatility risk pricing



might expect a positive risk premium, this may

not be the case for stock options. Therefore,

researchers have to ascertain both the magnitude

and sign of the risk premium. Kapadia (1995)

suggests that the index option should incorpor

ate a negative risk premium for the following

reason. From the evidence of French, Schwert,

and Stambaugh (1987) already cited, stock

returns react negatively to positive volatility

shocks, while option prices react positively.

Therefore, the option acts as a natural hedge to

a long stock position. This would indicate that

stock options should be priced higher than in the

absence of a risk premium. Evidence from Kapa

dia (1995) suggests that stock options are higher

priced than they should be in a Black–Scholes

world or in a world of stochastic volatility with a

zero risk premium. The difficulty of distinguish

ing between alternative hypotheses, especially

those dealing with the effects of market frictions

and alternative distributions for the underlying

stock return, still leaves this an open question.

Most empirical research has concentrated on the

index option markets and it would be useful to

test implications in the individual stock option

market. If the market volatility risk were priced,

it would imply a cross sectional relationship bet

ween individual stock options through the rela

tionship between the individual stock volatility

and the market volatility; this could provide

empirically testable implications which could

supplement the existing results from the index

option market. Although empirical research may

resolve the direction of the effect of a volatility

risk premium (whether the risk premium is posi

tive or negative), the inherent non observability

of the volatility process is likely to make the

ascertaining of the magnitude of the risk pre

mium a far more challenging problem.
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volatility smile

Nusret Cakici

After the 1987 market crash, it became clear that

the prices of derivative securities do not exactly

follow the model of Black and Scholes (1973).

For instance, the Black–Scholes implied volatil

ity is supposed to be constant, but in practice it

strongly depends on option strike price and ma

turity. That effect, commonly known as volatil

ity smile, is in contrast to the basic assumption of

the model. Instead of trying to find a more

general model based on a specific mechanism,

one can simply construct a numerical procedure

consistent with the volatility smile. Probably the

simplest and most intuitive tools for valuation of

derivative securities are recombining binomial

(and multinomial) trees. A tree which is consist

ent with or implied by the volatility smile can be

constructed from the known prices of European

options. Once the appropriate prices and transi

tion probabilities corresponding to the nodes

and links of the tree are calculated, any American

or path dependent option can be priced consist

ently with the market.

An implied tree should satisfy the following

criteria:

. It must correctly reproduce the volatility

smile.
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. Negative node transition probabilities are

not allowed.

. The branching process must be risk neutral

at each step.

The last two conditions also eliminate arbitrage

opportunities.

The dots in figure 1 represent typical implied

Black–Scholes volatilities of the at the money

and out of the money European options on the

S&P 500 index. The index was rescaled to 100.

For strikes higher (lower) than 100, the call (put)

options are used to deduce the implied volatility.

Apparently, the implied volatility shows huge

variations, with the strike price ranging between

10 and 18 percent. Although the tree is built

primarily to price American and path dependent

derivatives, one can certainly evaluate any Euro

pean option on it, just for the purpose of testing

the tree. For each European option priced on the

tree, implied Black–Scholes volatility is calcu

lated and plotted versus a continuum of strike

prices, producing the curve in figure 1. If the

method is appropriate, the resulting curve will

closely follow the interpolated option prices

which defined the tree.

Note that the Black–Scholes formula is used

only as a translator between prices and implied

volatilities, providing a simpler description of

the data.

We are aware of four different approaches to

the problem of construction of implied trees.

They all deal with computationally simple (i.e.,

recombining) trees.

Dupire (1994) demonstrates the similarity bet

ween the usual problem of finding option prices

given the diffusion (in the form of a known

volatility and the inverted problem of finding

the diffusion process from the given option

prices). He sketches a procedure for building a

trinomial risk neutral implied tree which is able

to capture both the maturity and strike depend

ence of the smile. Due to the large number of

degrees of freedom of a trinomial tree, Dupire

can assign the node prices in advance. The con

struction of the tree is reduced to the calculation

of transition probabilities. Efficiency and stabil

ity of the method depend on the details of the

algorithm for extracting the Arrow–Debreu pro

files from the given option prices.

Rubinstein (1994, 1995) starts building a bi

nomial tree backwards from the expiration date

using a set of probabilities assigned to the loga

rithmically equidistantly spaced final nodes.

Following the known European option prices,

final probabilities are assigned by a non linear

minimization routine. After that, the method is

very simple and easy to program. To obtain a

unique (i.e., well defined) algorithm, Rubinstein

assumes that the diffusion along any path

connecting two given nodes bears the same

probability. That assumption guarantees non

negative node transition probabilities, but neg

lects the actual time dependence of the volatility

smile known from the existing options of earlier

maturities.

Derman and Kani (1994) proposed an algo

rithm for a risk neutral implied binomial tree

able to incorporate both the strike price and

term structure of volatility. Given the smaller

number of degrees of freedom in a binomial

tree, the node positions are not known in
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advance. The algorithm of Derman and Kani

reproduces the volatility smile accurately in cer

tain circumstances, but fails if the interest rates

are high.

Barle and Cakici (1995) introduce important

modifications to the method proposed by Der

man and Kani (1994). They start from the root at

present time and current stock price, so the

recombining binomial tree is constructed recur

sively forward, one level at a time. A new algo

rithm provides correct treatment of interest rate

and dividends, as well as some additional prac

tical improvements. For the purpose of testing,

they reconstruct the volatility smile using the

new implied tree and obtain excellent results.

Their modifications become especially impor

tant if the interest rate is high.

The methods of Derman and Kani and the

method of Dupire are similar in spirit. They are

both able to capture not only the smile, but also

its term structure, which is crucial for accurate

pricing of American and path dependent deriva

tives.

The main purpose of implied binomial trees is

to price derivatives consistently with quoted

market prices. But they are also useful for ana

lyzing hedging and calculating implied probabi

lity distributions.
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W

warrants

Chris Veld

Traditionally, warrants are defined as rights

issued by a company to buy a certain number

of ‘‘new’’ shares in this company (during the

exercise period against the exercise price).

These warrants are nowadays referred to as

equity warrants. Around 1980, also bond war

rants, giving the right to buy ‘‘new’’ bonds, were

introduced. In fact, equity warrants and bond

warrants both give the right to buy the (eventual)

liabilities of the issuer. Also in the 1980s, other

securities were introduced under the name war

rant, which give the right to buy gold, oil, for

eign currencies, existing shares, and existing

bonds. These securities are generally referred

to as covered warrants. During the recent past.

index warrants also became popular. Because

covered warrants and index warrants give the

right to buy underlying values, which are

existing assets to the issuer, they resemble traded

options rather than warrants. This topic will be

limited to equity warrants, from now on to be

referred to as warrants. Warrants differ from the

conversion rights attached to convertibles, in the

sense that the warrant exercise price is paid in

cash, while the exercise price of a conversion

right is paid by redeeming the accompanying

bond.

If warrants are exercised, new shares are

created. This dilution effect creates a valuation

problem. Galai and Schneller (1978) presented

the first solution for this problem, by showing

that the value of a warrant is a fraction

(1=(1þ q) ) of the value of a call option on the

stock of an otherwise identical firm without war

rants. The factor q represents the ratio of the

number of new shares to be issued upon warrant

exercise and the number of existing shares.

However, this solution cannot be used in prac

tice, because such an identical firm does not

exist. Building on the Galai and Schneller

(1978) result, Crouhy and Galai (1991) and

Schulz and Trautmann (1994) derive a dilution

corrected version of the Black–Scholes option

pricing model. Schulz and Trautmann (1994)

also prove that the outcomes of this dilution

corrected option pricing model only marginally

differ from the outcomes of the original no dilu

tion corrected Black–Scholes option pricing

model. An important difference that remains

between warrants and call options is that war

rants generally have a longer maturity. There

fore, a correction for dividend payments on the

underlying stock is necessary. One of the few

markets in which both warrants and long term

call options are available is the Dutch market. In

an empirical study, Veld and Verboven (1995)

have shown that, despite the large similarities

between these instruments, warrants are valued

more highly than long term call options.

Because of the similarities between convert

ibles and warrants issued with bonds (warrant

bonds), the discussion on traditional and modern

motives for the issuance of convertibles is also

applicable to warrant bonds. Theoretically, the

modern motives are more convincing than the

traditional motives. However, from a survey of

Dutch companies that issued warrant bonds

from 1976 to 1989, Veld (1994) concludes that

these companies have mainly been driven by the

traditional motives.

With regard to the choice between convert

ibles and warrant bonds, Veld (1994) concludes

that the main motives for the issuance of warrant

bonds are (1) the possibility to attract equity

while the accompanying bonds remain outstand

ing; and (2) the possibility to acquire a higher

premium for the warrants in relation to the



conversion rights, because of the separate trade

ability of the warrants and the bonds. In an

empirical study, Long and Sefcik (1990) find

that convertibles have an advantage over warrant

bonds, because the flotation costs for issuing

convertibles are significantly lower.

Covered and Index Warrants

According to Veld (1992), covered warrants are

rights to buy existing assets from the issuer. In

past issues these assets have included gold, for

eign currencies, oil, existing shares, and existing

bonds (for an extensive list of examples, see

Duffhues, 1993). Because they entitle the holder

to buy existing assets, they are traded more like

call options than warrants. The main differences

between covered warrants and traded call

options are: (1) covered warrants are traded on

the stock exchange instead of the options ex

change; thus, the credit risk is not taken over

by a clearing organization; and (2) the issuer of

covered warrants issues a fixed amount of con

tracts, whereas the number of traded options is

flexible. One innovation is basket warrants.

These are rights to buy a basket of existing

shares of companies in the same branch of indus

try or from the same country.

Index warrants are options on a stock index.

They differ from traded options in the same way

as covered warrants differ from traded options.

On the American and the Canadian markets,

Nikkei put warrants have become popular

(Wei, 1992). On the European markets a number

of index warrants are traded. De Roon and Veld

(1996) mention that in the Netherlands index

warrants are traded on German, English,

French, American, Japanese, and Hong Kong

indexes. Wei (1992) has developed a number of

valuation models for index warrants.
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