


Praise for
The DeveloPing MinD

“A tour de force of synthesis and integration. Siegel has woven a rich tapestry 
that provides a compelling account of how our interpersonal worlds and neural 
systems form two important pillars of the mind. The second edition brings the 
latest neuroscientific evidence to the fore; it is a ‘must read’ for any student or 
professional interested in mental health, child development, and the brain.”
—RichaRd J. davidson, PhD, William James and Vilas Professor of 
 Psychology and Psychiatry; Founder and Chair, Center for Investigating 
Healthy Minds, University of Wisconsin–Madison

“With the original publication of The Developing Mind, the field of interpersonal 
neurobiology was born. Siegel’s genius for synthesizing and humanizing neu-
roscience, attachment, and developmental theory made the book a bestseller 
and attracted thousands to this new field. The second edition benefits from 
over a decade’s worth of additional findings, reflections, ideas, and insights. I 
encourage you to take Siegel up on his offer to share this fascinating journey, 
whether for the first time or for a return trip. You won’t be disappointed.”
—Louis cozoLino, PhD, Department of Psychology,  
Pepperdine  University

“When The Developing Mind was first published, Siegel’s proposal that mind, 
brain, and relationships represented ‘three aspects of one reality’ essential to 
human well-being still seemed closer to inspired speculation than teachable 
scientific knowledge. Just over a decade later, the neurobiology of interpersonal 
experience has grown into one of the hottest areas of psychological research. 
Over two thousand new references surveyed for the second edition testify to 
just how far neuroscientists, developmental psychologists, and clinicians have 
brought the field as they begin to more fully chart the interplay of mind, body, 
and relationships. This splendid second edition—at once accessibly written and 
meticulously documented—provides a comprehensive guide to this emerging 
science.”—saRah BLaffeR hRdy, PhD, Professor Emerita of Anthropology, 
University of California, Davis

“Siegel describes his book as ‘a journey into the developing mind,’ and no one is 
better equipped to invite psychotherapists and other students of human impulses 
to share this remarkable adventure. In clear and inspired prose, he reviews facts 
and theories about the human brain that can be difficult to grasp. He explains 
how the brain differentiates and enables the creative and passionate mind of a 
child to share meaningful intentions, experiences, imaginative beliefs, rela-
tionships, community, culture, and language. He puts this understanding in 
the service of a humane and respectful psychotherapy that can give integrity to 
young lives that have become anxious, chaotic, and rigid.”
—coLwyn  TRevaRThen, PhD, FRSE, Professor Emeritus of Child 
Psychology and Psychobiology, University of Edinburgh, United Kingdom



“Fulfilled my wildest expectations. Instead of laboriously struggling to learn 
about neurobiology, I found myself fairly effortlessly assimilating information 
because 1) the author is able to present his material in the context of interper-
sonal relationships in general and the treatment dyad in particular, and 2) the 
author is a master of lucidity, avoids pedantry, and succeeds in making his data 
clinically useful.”—American Journal of Psychiatry

“Readable, thoughtful, and informative.”—Educational Leadership

“I knew that this book was one I should keep handy when I wanted to improve 
my understanding of information on which the future science of psychiatry 
will be based.”—Journal of Clinical Psychiatry

“A remarkable book. . . . The Developing Mind boldly transcends the reduction-
ism that characterizes so much of contemporary psychiatry.”—Psychiatric Times

“Current, thorough, closely argued. . . . One of Siegel’s major gifts is for pre-
senting anatomical, neurological, research, and clinical information while still 
pointing out what remains unknown. He explores infant–parent relationships, 
emotions, states of mind, and how knowing about them can help one improve 
one’s relationships and capabilities for developing successfully.”—Booklist

“Why can’t we remember what we did at age three? Why are some children 
unusually shy? What is the biochemistry of humiliation, and how can it be 
‘toxic to the developing child’s brain’? New and plausible answers to these 
questions emerge from Siegel’s synthesis of neurobiology, research psychology 
and cognitive science. . . . His subject—how we become the people we are—
deserves to hold many readers spellbound.”—Publishers Weekly

“The story Siegel tells is indeed fascinating, essentially describing the transac-
tional processes that happen at the interface between developmental neurobiol-
ogy and the environment of an individual. He links every level of the system 
from cell chemistry to brain architecture, to caregiver–infant attachments, to 
interpersonal relationships in adulthood. . . . This is a book to stimulate, illu-
minate, and drive our understanding of human developmental processes for-
wards and I suspect that The Developing Mind will be seen as a milestone work 
in the future.”—Journal of Child Psychology and Psychiatry

“Brilliant. . . . It should probably not be read at one sitting, but sifted slowly as 
you would a 20 year old port. . . . This is not just a book for bright psychiatric 
residents or child fellows, but child psychiatrists young and old, overworked or 
underpaid. It offers a glimpse of new horizons in the profession.”—Canadian 
Child Psychiatry Review



The DeveloPing MinD





The Developing Mind
How Relationships and the Brain 
Interact to Shape Who We Are

S ec o n d  e d i t i o n

daniel J. Siegel

THE GUILFORD PRESS 
new York  London



© 2012 Mind Your Brain, Inc.
Published by The Guilford Press
A Division of Guilford Publications, Inc.
72 Spring Street, New York, NY 10012
www.guilford.com

All rights reserved

No part of this book may be reproduced, translated, stored in a retrieval 
system, or transmitted, in any form or by any means, electronic, mechanical, 
photocopying, microfilming, recording, or otherwise, without written 
permission from the publisher.

Printed in the United States of America

This book is printed on acid-free paper.

Last digit is print number: 9 8 7 6 5 4 3 2 1

The author has checked with sources believed to be reliable in his efforts to 
provide information that is complete and generally in accord with the standards 
of practice that are accepted at the time of publication. However, in view of the 
possibility of human error or changes in behavioral, mental health, or medical 
sciences, neither the author, nor the editor and publisher, nor any other party 
who has been involved in the preparation or publication of this work warrants 
that the information contained herein is in every respect accurate or complete, 
and they are not responsible for any errors or omissions or the results obtained 
from the use of such information. Readers are encouraged to confirm the 
information contained in this book with other sources.

Library of Congress Cataloging-in-Publication Data

Siegel, Daniel J., 1957–
 The developing mind : how relationships and the brain interact to shape who 
we are / Daniel J. Siegel. — 2nd ed.
  p. cm.
 Includes bibliographical references and index.
 ISBN 978-1-4625-0390-2 (hardcover: alk. paper)
 1. Developmental psychology. 2. Interpersonal relations. 3. Intellect.  
4. Brain—Physiological aspects. I. Title.
 BF713.S525 2012
 155—dc23
 2011052460



For Maddi





 vii 

About the Author

Daniel J. Siegel, MD, is an internationally acclaimed author, award-
 winning educator, and renowned child psychiatrist. He is Clinical Professor 
of Psychiatry at the School of Medicine of the University of California, Los 
 Angeles, where he serves as Co-Investigator at the Center for Culture, Brain, 
and Development, and Co-Director of the Mindful Awareness Research 
Center. He is also the Executive Director of the Mindsight Institute, an 
educational center devoted to promoting insight, compassion, and empathy 
in indi viduals, families, institutions, and communities. Dr. Siegel’s books 
include Mindsight, Pocket Guide to Interpersonal Neurobiology, The Mindful Ther-
apist, The Mindful Brain, Parenting from the Inside Out, and The Whole-Brain 
Child.





 ix 

Preface to the Second Edition

W elcome to the fascinating world of interdisciplinary thinking. I invite 
you to join me on this journey to explore the intricate intertwining of 

mind, brain, and relationships. Since the publication of the first edition of 
The Developing Mind over a dozen years ago, much has emerged from the 
objective study of science and the subjective knowledge of internal reflec-
tion. This book honors these distinct but equally important realms of knowl-
edge that will inform our travels.

In this second edition, I have had the deep honor to incorporate what 
I’ve learned from scientists, psychotherapists, educators, philosophers, con-
templative practitioners, and community leaders. The field that the first 
edition of this book introduced—“interpersonal neurobiology,” or simply 
“IPNB”—has grown in wonderful ways since then. It now has its own orga-
nizations (see the Global Association for Interpersonal Neurobiology Studies, 
or GAINS), in-depth educational programs (see www.mindsightinstitute.com), 
and a professional library of over two dozen textbooks.

My goal in thoroughly updating the references and revising the text for 
this edition is to make the ideas of IPNB and its scientific foundations as clear 
and concise as possible. I have had the good fortune of having 15 dedicated 
and bright research interns work by my side during the initial phases of this 
revision process. Their assignment was twofold: to “prove the first edition of 
this book and the ideas behind IPNB to be wrong” so that we could discard 
any proposals that were outdated or unfounded in the literature, and to offer 
any new research that presented alternative views. In this effort, over two 
thousand new scientific papers were reviewed; each paragraph of the book 
(projected on the wall at the Mindsight Institute) was collectively examined; 
and any necessary changes were made. In this process, we had the advantage 
of fresh minds exploring the foundations of IPNB to see whether any of 
the hypotheses set forth over a dozen years ago had since been proven with 
new studies and emerging technology. When we found that the majority of 
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propositions were in fact supported by new findings, the shared experience 
was exhilarating.

We also had the opportunity to interview several readers of the first 
edition—many of them teachers of the book for over a decade now—and to 
ask them, “What should be changed in the second edition?” Their virtually 
uniform response was “Nothing, except to update the scientific references.” 
So to stay true to the positive reception of the first edition, here in the second 
edition you’ll find that the text has been thoroughly updated to reflect the 
research advances in various fields. I have also added special discussions of 
culture, gender, temperament, genetics, and the role of consciousness and its 
neural correlates in various mental and social processes. Most of the propos-
als have been supported by research findings enabled by recent technological 
advances, and for those that remain hypotheses, the text still reflects their 
status as educated guesses. Keeping the distinction between implications and 
data- supported findings clear was an important feature of the original text 
and remains a goal for this edition, and for the field of IPNB as a whole.

This new edition also has an epilogue reflecting on various practical and 
scientific aspects of this approach, as well as a glossary of terms to improve 
access to some of the intricate ideas and their vocabulary. In addition, there 
are new figures and frequent “pullout” quotations to support those who 
enjoy and benefit from these visual aids to learning. In discussing examples 
throughout the book, I alternate between the third- person singular pro-
nouns “she” and “he” to avoid sexist usage. Naturally, all examples of indi-
viduals are presented without identifying features.

The Developing Mind has become a favorite book in a variety of pro-
grams; I hope that this second edition continues to be as well received. I love 
writing books, and returning to this first work to create a second edition has 
been a labor of love. This edition may have roughly the same sequence of 
chapters, but it is filled with fresh material and the integration of many new 
ideas and applications. I am grateful for all of the input we have received 
from readers from around the globe, and also to the many authors and con-
ference co- faculty members who share in the passion for creating a consil-
ient approach to this work. Marion Solomon and Bonnie Goldstein have 
been a wonderful team in bringing IPNB to the professional audience at our 
annual UCLA gatherings, and I thank them for their leadership in our pro-
fessional community. Kitty Moore, the initial editor at The Guilford Press 
who brought this work into the world, is a joy to work with, and I am thank-
ful for all of her support and wisdom over the years. Barbara Watkins worked 
with me on the day-to-day, line-by-line editing, and I cannot say enough 
in gratitude for her superb skills and for the way she kept the whole in mind 
while also paying such careful attention to detail and continuity. We had the 
exciting challenge of taking something people loved, updating it completely, 
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and maintaining the essence of its heart and soul, while also refining the 
message with clear and integrated prose. It has been a pleasure to pore over 
these pages with her to get the book ready to go to press. Marie Sprayberry 
again magnificently copyedited the manuscript, and Martin Coleman served 
as production editor.

I would also like to thank the wonderful individuals who are a part of 
the Mindsight Institute, which serves as an intellectual home for IPNB. Our 
global online course participants’ international perspective on the field and 
its application is invaluable for seeing the many ways in which this work can 
be applied across cultures. Input from students, both local and at a distance, 
has been a driving force for this work and motivates all of us to keep the field 
current. The members of our staff, including Stephanie Hamilton and Whit-
ney Stambler, have made working here a pleasure. Whitney was devoted to 
making the extensive references and notes well integrated throughout the 
book, and I thank her for those efforts. I am also grateful for the assistance 
of Eric Bergemann and Aubrey Siegel in helping to do some of the final 
copyediting of the manuscript. Caroline Welch, our CEO, has been both 
an inspiration and a powerful presence in helping us to organize our work 
and create a vision for the many possible applications of IPNB in the world. 
I thank her for her leadership, which is at the heart of this second edition’s 
message.

To dive into over a dozen disciplines of science and explore the consil-
ient findings that emerge is naturally quite a challenge. For the first edition, 
the library was my second home, where I’d spend long hours wading into 
the stacks of periodicals. Since then, there has been an exponential increase 
in the number of journals and research articles accessible through our inter-
connected digital library via the Internet. Taking on this goal of updating 
the book was a joy with the fabulous group of interns who joined in on the 
intellectual adventure. Working together, we could explore research data, 
cross- reference a wide range of studies, integrate ideas, and weave all of these 
together in creating the second edition. I am deeply grateful for the com-
panionship of this “mindful bunch”: Lisa Baldini, Kimberly Clark, Hannah 
Farber, Julien Fyhrie, Victoria Goldfarb, Riley Kessler, Cyrus Nahai, Benja-
min Nelson, Karen Olivares, Suzanne Parker, Francesca Reinisch, Gregory 
Sewitz, Katey Solzberg, Lucy Walsh, and Anabel Young. We went on a cre-
ative journey of discovery together, and I am thankful for their dedication to 
this project. It is my sincerest wish that this book you hold in your hands will 
maintain its usefulness as a solid resource, helping us to support the develop-
ment of healthy and resilient minds throughout our lives.
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Preface to the First Edition

What is the mind? How does the mind develop? This book synthesizes 
information from a range of scientific disciplines to explore the idea that 

the mind emerges at the interface of interpersonal experience and the struc-
ture and function of the brain.

Like many adolescents, as a teenager I became filled with a particular 
intellectual passion: I was fascinated with people and the nature of the mind. 
Through a series of journeys, I eventually became a psychiatrist, specializing 
in the care of children and families. Along the way have been encounters 
with a wide variety of people and the stories of their lives. Trained in sci-
ence and immersed in human struggles, I found myself naturally trying to 
understand the process of human development—of how people become who 
they are—by investigating what was known from research and getting as 
close as possible to the subjective experience at the core of people’s lives. This 
book presents the integration of this effort to gain insights into the mind and 
human development.

From mountaintops and quiet conversations to lecture halls and the bus-
tling discussions of a weekend conference, this exploration of the nature of 
the developing mind has come to involve people from many walks of life. 
At recent seminars, I have met with a range of professionals—in child devel-
opment, education, medicine, neuroscience, psychology, public administra-
tion, and social work—to discuss basic questions regarding the mind and 
the ways experience shapes development. These experiences as an educator 
have motivated me to synthesize this work into a framework that provides 
an integrated scientific foundation regarding the interpersonal and neuro-
biological basis of the developing mind.

This book may be useful for those working in a variety of disciplines. 
Understanding these processes can enable clinicians to help patients heal. 
Academicians may find such an interdisciplinary effort useful in gaining 
insight into how their own work relates to independent fields of research. 
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Educators can benefit from insights into how emotion and interpersonal 
relationships are fundamental motivational aspects of learning and memory. 
For child development specialists and others who care for children, know-
ing how forms of communication directly shape a child’s developing brain 
can be essential in creating programs that are scientifically based and that 
can optimize the care of children. For many other people, learning about 
how the mind emerges from the substance of the brain and the processes of 
interpersonal relationships can provide useful insights that can improve their 
professional as well as personal lives. Interpersonal experience shapes the 
mind as it continues to develop throughout the lifespan. This book is about 
how these interpersonal processes occur and how we can utilize ideas about 
neurobiology to help others, and ourselves, to grow and develop.

In my own field of psychiatry, the tremendous expansion of neuroscien-
tific research seems to have been interpreted in the extreme by some as a call 
to “biological determinism”—that is, to a view of psychiatric disorders as a 
result of biochemical processes, most of which are genetically determined 
and little influenced by experience. This impression may sound reduction-
istic, but I wish that the sense of demoralization expressed by many educa-
tors and students in psychiatry didn’t support the notion that the field has 
been losing its mind in favor of the brain. What is ironic, and what up until 
now has not been well known, is that recent findings of neural science in 
fact point to just the opposite: Interactions with the environment, especially 
relationships with other people, directly shape the development of the brain’s 
structure and function. There is no need to choose between brain or mind, 
biology or experience, nature or nurture. These rigidly applied divisions are 
unhelpful and inhibit clear thinking about an important and complex sub-
ject: the developing human mind.

As I was finishing up the last chapter revisions for this book, an article 
by a renowned neuroscientist who is also trained as a psychiatrist appeared 
in the American Journal of Psychiatry. Eric Kandel’s paper “A New Intellectual 
Framework for Psychiatry”1 suggests that the field of psychiatry in recent 
times has suffered from a series of damaging divisions within its ranks. These 
divisions have blocked the ability to integrate a wide range of information 
about human experience, mind, and brain. It is my hope that presenting a 
scientifically grounded synthesis focusing on these domains will enable such 
professional divisions to give way to a new conceptual foundation that will 
be useful for clinicians and others who help people develop.

Although it is important to be aware of the significant and very real 
contributions of genetic and constitutional factors to the outcome of devel-
opment, it is equally crucial that we examine what in fact is known about 
how experience shapes development. Such a balanced view enables us as 
parents, for example, to have a sense of responsibility for the experiences we 



 Preface to the First Edition xv

provide without the unnecessary burden of guilt generated by the belief that 
our actions are solely responsible for the outcome of our children’s develop-
ment.

One factor turning some mental health care providers’ attention away 
from the role of experience in human development may be our attempt to 
avoid some of the devastating errors of the past. Not so long ago, the mothers 
of children with autism were accused of being “refrigerators”; the families of 
patients with schizophrenia were said to be giving “double binds”; individuals 
with bipolar disorder were given thousands of hours of therapy, in search of 
the “psychological cause” of their mood swings; and people with obsessive– 
compulsive disorder were thought to be repressing some early trauma that 
may have produced their worries. In each of these painful examples, we as 
professionals looked toward experience to explain the causes of our patients’ 
anguish and dysfunction. Despite the goodness of our intentions, these views 
were misguided and not helpful to our patients. They produced accusations 
of blame and a sense of guilt that were unfounded. They did not lead to 
growth or healing in our patients or their families.

Many people have been spared devastating amounts of pain and  suffering 
because of our modern understanding of psychiatric illness and the appropri-
ate use of pharmacological agents. Psychiatry has had to embrace the notion 
that the brain contributes to mental dysfunction, in order to pursue these 
extremely important avenues of medical care. But losing sight of the impor-
tant role of experience, especially social experience, in shaping the mind 
does not help us to understand development or to help our patients.

If social factors—that is, human relationships—shape the development 
of the brain and the mind, how does this occur? The purpose of this book 
is to explore this question by examining some ways in which interpersonal 
experience shapes the developing mind and fosters emotional well-being.

An exciting challenge in writing this book has been to attempt to deepen 
an understanding of subjective everyday life, of the mind and human rela-
tionships, by drawing on the objective views of science. The benefit of this 
approach is that we can learn much more about what creates human experi-
ence than is possible with only everyday logic or self- reflection. For example, 
by learning how the circuits in the brain develop during the first years of 
life, we can gain insights into why older children or adults generally cannot 
consciously recall their experiences before the preschool years. By learning 
about the nature of how the brain creates an awareness of other minds, we 
can begin to understand the biological basis for emotional communication 
and what may be occurring when empathy is not a part of human relation-
ships. In addition, understanding how trauma affects the developing brain 
can yield insights into the subsequent impairments in memory processing 
and the ability to cope with stress. Using science to understand the mind 
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has provided a powerful tool for deepening our comprehension of subjec-
tive mental life and interpersonal relationships. These insights have proven 
tremendously useful in helping others grow and develop.

To see how these neurobiological ideas help others develop and heal not 
only has fueled my enthusiasm, but has generated the energy required for the 
completion of this book. This task would not have been possible without the 
loving support of my family. How many times they heard the excited call 
“It’s finished!”, only to find me working on the next draft a few weeks later. 
Their continuing encouragement is of immeasurable importance to me.

When The Guilford Press initially asked me to write this book, its focus 
was to be on memory and psychotherapy. Since that time, the topic of the 
book has broadened; it has come to include, with the helpful assistance of 
my patient editor, Kitty Moore, the much wider topic of these fundamental 
questions about the mind, the brain, and human relationships. I thank her for 
her belief in the work and her skillful help with the process of bringing it to 
completion. I would also like to express my appreciation to the efficient and 
responsive publication staff at Guilford, and especially to Anna Brackett and 
Marie Sprayberry, for their thoughtful attention to the text.

In my professional life, it can’t be overstated that my patients have had 
the largest impact on my clinical education. In ways both professional and 
personal, they have taught me more than I ever dreamed I’d learn in a life-
time. I have also had the good fortune of having had several clinical teachers 
who have been especially supportive and helpful in my development as a psy-
chotherapist, including Jim Grotstein, MD, Chris Heinicke, PhD, Regina 
Pally, MD, Arnold Scheibel, MD, and Don Schwartz, MD. Also along the 
journey have been many students— especially those in the Infant and Pre-
school Service, which I directed with Mary O’Connor, PhD, at UCLA, 
and at the Mindsight Institute and around the globe in our online class—
whose questions keep an investigating and conceptualizing mind reflective 
and excited about trying both to understand and to communicate complex 
ideas. One of the most moving teaching experiences has come from the 
opportunity to work with many teams of psychotherapists from over a dozen 
nations in Eastern Europe who have been struggling to deal with the rav-
ages of political wars and childhood abuse. The Children’s Mental Health 
Alliance Foundation, directed by Pamela Sicher, MD, and Owen Lewis, 
MD, has developed a novel educational program to teach these devoted and 
sacrificing therapists the basic elements of evaluating, treating, and (we all 
hope) preventing child abuse in their developing nations. It is inspiring to 
see their dedication, and exhilarating to hear that the ideas of this book have 
been accessible and useful across cultures.

These issues about how experiences shape the brain and organize the 
mind were topics of passionate discussion for a local study group called, 
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affectionately, the ID-CNS (Institute for Developmental and Clinical Neu-
ral Science). My thanks to its members—Lou Cozolino, PhD, Allan Schore, 
PhD, Judith Schore, PhD, and John Schumann, PhD—for our intellectual 
companionship on this journey into mind and brain. My childhood friend 
and longtime conversation partner in matters of the mind, Jonathan Fried, 
has offered valuable comments on the text and has been especially helpful 
in pointing out the abundance of “thuses” in the original manuscript; thus 
I thank him. Others who have read this work at various stages in its evolu-
tion and have provided immensely useful comments and questions include 
Daniel Attias, the late Lisa Capps, PhD, Leston Havens, MD, Erik Hesse, 
PhD, Althea Horner, PhD, Mary Main, PhD, Eleanor Ochs, PhD, Sarah 
Steinberg, Caroline Welch, and several anonymous reviewers through the 
editing process at The Guilford Press.

Several other people also need to be acknowledged. In medical school, 
Tom Whitfield III, MD, was my pediatric mentor and friend who taught 
me early on that “the way to care for patients is to care about them.” The 
initial version of what was to become this book was begun on a trip to visit 
Tom and his wife, Peg, in the Berkshires before his death in 1996. The les-
sons I have learned from trying to make sense of the process of losing such 
an important attachment figure in my life are contained within these pages. 
Another person in those years who “saved my life” in medical school is Les-
ton Havens, MD, who gave me the strength to hold on to my own experi-
ence in the confusing Boston psychiatric climate at the time. During my 
years of adult and child psychiatric residency, Joel Yager, MD, and Gordon 
Strauss, MD, and the late Dennis Cantwell, MD, supported my explorations 
of different directions and my efforts to organize my professional passions. 
In my National Institute of Mental Health research training years at UCLA, 
Marian Sigman, PhD, and Robert Bjork, PhD, were extremely supportive 
in guiding me through the wonderful interdisciplinary learning that the 
research fellowship allowed.

During many of those years as a trainee in psychiatry, I had the honor 
of being supervised by Robert Stoller, MD, who devoted much of his pro-
fessional life to exploring the ways in which early life experiences shape 
development. We would spend hours discussing patients, the mind, and our 
own experiences as therapists. One of our topics was about human commu-
nication. As Bob wrote in one of his last books before his tragic accidental 
death:

Still, yearning for clarity contains a pleasure of which I am only now fully 
aware. Sometimes, on paring a sentence down to its barest minimum, I find it 
transforms into a question, paradox, or joke (all three being different states of 
the same thing, like ice, water and steam). That is a relief: clarity asks; it does 
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not answer. Maybe then, in a hundred years, sitting on my haunches like a 
Zen master, I shall finally write a clear sentence. But it will have no words.2

I have tried my best to use simple language, to avoid unnecessary jar-
gon, and to make sentences concise and clear. Though words are limited in 
their ability to convey exactly what we mean, they are one of our only ways 
of sharing information about complex ideas, as well as about simple truths. 
Words enable us to communicate across the boundaries of time and space 
that separate one mind from another. Words allow us to tell the stories of our 
lives and relate the scientific explorations that reflect our drive to understand 
ourselves and the world in which we live. I hope that the stories and science 
in the book will help people to understand the social brain more fully and 
to focus our attention on the many intriguing and important unanswered 
questions about interpersonal experience and the developing mind across the 
lifespan.
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c h A P t e R  1

Mind, Brain, and Relationships
The Interpersonal Neurobiology Perspective

The “mind” is rarely defined in fields that focus on mental experience. This 
avoidance may be due to any of several well- considered reasons. There is 

the understandable philosophical stance that definitions may restrict a full 
understanding, or the notion that the mystery of the mind makes us unable 
to characterize its defining features. Sometimes the word “mind” is used as a 
placeholder for the unknown, a marker of this mysterious source of our sub-
jective inner life. In this book, I honor these positions while taking the risky 
step of exploring a working definition of the mind that has been of great 
value in understanding how our lives develop and what a healthy mind may 
actually be. After all, if we do not attempt to define at least a core aspect of 
the mind itself, how can we state what might constitute a healthy mind?

This book explores how recent findings from a range of sciences can 
bring us to a new understanding of the developing mind. The sciences give 
us many views of how the mind functions, providing in-depth but distinct 
perspectives on human experience. For example, neuroscience can inform us 
about how the brain gives rise to mental processes such as memory and per-
ception. Developmental psychology offers us a view of how children’s minds 
grow within families across time. Anthropology gives us insights into how 
relational experiences and communication patterns within different cultures 
directly shape the development of the mind. Psychiatry gives us a clinical 
view of how individuals may suffer from emotional and behavioral distur-
bances that profoundly alter the course of their lives. Often these disciplines 
function in isolation from one another. Yet when one attempts to synthesize 
their recent findings, an incredible convergence of many independent fields 
of study is revealed. This convergence can be called “consilience”—the dis-
covery of common findings from independent disciplines.1 These findings 
shed light on how the mind emerges from the substance of the brain and is 
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shaped by our communication within interpersonal relationships. My aim 
is to provide an overview and integration of some of these scientific per-
spectives, which serve as a foundation for a neurobiology of interpersonal 
experience.

More specifically, to help you to understand the developing mind, 
I provide an integration of mental processes (such as memory and emo-
tion) with both neurobiology (such as neural activity in specific circuits) 
and interpersonal relationships (such as patterns of communication). This 
integration is indeed the challenge of the book, both in the writing and in 
the reading. My concern is with those who, like many of my past students, 
are new to neurobiology; the unfamiliar ideas and vocabulary may initially 
feel too overwhelming to continue. Numerous teaching experiences, how-
ever, have demonstrated that the outcome is worth the effort. I have tried 
to include enough of a background as the chapters evolve that each topic 
can be understood by those who may be totally unfamiliar with a given 
area. No prior expertise is required. New concepts and vocabulary are inevi-
table, but I have tried to incorporate information throughout the book in 
a “user- friendly” manner, summarizing the significance of certain findings 
and including reminders of certain trends as they recur in the book. What-
ever your personal, scholarly, or professional pursuits, you will have a better 
understanding of unpredictable experiences after having studied this mate-
rial. Learning this approach will support the scientific view that “chance 
favors the prepared mind,” in that your own mind will be prepared with 
this integrative perspective to understand and respond to what arises in life. 
There are many readily accessible concepts and much useful information just 
below the surface of these sometimes new names and ideas. A shared under-
standing from the beginning will help you in making sense of the intricate 
and exciting findings about interpersonal relationships and the developing 
mind. For those who are charting new waters, I welcome you to the exciting 
world of interdisciplinary study!

DEFInInG THE MInD

Here is a definition of the mind that enabled dozens of scientists to communi-
cate with one another about the mind: “A core aspect of the mind is an embodied 
and relational process that regulates the flow of energy and information.” In the begin-
ning of the Decade of the Brain, the 1990s, I offered this working definition 
to a group of over forty scientists in order to find a common starting place for 
us to address the connection between the mind and the brain. With this view, 
all of the researchers—from anthropologists to neuroscientists—could find 
a common way of describing each discipline’s way of exploring the nature 
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of reality. Energy and information flow 
is what is shared among people within a 
culture, and this flow is what is measured 
in subjects within a brain scanner. In this 
working definition, we also found a way 
to meet for over four years, sharing our various perspectives on the nature 
of what it means to be human. It was in the fertile soil of this gathering that 
the seeds of the interdisciplinary field that ultimately became interpersonal 
neurobiology (IPNB) were first sown. IPNB embraces everything from our 
deepest relational connections with one another to the synaptic connections 
we have within our extended nervous systems. It encompasses the interper-
sonal power of cultures and families, as well as insights into molecular mecha-
nisms; each contributes to the reality of our subjective mental lives. IPNB is 
not a branch of neuroscience, but a broad field drawing on the findings from 
a wide range of disciplines that explore the nature of what it means to be 
human. Based on science, IPNB seeks to create an understanding of the inter-
connections among the brain, the mind, and our interpersonal relationships. 
IPNB can also be used to understand our relatedness beyond the interper-
sonal, to other living creatures and to our whole planet. With this approach, 
new strategies for both understanding and promoting well-being are possible. 
We can both define the mind and outline practical steps for how to cultivate 
a healthy mind as it develops across the lifespan.

The ideas of this framework are organized around three fundamental 
principles:

1. A core aspect of the human mind is an embodied and relational pro-
cess that regulates the flow of energy and information within the 
brain and between brains.

2. The mind as an emergent property of the body and relationships is 
created within internal neurophysiological processes and relational 
experiences. In other words, the mind is a process that emerges from 
the distributed nervous system extending throughout the entire 
body, and also from the communication patterns that occur within 
relationships.

3. The structure and function of the developing brain are determined 
by how experiences, especially within interpersonal relationships, 
shape the genetically programmed maturation of the nervous sys-
tem.

To put it simply, human connections shape neural connections, and each 
contributes to mind. Relationships and neural linkages together shape the 
mind. It is more than the sum of its parts; this is the essence of emergence.

The mind is an embodied and 
relational process that regulates the 
flow of energy and information.
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One view of the mind parallels a dictionary definition of the psyche: 
“1. the human soul; 2. the intellect; 3. psychiatry—the mind considered as a 
subjectively perceived, functional entity, based ultimately upon physical pro-
cesses but with complex processes of its own: it governs the total organism 
and its interaction with the environment.”2

This book extends this notion of the mind’s being more than “simply 
brain activity.” It offers an IPNB perspective that draws on the full range of 
scientific disciplines to integrate everything from the societal to the synaptic. 
On the brain side of mental life, current neuroscience reveals the connection 
between brain structure and function, and provides us with new insights 
into how experience shapes mental processes.3 By altering both the activity 
and the structure of the connections between neurons, experience directly 
shapes the circuits responsible for such processes as memory, emotion, and 
self- awareness. We now know, too, that experience and the firing of neurons 
can alter the regulatory molecules that control gene expression—a process 
called “epigenesis.”4 These epigenetic changes reveal the powerful ways in 
which experience modifies how the brain develops, sometimes across the 
lifespan. In fact, recent studies in neuroplasticity reveal how the brain con-
tinues to modify its structural connections with experience throughout life.5 
Moreover, studies of evolution suggest that our mammalian brains are pro-
foundly social, and that relationships have a huge impact on neuronal func-
tion from the earliest days of our lives. On the relational side of our view 
of mind, we can draw upon a wide range of studies from development and 
family function to demonstrate the importance of patterns of communi-
cation between people to shape how the mind functions. We can use an 
understanding of the impact of experience on the mind to deepen our grasp 
of how the past continues to shape present experience and influence future 
actions. Insights into the mind, brain, relationships, and experience can pro-
vide a window into these connections across time, allowing us to see human 
development in a four- dimensional way.

This book synthesizes concepts and findings from a range of scien-
tific disciplines, including those studying attachment, child development, 
communication, complex systems, cultural anthropology, emotion, evolu-
tion, information processing, memory, narrative, and neurobiology. I have 
attempted to provide enough of an introduction so that those totally unfa-
miliar with these domains can understand the material and apply the rel-
evant findings in their professional work and personal lives. When we exam-
ine what is known about how the mind develops, we can gain important 
insights into the ways in which people can continue to grow throughout 
life. The mind does not stop developing, even as we grow past childhood and adoles-
cence. Through understanding the connections between mental processes and 
brain functioning, we can build a neurobiological foundation for the ways in 
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which interpersonal relationships—both 
early in life and throughout adulthood— 
continue to play a central role in shaping 
the emerging mind.

Energy and Information Flow

The mind—the regulatory process that creates patterns in the flow of energy 
and information—can be described as emanating in part from the activity 
of the neurons of the distributed nervous system.6 Keep in mind that the 
“single-skull” view of mind as merely a product of the brain may be too 
limited. We have evolved to be social, and mental processes are a product 
of our inner neural connections as well as our interpersonal communicative 
connections with others. Without this reminder, it may be too easy to slip 
into the linear thinking that “mind is simply the brain’s activity.” The sci-
entifically grounded view proposed in this text is that the mind arises from 
beyond the functioning of an isolated nervous system. Both our internal 
neural functions and our shared communicative processes give rise to the 
process defined here as mind.

It is important to underscore this issue right from the start. Sometimes 
neuroscience researchers or the popular media imply that the mind is simply 
the output of the brain. In this often- expressed view, mental life is equated 
with brain activity—an outcome of the firing of neurons within the brain. 
But in this book I take a broader view that perceives mental processes as 
emerging from neural functions throughout the whole body (not only the 
brain in the skull) and from relational processes (not only from one bodily 
self or nervous system). The mind is embodied, not just enskulled. And the 
mind is also relational, not a product created in isolation. These relation-
ships include the communication an individual has with other entities in the 
world, especially other people. This book focuses especially on the impor-
tant ways in which interpersonal relationships shape how the mind emerges 
in our human lives. But we also have a relationship with nature, with this 
planet, with the Earth upon which we live, that shapes our mental (and 
physical) lives as well. This is a vital form of relationship that sustains us in 
the air we breathe and the water we drink. But this book is focused primarily 
on the person-to- person aspect of our relationships. This is the social nature 
of the “embodied and relational process that regulates the flow of energy and 
information.”

The implications of this definition are significant, as I hope you’ll see 
in the journey through these pages. One implication is that we don’t “own” 
our minds—that we, our individual “selves,” are interdependent on others 
for the functioning of our minds. This relational part of the definition makes 

The mind does not stop developing, 
even as we grow past childhood 
and adolescence.
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some people uncomfortable. Yet if you are in a family, or in a one-to-one 
relationship, you know that your subjective, inner mental life is profoundly 
influenced by others. On the scientific side, any anthrolopologist or sociolo-
gist knows from research how real this relational component of our mental 
lives truly is. And so what we need is a link that connects the social with 
the synaptic. To achieve the essential ability to move readily between these 
two levels of human reality, we will have to define the common ground that 
links them.

When one of us speaks to another, the voice box stimulates the move-
ment of air molecules manifested as kinetic energy. The eardrum responds 
to this energy flow by creating electrochemical energy movement within 
the acoustic nerve and downstream neural circuits of the brain. Ions flow in 
and out of the neural membranes, and the release of chemical transmitters 
activates downstream neurons. When these patterns of neural firing match 
with prior learning, then this “energy flow” has informational value, and the 
listener can understand what the speaker has said.

Here we can see how “communication” is based on the sharing of energy 
and information. But what are these shared elements of mental life? Several 
different measures of energy can be used to study the different forms that 
energy flow takes. Brain imaging studies examine the metabolic, energy-
 consuming processes in specific neural regions, or the blood flow to cer-
tain areas that are thought to be a clustering of localized neuronal activity. 
Electroencephalograms (EEGs) assess the electrical activity across the surface 
of the brain as measured by electrodes on the head. These assessments of 
“energy flow” are not popularized, unscientific views of the flow of some 
mysterious substance through the universe. Neuroscience studies the way in 
which the brain functions through the energy- consuming activation of neu-
rons. The degree and localization of this arousal and activation within the 
brain—this flow of energy— directly shape our mental processes.

But the mind is involved in more than the regulation of the flow of 
energy. The mind is also about regulating the flow of information.7

What is information? At the most basic level, “information” consists of 
swirls of energy that have symbolic meaning. If I say the term “glicanera,” 
and you do not understand Greek, you will not derive information from that 
sound. Yes, the letters themselves have information; a “g” is pronounced 
“gee,” and when it is combined with all the other letters, you can say the word 
“glicanera.” In that way, the letters are bits of information— squiggles that 

stand for certain sounds. But the whole 
word may have no symbolic reference. If 
you speak Greek, you will “know” that 
this word means “sweet water,” and that 
it is also the name of a magnificent beach 

“Information” consists of swirls 
of energy that have symbolic 
meaning.
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on Crete. Now you know that the word “glicanera” stands for something 
more than the sounds of the letters. This information comes from the way 
the symbolic meanings are embedded in that set of sounds—the pattern of 
energy flow in “glee-kah-nehr-ah.”

Within IPNB, we view mind, brain, and relationships as three aspects of 
energy and information flow. Brain is the embodied neural mechanism shap-
ing that flow; relationships are the sharing of the flow; mind is the embodied 
and relational process that regulates the flow of energy and information. If 
we ask, “Where is the mind?”, we can say that its regulatory functions are 
embodied in the nervous system and embedded in our interpersonal rela-
tionships. This emergent process of both the neural and the interpersonal 
locates the mind within both the physiological and relational frame of real-
ity. The mind develops in the interaction of at least these two facets of our 
human lives.

Mind, brain, and relationships are not three separate elements. Instead, 
we are proposing that they are “three aspects of one reality”—that is, energy 
and information flow. Just as we have heads and tails of one coin, we can have 
many facets of one entity. This aspect of mind regulates the flow of energy 
and information as it is shared within relationships and moves through the 
physical mechanisms of the brain, the embodied neural connections within 
the extended nervous system distributed throughout the whole body. This 
“embodied brain” is simply referred to hereafter as the “brain,” for ease of 
reference, reading, and writing. Please note, too, that a self- organizing pro-
cess like the mind is an emergent property of a system. This process both 
arises from the interaction of the system’s elements (energy and information 
flow within the body and are shared between people) and also regulates in a 
recursive way the very elements from which it arose. This recursive, reentry 
property of mind, typical of self- organizing emergent processes, means that 
relationships and brain shape mind and mind shapes relationships and brain. 
Mind, brain, and relationships are three aspects of one system: regulation, 
embodied mechanism, and sharing of energy and information flow. We’ll be 
exploring these intricate and fascinating aspects of the mind throughout the 
pages of our journey together. Figure 1.1 shows this triangle of human expe-
rience, with mind, brain, and relationships representing aspects of energy 
and information flow.

This may be a new way for you to think, but embracing mental, neural, 
and relational processes as involving energy and information flow patterns 
is a powerful way to blend science with the subjective nature of our human 
lives. Naturally, our mental experience is far more than a regulatory process; 
it involves the subjective quality of our consciousness and the inner ways of 
knowing that enrich our sense of feeling, meaning, purpose, love, connec-
tion, and wholeness. However, learning about the regulatory aspect of mind 
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empowers us to see more deeply into the ways the mind develops as the brain 
changes and as relationships evolve over time. As you’ll see, certain patterns 
of this flow involve a flexible and adaptive outcome; mind, brain, and rela-
tionships can be intentionally moved toward health. This pattern of healthy 
living involves the integration of energy and information within the nervous system 
and between people. Integration is the organizing principle that links the ways 
energy and information flow is shared (relationships), is shaped (the mecha-
nisms of the embodied nervous system or, termed simply, the brain), and is 
regulated (the mind).

Integration

The mind has distinct modes of processing information. For example, our 
sensory systems can respond to stimuli from the outside world, such as sights 
or sounds, and can “represent” this information as patterns of neural firing 
that serve as mental symbols. The activity of the brain creates “representa-
tions” of various types of information about the outer and inner worlds. 
For example, we have representations of sensations in the body, of percep-
tions from our five senses, of ideas and concepts, and of words. Each of 
these forms of representation is thought to be created in different circuits of 
the brain. These information- processing modes can act independently, and 
they also have important interactions with one another that directly affect 

MIND
(regulation)

BRAIN RELATIONSHIPS
(mechanism) (sharing)

FigURe 1.1. Three aspects of energy and information flow. Adapted from The Mind-
ful Therapist: A Clinician’s Guide to Mindsight and Neural Integration by Daniel J. Siegel. 
Copyright © 2010 by Mind Your Brain, Inc. Used by permission of W. W. Norton 
& Company, Inc.
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their processing. We can have complex 
representations of sensations, perceptions, 
ideas, and linguistic symbols as we think, 
for example, of some time in the past. The 
weaving together of these distinct modes 
of information processing into a coherent whole may be a central goal for 
the developing mind across the lifespan. This process of linking differentiated 
parts into a functional whole is called “integration.” As we’ll see, integration is a 
unifying principle that will help us to understand the linkage of mind, brain, 
and relationships throughout our discussions. Furthermore, in IPNB, we 
propose that integration is the heart of health.

Interpersonal relationships may facilitate or inhibit this drive to inte-
grate a coherent experience. Relationships early in life may shape the very 
neural structures that create representations of experience and allow a coher-
ent view of the world: Interpersonal experiences directly influence how we 
mentally construct reality. This shaping process occurs throughout life, but 
is most crucial during the early years of childhood. Patterns of relationships 
and emotional communication directly affect the development of the brain. 
Studies in animals, for example, have demonstrated that even short episodes 
of maternal deprivation have powerful neuroendocrine and epigenetic effects 
on the ability to cope with future stressful events. Studies of human subjects 
reveal that different patterns of child– parent attachment are associated with 
differing physiological responses, ways of seeing the world, and interpersonal 
relationship patterns.8 The communication of emotion may be the primary 
means by which these attachment experiences shape the developing mind. 
Research suggests that emotion serves as a central organizing process within 
the brain. In this way, an individual’s abilities to organize emotions—a prod-
uct, in part, of earlier attachment relationships— directly shapes the ability of 
the mind to integrate experience and to adapt to future stressors.

Differentiation and Linkage

To understand integration, we must unpack its two fundamental components: 
“differentiation” and “linkage.” Differentiation is how parts of a system can 
become specialized, unique in their growth, individualized in their develop-
ment. Linkage involves the connection of separate areas to each other, often 
involving the sharing of energy and information flow. When differentiated 
areas become linked, they retain some of their essential qualities while also 
becoming a part of a functional whole. Here we see how integration makes 
the whole greater than the sum of its parts. In mathematics, we use terms 
such as “complexity” and “coherence” to describe such linkage of differenti-
ated parts. In biological terms, we can see how individuals develop, growing 

Linking differentiated parts into 
a functional whole is called 
“integration.”
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ever more differentiated and interconnected over a lifetime and across the 
generations. In day-to-day terms, vitality and harmony emerge from inte-
gration. From simple, less integrated stages of development, differentiation 
and linkage can create more sophisticated and intricate functions. Such inte-
gration gives rise to flexible and adaptive functions. This is the essence of 
health.

There are important scientific implications for systems that link dif-
ferentiated parts to one another. Like a choir, they move toward harmony 
in an integrated state. Yet if such integration is impaired, the result is chaos, 
rigidity, or both. Chaos and rigidity can then be seen as the “red flags” of 
blocked integration and impaired development of a mind. Taking note of 
this pattern has profoundly useful implications for understanding impedi-
ments to health and for promoting health through integrative development. 
For example, attachment can be understood as how parents have come to 
integrate their own inner self- awareness with their relationship with their 
children— honoring differences, cultivating compassionate linkages. An 
integrated relationship is a healthy relationship.

Here is a fabulous finding verified by studies in neuroplasticity: How we 
learn to focus the mind can change the brain. If we learn the basic approach 
of linking differentiated parts of our lives—our nervous systems and our 
social connections with others—we can move internally and interpersonally 
toward integration and health. Lack of integration can help explain other-
wise mysterious patterns underlying how some individuals become stuck in 
their growth and development.9 Given that the focus of the mind can change 
brain activity and structure, knowing something about brain anatomy and 
function can empower us to transform our lives and intentionally move 
our development toward health. This book creates a view of the develop-
ing mind by examining the interdependent mental, relational, and neural 
processes that are the foundational aspects of energy and information flow 
within and among people.

THE ORGanIzaTIOn OF THE BOOk

This book is composed of two general forms of information. First, scien-
tific findings from a range of disciplines are summarized and synthesized to 
construct a conceptual foundation for an “interpersonal neurobiology” of 
the developing mind. This scientific foundation creates a new, interdisci-
plinary view of established knowledge. Second, conceptual implications and 
new proposals derived from data, clinical experience, and synthetic reason-
ing across disciplines can then be drawn from this framework. Here we are 
“moving beyond the data” with caution and intention, but doing so out of 
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necessity. Much as in the old Indian fable of the blind men and the elephant, 
we need to fill in the gaps in our knowledge to create a “whole- elephant” 
view of reality. I have tried my best to clarify where we are synthesizing 
established views from science and where we are making hypotheses from 
this existing data.

Each chapter explores a major aspect of human experience: aware-
ness, memory, attachment, emotion, states of mind, representations, self-
 regulation, interpersonal connection, and integration.

Brain anatomy and awareness

In the remainder of this first chapter, we will dive into the basics of brain 
anatomy and function so that we start with a common understanding of this 
point on our triangle. Much remains unknown about neural processes, but 
having a basic scaffold of shared knowledge will be of great benefit. We will 
also begin to explore the wonderful and mysterious world of consciousness, 
examining some aspects of its subjective nature and its neural correlates. 
The fact is, we don’t really know how the physical property of neural fir-
ing and the subjective experience of being aware of something create each 
other. I raise this issue from the start because it is a fundamental unanswered 
question. Conscious awareness is a useful 
modality for examining this fascinating 
question, and we will explore the science 
of how neural function may be correlated 
with the subjective experience of being 
aware.

Memory

In Chapter 2, I summarize research on various forms of memory to help us 
understand how our earliest experiences shape not only what we remember, 
but also how we remember and how we shape the narrative of our lives. 
Memory can be seen as the way the mind encodes elements of experience 
into various forms of representation. As a child develops, the mind begins 
to create a sense of continuity across time, linking past experiences with 
present perceptions and anticipations of the future. Within these representa-
tional processes, generalizations or mental models of the self and the self with 
others are created; these form an essential scaffold for the growing mind’s 
interactions with the world.

The narrative process is one way that the mind attempts to integrate 
these varied representations and mental models. Autobiographical narratives 
are reviewed to explore how the mind creates coherence within its own 

We don’t really know how the 
physical property of neural firing 
and the subjective experience of 
being aware of something create 
each other.
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processes and how this central integrative function influences the nature of 
interpersonal relationships.

attachment

Awareness, memory, and autobiographical narrative set the stage for Chapter 
3, which examines attachment in children and adults. Repeated patterns of 
children’s interactions with their caregivers become “remembered” in the 
various modalities of memory and directly shape not just what children recall, 
but how the representational processes develop. Behavior, emotion, percep-
tions, sensations, and models of others are engrained by experiences that occur 
before children have autobiographical memory processes available to them.

A profound finding from attachment research is that the most robust 
predictor of a child’s attachment to parents is the way parents narrate their 
own recollections of childhood during the Adult Attachment Interview. 
This implies that the structure of an adult’s narrative process—not merely 
what the adult recalls, but how it is recalled—is the most powerful feature in 
predicting how an adult will relate to a child. These attachment studies pro-
vide a framework for understanding how communication within relation-
ships facilitates the development of the mind.

Emotion

The primary ingredient of secure attachment experiences is the pattern of 
“emotional communication” between child and caregiver. This finding raises 
the fundamental question of why emotion is so important for the evolving 
identity and functioning of a child, as well as in the establishment of adult 
relationships. It also raises the question as to what exactly is “emotion.” Why 
does a child require emotional communication and the alignment of emo-
tional states for healthy development? To attempt to answer these questions 
fully, we need to synthesize a number of independent perspectives. The way 
the mind establishes meaning is closely linked to social interactions and both 
meaning making and relationships appear to be mediated via the same neural 
circuits responsible for initiating emotional processes. Emotion can thus be 
seen as an integrating process that links the internal and interpersonal worlds 
of the human mind.

States of Mind

Chapter 5 examines how different mental processes are organized within a 
state of mind. These states allow disparate activities of the brain to become 
linked at a given moment in time. A single brain functions as a system that 
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can be understood by examining the “theory of nonlinear dynamics of com-
plex systems,” or, more briefly, “complexity theory.” Chapter 5 proposes 
how the laws of complex systems that deal with emergent processes and self-
 organization can be applied not only to the single mind, but also to the func-
tioning of two or more minds acting as a single system. This new application 
allows us to deepen our discussion of states of mind and their fundamental 
importance in creating internal subjective experience and shaping the nature 
of human relationships.

Representations

Chapter 6 reviews in detail how the mind creates representations— mental 
symbols—of experience. Our internal experiences are constructive pro-
cesses. That is, our emotions, states of mind, and interpersonal relationships 
help shape the ways in which these representational processes develop.

This chapter also looks at how dif-
ferences in the hemispheres of the brain 
shape the creation of representations. The 
brain has an asymmetry in its circuitry, 
which leads to the specialization of func-
tions on each side of the brain. The capacities to sense another person’s emo-
tions, to understand others’ minds, and even to express one’s own emotions 
via facial expressions and tone of voice are all mediated predominantly by 
the right side of the brain. In certain insecure attachment patterns, com-
munication between parent and child may lack these aspects of emotions 
and mental experience. In contrast, secure attachments seem to involve the 
sharing of a wide range of representational processes from both sides of the 
brain. In essence, balanced interpersonal communication allows the activity 
of one mind to sense and respond to the activity of another. The ways we 
connect with each other directly shape how we “regulate” our emotions and 
alter our states of mind. In other words, dyadic regulation directly shapes 
“self- regulation,” the topic of the next chapter.

Self‑Regulation

Chapter 7 explores self- regulation—the way the mind organizes its own 
functioning. Self- regulation is fundamentally related to the modulation of 
emotion and self- organization. As we’ll see, this process involves the regula-
tion of energy and information flow via the modulation of arousal and the 
appraisal of meaning. Emotion regulation is initially developed from within 
interpersonal experiences in a process that establishes self- organizational 
abilities.

Our internal experiences are 
constructive processes.
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Interpersonal Connection

Chapter 8 examines the nature of the connections between minds. Interper-
sonal relationships shape the mind by allowing new states to emerge within 
interactions with others. Early in development, patterns of communication 
between parent and child help determine the ways in which self- regulation 
emerges. Self- organization thus emerges out of self–other interactions. 
These patterns can help us to understand how relationships throughout life 
may facilitate emotional well-being. Examples from families and individual 
patients in psychotherapy are offered to illustrate these ideas.

Integration

How the self creates a sense of coherence across time is reflected in the con-
cept of integration, the central topic of Chapter 9. As noted earlier, “integra-
tion” refers to the way the mind links differentiated parts. The mind estab-
lishes a sense of coherence by linking states of mind across time.

By organizing the self across past, present, and future, the integrating 
mind creates a sense of coherence and continuity. Integration can be assessed 
by examining the structure of autobiographical narratives. Narrative coher-
ence is reflected in the way a life story is told and the manner in which life is 
lived. In this way, an attachment history revealed in an adult attachment nar-
rative reflects the individual’s capacity to integrate a coherent sense of self. 
Various forms of mental dysfunction may signal that integration is impaired, 
leading to a sense of paralysis or chaos. From the perspective of interpersonal 
neurobiology, the signs, symptoms, and syndromes described in the Diag-
nostic and Statistical Manual of Mental Disorders (the DSM-IV-TR)10 can be 
interpreted as actually describing chaos, rigidity, or both. However, human 
relationships can foster resilience and emotional well-being by facilitating an 
integrative capacity.

Throughout our journey together, we’ll be exploring new ways to 
understand established findings that move us further in understanding human 
development. My overall goal is to create a scientifically grounded, interdis-
ciplinary view that deepens our grasp of the developing mind and helps 
create stronger minds, healthier relationships, and more integrated brains for 
the generations ahead.

Let us now turn to look at the “brain” aspect of energy and information 
flow—but please keep in mind the complete triangle of mind, brain, and 
relationships as it reveals the interdependent nature of these three aspects of 
one reality. What are the mechanisms by which human relationships shape 
brain structure and function? How is it possible for the interactions between 
people to affect something so inherently different as the activity of neurons? 
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Exploring insights from neurobiology—the study of the way neurons work 
and how the brain functions—will greatly enhance our ability to address 
these basic questions. We’ll then turn to some basic ideas about how we 
can use awareness, the mental experience of consciousness, to intentionally 
alter the structure of the brain. The very focus of our attention can create 
neural firing patterns that can change the 
brain’s physical connections. Given that 
interpersonal relationships guide how we 
focus our attention and therefore how our 
neural firing patterns emerge, our social 
experiences can directly shape our neural architecture. Put simply, our rela-
tional connections shape our neural connections. This interactive process 
occurs throughout the lifespan.

THE EMBODIED BRaIn

The Organization of the Brain

The brain is a complex system of interconnected parts. At its most basic level, 
the skull-based portion of the nervous system consists of over one hundred 
billion “neurons” and trillions of supportive “glia” cells. Collectively, these 
neurons are over two million miles long. Each neuron has an average of ten 
thousand connections that directly link it to other neurons.11 Thus there are 
thought to be about one million billion of these connections, making it “the 
most complex structure, natural or artificial, on earth.”12 A neuron is one of 
the basic types of cells in the nervous system; it consists of a cell body, receiv-
ing ends called “dendrites,” and a long axonal length that reaches out to other 
neurons. The neuron sends an electrical impulse, called an “action potential,” 
down its long axons; this releases a neurotransmitter at the space at the end, 
called a “synapse,” which then excites or inhibits the downstream neuron. 
This is an example of electrochemical energy flow. A synapse is the  connection 
that functionally links neurons to one another. These synaptic connections 
help form the linkages that are the foundation for the intricate architecture of 
the brain. Because of the spider-web-like interconnections, activation of one 
neuron can influence an average of ten thousand other neurons. The resulting 
set of neurons that are firing together is called a “neural net profile,” which 
signifies a pattern of neural activity clustered into a functional whole. Such a 
neural net profile, for example, can be a neural representation activated when 
we think of the Golden Gate Bridge or the Eiffel Tower. Each time we think 
of that particular structure, a similar neural net profile will become activated. 
The vast numbers of neural connections are not static; the brain continu-
ally changes its synaptic interconnections in response to experience.13 This 
means that the number of firing patterns possible across a lifespan is virtually 

Our social experiences can directly 
shape our neural architecture.
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infinite. The number of possible “on–off” patterns of neuronal firing even 
in a given moment of time is immense, estimated as a staggering ten times 
ten one million times (ten to the millionth power). The brain is obviously 
capable of an imponderably huge variety of activity; the fact that it is often 
organized and functional is quite an accomplishment!

Neurons and glia are organized in various levels of complexity, from 
small clusters called “nuclei” to larger assemblies called “circuits,” “regions,” 
and “hemispheres.” These various groupings have internal interconnections 
that enable neural firing to cluster into specialized patterns limited to that 
specific area; the output of these differentiated areas then links with the 
output of other regions by way of intergroup fibers that enable cross-group 
communication to occur. These neural clusters can be classified in a num-
ber of ways, including their anatomical placement in the lower, central, and 
upper areas of the brain. Figure 1.2 is a schematic drawing of the basic struc-
ture of the brain.

Lower Brain Structures

The “lower structures” include those circuits of the brainstem deep within 
the skull that mediate basic elements of energy flow, such as states of arousal 

FigURe 1.2. Diagram of the right hemisphere of the human brain. The lower areas 
include the cerebellum and the brainstem; the central areas include the limbic 
regions (amygdala, hippocampus) and thalamus; the upper areas include the cortical 
regions. Copyright 2012 by Mind Your Brain, Inc.
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and alertness and the physiological state of the body (temperature, respi-
ration, heart rate). Clusters of neurons in this region are also responsible 
for the survival reactions of fight– flight–freeze and are fundamental to the 
“polyvagal theory” of self- regulation.14 This theory suggests that our inter-
actions with others directly shape how these deep structures in the brain 
respond with a sense of safety and receptivity or with a sense of danger or 
life threat. At the top of the brainstem is the thalamus, an area that serves as 
a gateway for incoming sensory information. It has extensive connections 
to other regions of the brain, including the neocortex, just above it. As we 
shall see, one theory of awareness considers the activity of a thalamocortical 
circuit to be a central process for the mediation of conscious experience.15 
Other proposals suggest that various regions contribute to different elements 
of consciousness, and to a wide range of senses of a self.16

The lower regions of the brain also house the hypothalamus and the 
pituitary, which are responsible for “physiological homeostasis,” or bodily 
equilibrium, established by way of neuroendocrine activity (neuronal firing 
and hormonal release). The body proper is intimately integrated with skull-
based neural tissue by way of these hormonal and other regulatory processes, 
such as the immune and musculoskeletal systems. When we use the term 
“brain,” we can now see that it makes no sense in our conceptualizations to 
separate this skull-based structure from the body as a whole. Stress is often 
responded to by the “hypothalamic– pituitary– adrenocortical (HPA) axis,” 
and this system can be adversely affected by trauma. Studies reveal that early 
childhood stress can even negatively affect the ways in which gene expres-
sion is regulated in these important areas of the brain’s stress response system. 
Such gene regulation alterations in response to experience are a part of a 
process called “epigenesis.”17 This HPA neuroendocrine axis, along with the 
autonomic nervous system (regulating such things as heart rate and respira-
tion) and the neuroimmune system (regulating the body’s immunological 
defense system), are ways in which the function of the brain and body are 
intricately intertwined. When we see that 
social interactions directly shape the ways 
in which these integrative processes func-
tion, we can see how relationships and 
the embodied brain are really part of one 
larger system.

Central Brain Structures

The more centrally located “limbic regions”—including the clusters of neu-
rons called the “hippocampus” and “amygdala”—play a central role in coor-
dinating the activity of various regions. The limbic regions are thought to 

Relationships and the embodied 
brain are really part of one larger 
system.
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play an important role in mediating emotion, motivation, and goal- directed 
behavior, as well as in the integration of memory and the engagement of 
an attachment system that enables mammalian young to depend upon their 
parents for safety and security. Limbic structures permit the integration of 
a wide range of basic mental processes, such as the appraisal of meaning, 
the processing of social signals, and the activation of emotion. This region 
houses the medial temporal lobe (toward the middle of the brain, just to the 
sides of the temples), including the hippocampus, which is thought to play a 
central role in flexible forms of memory (e.g., in the recall of facts and auto-
biographical details) and identifying the context of an ongoing experience.

Upper Brain Structures

The “upper structures” toward the top of the brain, such as the cerebral cor-
tex (sometimes called the “neocortex”), mediate more complex information-
 processing functions such as perception, thinking, and reasoning. This 
“outer bark” of the brain consists of highly folded layers, usually about six 
cells deep, that are filled with “cortical columns” of highly linked neuronal 
clusters. The grouped columns process information, and their communica-
tion with other columnar areas allows increasingly complex functions to 
emerge. In general, the cortex matures from back to front, with the frontal 
regions continuing active growth well into young adulthood. These frontal 
neocortical areas are considered to be the most evolutionarily “advanced” in 
humans; they mediate the complex perceptual and abstract representations 
that constitute our associational thought processes.

The frontmost part of the frontal neocortical region–the “prefrontal 
cortex”—has two important aspects: the ventral and medial zones, and the 
lateral prefrontal cortex (also known as the dorsolateral prefrontal cortex). 
The dorsolateral prefrontal cortex rests to the sides (thus “lateral”). It is 
thought to play a major role in working memory— placing something in 
the chalkboard of the mind to dial a phone number, for example—and the 
focusing of conscious attention. The middle prefrontal area includes the 
 orbitofrontal cortex ( just behind and above the orbits of the eyes), the dorsal 
and ventral aspects of the medial prefrontal cortex, the ventrolateral pre-
frontal cortex, and the anterior cingulate cortex. Some authors consider the 
anterior cingulate and the orbitofrontal regions as part of the limbic area, 
while others recognize the interface role these regions play between the 
lower limbic and the higher cortical areas and refer to them at times as “par-
alimbic cortex.” In this manner, the middle prefrontal region can be seen, in 
fact, as the uppermost part of the limbic system as well as a part of the frontal 
lobes of the neocortex. These bridging areas are part of a “team” of middle 
prefrontal regions that work together as a functional whole to link widely 
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separated areas to one another. They have important integrative functions 
that help coordinate and balance cortical activity of thought and feeling with 
the lower limbic, brainstem, and bodily areas’ functions. As we’ll soon see, 
this region also links the perception of communication signals from other 
people to these internally mediated neural firing patterns, creating a wide 
spectrum of integration ranging from the somatic to the social.

neural Integration

The brain as a whole functions as an interconnected and integrating system of 
subsystems. “Interconnected” means that the long axonal fibers link widely 
separated clusters of neurons to each other in a spider-web-like configura-
tion. “Integrated,” as we’ve seen, means that these separate, differentiated 
areas maintain their unique features while also becoming linked. It’s crucial 
to keep in mind that integration is not becoming blended or “all one,” but 
rather involves the maintenance of differences while facilitating connection. 
This is truly how the whole is greater than the sum of the parts. The linkage 
of differentiated parts of a system is the definition of integration, and when it 
occurs in the brain, we call this “neural integration.” The outcome of neural 
integration is optimal self- regulation with the balancing and coordination of 
disparate regions into a functional whole. Although each element of such a 
system contributes to the functioning of the whole, certain regions play an 
important role in integrating brain activity. These include the limbic areas 
(especially the hippocampus), the prefrontal regions, the corpus callosum 
(which links the left and right sides of the brain to each other), and the 
cerebellum (which plays a role in linking bodily motion, mental states, and 
cognitive processing). All of these areas have unique and extensive input and 
output pathways linking widely distributed areas in the brain. When we look 
to understand how the mind develops, we need to examine how the brain 
comes to regulate its own processes. Such self- regulation appears to be car-
ried out in large part by the process of integration that may depend on these 
and other integrative circuits.

To summarize this point succinctly, 
self- regulation appears to depend upon 
neural integration. As we’ll see, optimal 
relationships are likely to stimulate the 
growth of integrative fibers in the brain, 
whereas neglectful and abusive relationships specifically inhibit the healthy 
growth of neural integration in the young child.18 Even impairments to 
health that are not experientially derived, such as autism, bipolar disorder, 
and schizophrenia, have now been shown to reveal impairments to neural 
integration.19

Self- regulation appears to depend 
upon neural integration.
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To gain a visual grasp of some of this brain structure, it may be help-
ful to use a readily available, three- dimensional model. It will enable you 
to have neuroanatomy in the palm of your hand, so to speak. (See Figure 
1.3.) If you make a fist with your thumb bent toward the center of your 
palm, and your fingers curled around it and resting on the lower part of your 
hand, you’ll have a model of the brain. Your lower arm represents the loca-
tion of the spinal cord inside the backbone, and your wrist is at the base of 
the skull. The various parts of your hand represent the three major regions 
discussed above— brainstem, limbic (central), and neocortical (upper) areas. 
If you look directly at your fist from the palmar side, the orbits of the eyes 
emerge around the areas of the fingernails of your third and fourth fingers. 
The ears extend from either side of your fist. Your fingers represent the neo-
cortex. Facing you are its frontal lobes; at the top are the neocortical areas 
that mediate motor control and somatosensory representations; to the sides 
and back of your hand are the posterior parts that generally mediate percep-
tual processing of the outside world but also play important roles in social 
perception, such as the temporal lobe of the cortex. The lower parts of the 
brain are represented by the midline portion of your lower palm. Just below 
your knuckles, deep inside your fist where the end of your thumb rests, is the 
limbic region. Most of the brain is split into the left and right hemispheres, 
which are connected with bands of tissue called the corpus callosum and 

FigURe 1.3. Hand model of the brain. Adapted from Siegel (2010a, p. 15). Adapted 
with permission from Bantam Books. Copyright 2012 by Mind Your Brain, Inc.
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the anterior commissures, thought to serve as direct sources of information 
transfer between the two sides of the brain. The cerebellum, located at the 
back of your hand near its connection to your wrist, may also indirectly 
transfer information across the division that separates the two halves of the 
brain. The cerebellum itself may carry out a number of informational and 
integrating processes.

The areas of your fist jutting out from the front of your palm are the 
frontal lobes, beginning from your second knuckles forward to your finger-
nail areas. The very front of this anterior region, in front of the last knuckles, 
is the prefrontal cortex—an area we will be exploring throughout the book. 
The lateral prefrontal cortex rests to the sides and is represented by your 
index finger on one side and your fifth finger on the other. On your fist 
model, the more centrally located orbitofrontal area lies, as you may have 
guessed, just behind and above the orbits of the eyes, especially where your 
last knuckles bend and the tips of your fingers push inward toward your 
palm. These middle two fingernail areas in your hand model also symboli-
cally represent the related ventral and medial zones of this prefrontal region, 
and so let us refer to this cluster of horizontally and vertically “middle” 
regions simply by the term “middle prefrontal” cortex. Notice on your hand 
model that these middle two fingernail areas representing the position of the 
middle prefrontal region are adjacent to a number of areas from which they 
receive and to which they send information: the deeper structures of the 
brain that process sensory and bodily data, the limbic areas, and the neocor-
tex just above it. This three- dimensional hand model thus gives you a direct 
experiential/visual example of neural interconnections and the relevance of 
anatomy for coordinated function.

The brain is highly interconnected, and controversy exists in academic 
circles about how distinct these regions actually are in anatomy and func-
tion.20 The notion of a limbic “system,” for example, has been challenged, 
because defining its limits (where it starts and where it ends) has been sci-
entifically difficult to accomplish. Nevertheless, the limbic and paralimbic 
regions appear to utilize specific neurotransmitters, to have highly intercon-
nected circuitry, to carry out complementary functions, and to have sim-
ilarities in their evolutionary history. For example, the middle prefrontal 
regions, sitting at the top of the limbic area and anatomically connected to 
a wide array of circuits in the neocortex and the deeper structures of the 
brain, carry out a vital role in the coordination of the activity from all three 
regions.21 As we shall see, recent studies from neuroscience suggest that this 
middle prefrontal region may play a major role in many of the integrating 
processes we will be examining, such as self- awareness, empathy, memory, 
emotion regulation, and attachment.
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Brain Development

The activation of neural pathways directly influences how connections are 
made within the brain and how the regulation of genes is altered. Though 
experience shapes the activity of the brain and the strength of neuronal con-
nections throughout life, experience early in life may be especially crucial 
in organizing the way the basic regulatory structures of the brain develop. 
These include, as suggested earlier, the integrative fibers of the brain. For 
example, traumatic experiences at the beginning of life may have profound 
effects on the integrative structures of the brain, which are responsible for 
basic regulatory capacities and enable the mind to respond later to stress.22 
Thus we see that abused children have abnormal responses of their stress 
hormone levels, which are in part due to changes in the regulation of the 
genes in these areas of the brain responsible for reacting to stress.23 Cortisol 
in sustained and elevated levels can become toxic to the brain.24

The essential take-home message here is that early experience shapes 
the regulation of synaptic growth and survival, the regulation of response to 
stress, and even the regulation of gene expression. Experience directly shapes 
regulation.

More common, everyday experiences also shape brain structure. The 
brain’s development is in part an “experience- dependent” process, in which 

experience activates certain pathways in 
the brain, strengthening existing connec-
tions and creating new ones. Development 
is also in part “experience- expectant,” in 
that genes instruct specific circuits to be 

created, such as the visual system, but that maintenance of those synap-
tic linkages requires stimulation from species general experiences, such as 
receiving light to the retina of the eyes. Lack of experience for these circuits 
can lead to cell death in a process called “apoptosis,” or to the diminution 
of synaptic connections in a process called “parcellation” or “pruning.” This 
is sometimes called a “use-it-or-lose-it” principle of brain development. 
Whether experience- expectant or experience- dependent development is 
occurring, synaptic connections are maintained by ongoing neural firing 
that is created with experience.

An infant is born with a genetically programmed excess of neurons, and 
the postnatal establishment of synaptic connections is determined by both 
genes and experience. Genes contain the information for the general orga-
nization of the brain’s structure, but experience plays an important role in 
determining which genes become expressed, how they will be activated, and 
the timing of that activation. The expression of genes leads to the production 
of proteins that enable neuronal growth and the formation of new synapses. 

Early experience shapes the 
regulation of synaptic growth and 
survival.
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Experience—the activation of specific neural pathways— therefore directly 
shapes gene expression (i.e., “epigenesis”), and leads to the maintenance, 
creation, and strengthening of the connections that form the neural substrate 
of the mind. In epigenesis, the sequence of DNA in a chromosome does 
not change, but the molecules that control gene expression do. Early in life, 
interpersonal relationships are a primary source of the experience that shapes 
how genes express themselves within the brain. Changes in epigenetic regu-
lation of gene expression induced by experience can be long- lasting and may 
even be passed on to the next generation by way of the alterations of epige-
netic regulatory molecules in the sperm or egg.25

At birth, the cortex of the infant’s brain is the most undifferentiated part 
of the body. Genes and early experience shape the way neurons connect to 
one another and thus form the specialized circuits that give rise to mental 
processes. The early years are when basic architecture in the brain is laid 
down. The differentiation of circuits within the brain involves a number of 
processes, including these:

1. The growth of axons into local areas, and the development of axonal 
connections among widely distributed regions.

2. The growth of new neurons and the establishment of new and more 
extensive synaptic connections between neurons in certain regions, 
such as the hippocampus.

3. The growth of myelin along the lengths of neurons, which increases 
the speed of nerve conduction by one hundred times and reduces the 
refractory period during which a just-fired neuron must rest before 
firing again by thirty times. Thus myelin functionally enhances the 
linkage among synaptically connected nerve cells by three thousand 
times.

4. The modification of receptor density and sensitivity at the postsyn-
aptic “receiving” cells, making connections more efficient.

5. The balance of all these factors with the dying away or pruning of 
neurons and synapses resulting from disuse or toxic conditions such 
as chronic stress.

In experimental animals, enriched environments and exercise have been 
shown to lead to increased density of synaptic connections, and especially 
to an increased number of neurons and actual volume of the hippocam-
pus, a region important for learning and memory.26 Experiences also lead to 
increased activity of neurons, which enhances the creation of new neurons 
and the growth of new synaptic connections or the strengthening of exist-
ing synapses. This experience- dependent brain growth and differentiation is 
thus referred to as an “activity- dependent” process.



24 T H E  D E V E L O P I N G  M I N D  

Studies suggest, too, how gene expression is altered following experi-
ences. The fundamental mechanism of epigenesis is that neural firing can lead 
to the “turning on” or “expression” of genes that enable protein production. 
Protein production in turn creates structural changes, allowing neurons, 
for example, to form new synaptic linkages or to strengthen existing ones. 
Experience can also induce changes in the molecules on the chromosome 
that do not code for protein synthesis, but instead function to regulate the 
expression of the adjacent gene. Epigenetic changes induced by experience 
alter how and when genes are expressed, and thus have a powerful impact on 
neural connections. Studies are now beginning to reveal the important ways 
in which we may have embedded in our own nuclear material the ways in 
which our parents and even our grandparents experienced stress, had altera-
tions in their epigenetic control mechanisms, and then passed these changes 
on to us via the gametes from which we were formed.27 There are profound 
implications of these new findings for our understanding of development and 
the emergence of patterns of growth, temperament and other inborn quali-
ties of nervous system functioning, and the intergenerational transmission of 
stress and trauma.

Interpersonal experiences continue to influence how our minds func-
tion throughout life, but the major structures— especially those that are 
responsible for self- regulation—are initially formed in the early years. As 
proposed earlier, regulation emerges from integration. And for this reason, it 
will be helpful to keep a close eye on unfolding research that may continue 
to reveal how interpersonal experience shapes the growth of the integrative 
regulatory circuits of the brain. The essential proposal is that the integra-
tive communication stimulates the healthy growth of integrative fibers in 
the brain. Given the proposal that integration enables regulation, we will 
look closely at the early years of life to understand the ways in which the 

mind develops and comes to regulate its 
own processes through interactions with 
important caregivers. New findings on 
the study of neuroplasticity reveal that 
the brain is open to further development 

throughout the lifespan.28 From studies of early interpersonal experience, we 
can try to understand how relationships may continue to foster the develop-
ment of the mind throughout life.

Information Processing and neurobiology

From an information- processing perspective, brain anatomy and neural cir-
cuit functioning can be understood as follows. Signals consisting of elec-
trochemical energy flow patterns from the brain’s deep structures represent 

Interpersonal experiences continue 
to influence how our minds function 
throughout life.
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physiological data from the body. They are received and processed by the 
centrally located limbic structures. More elaborately processed data from the 
activities of the limbic region itself are integrated by the adjacent paralim-
bic areas, including the orbitofrontal cortex and anterior cingulate. Another 
middle prefrontal area, the “insula” (which is a portion of the ventrolateral 
prefrontal cortex), receives direct input from the body as well. These areas 
send emotional and somatosensory input to the neocortex, which also pro-
cesses perceptual representations via the thalamus and the sensory cortices, 
conceptual representations from the associational cortices, and linguistic rep-
resentations from the language- processing centers. In one view, information-
 processing links input from various regions by way of integrative circuits, 
such as the associational cortices and middle prefrontal cortex, which take in 
the different neural “codes,” coordinate the information contained within 
these signals, and “translate” them into transformed neural activity. The 
transformed information is then sent as output to the various regions. Such 
neural translation of the various forms of representations allows for informa-
tion to be both processed and then communicated in different codes to the 
relevant regions. This translation process allows for a type of neural integra-
tion of complex information within the brain and yields highly complex 
neural output and mental capacities.29

An analogy is this: We can transmit information in an electronic mail 
message containing the twenty-six letters of the alphabet, spacing, and a 
handful of punctuation marks. This email is transmitted as energy flow 
through cables or the air. The energy flow is then translated back into 
information—its symbolic value as letters, spacing, and punctuation marks. 
Through the same wires, we can send an entire photograph or even a video. 
Though the message contains different information (note, photo, video), 
the fundamental medium in which the data are transmitted is identical— 
electrical impulses flowing as patterns of energy through a wire of a cable, 
or through the air for WiFi. The information contained within the differ-
ent messages varies in its patterns and its complexity. Without the proper 
receiving device to translate these electrical impulses into words, pictures, or 
video, the complex representation has no meaning. This will happen if you 
open a .pdf file with a word- processing program. You will find symbols that 
make no sense. Energy will abound on your computer screen, but the pattern 
of that energy will be indecipherable. It will have no informational value; it 
will not be symbolic of something other than being a mess of squiggles on a 
screen. If I spoke to you in Greek and you did not know that language, you 
would receive the energy, but it would not have informational value for you. 
Information is in the eye and ear of the beholder.

The same principle is true with the brain. Neural activity is the funda-
mental form in which energy flows and then information can be transmitted. 
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This electrochemical energy flow consists of action potentials with ions 
moving in and out of the membrane, release of the chemical neurotransmit-
ters, and chemical activation of the downstream receptors. The sending area 
is capable of transmitting a certain kind of information as neural codes. The 
receiving circuits or systems must be capable of processing such signals for 
them to have any meaning; in other words, they need to stand for something 
that is useful beyond just the neural firing itself. The brain is genetically pro-
grammed to be able to differentiate its regions, which carry different forms 
of sending and receiving information— swirls of energy flow that stand for 
something other than merely neural firing patterns. These forms vary in pat-
tern and complexity from the most “simple” signals of the deeper structures 
(such as heart rate) to the more complex ones of the neocortex (such as ideas 
about freedom or about the mind itself ).

Experience not only serves to activate the energy flow to these regions; 
it is necessary for the proper development of the brain itself. Experience-
 expectant and experience- dependent maturation are a part of even the basic 
sensory systems of our brains. The brain must “use it or lose it” in many cases 
of brain specialization. For example, studies in animals reveal that the lack of 
exposure to certain types of visual information, such as vertical lines, during 
a critical period early in life leads to loss of the capacity for perceiving such 
lines later in life. Specific forms of experience are necessary for the normal 
development of information- processing circuits in the visual cortex.30 As 
discussed earlier, this has been called “activity- expectant” development, in 
that genetically created circuits “expect” exposure to minimal inputs (light 
or sound) to maintain those pathways. The same process may occur for other 
systems in the brain, such as the attachment system. Children who have had 
no experience with an attachment figure (not merely suboptimal attachment, 
but a lack of attachment) for the first several years of life may suffer a signifi-
cant loss of the capacity to establish intimate interpersonal relationships later 
on.31 Even the ability to perceive the mental side of life may require interac-
tions with caregivers in order to develop properly.32

In this way, we can reexamine one of our initial questions: How does 
experience shape the mind? A general principle can be proposed here: Expe-
riences can shape not only what energy and information enters the mind, but also how 
the mind processes that information. To “process” here means to make meaning 
out of energy flow patterns, to create symbolic value out of swirls of neural 

firing patterns. How this occurs can be 
seen as the modification of the actual cir-
cuits of the brain responsible for process-
ing that particular type of information. If 
you don’t speak Greek, you won’t know 
what “glicanera” means. Experience 

Experiences can shape not only 
what energy and information enters 
the mind, but also how the mind 
processes that information.
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creates representations, as well as stimulating the capacity for specific forms 
of information processing. This is how learning occurs.

The Brain as a System and as Part of a Larger System

The brain can be considered as a living system that is open and dynamic. It 
is also a part of a larger system. Its integrated, component subsystems interact 
in a patterned and changing way to create an irreducible quality of the sys-
tem as a whole.33 Furthermore, the brain is a complex system, meaning that 
there are multiple layers of component parts capable of chaotic behavior.34 
These parts can be conceptualized at various levels of analysis, and include 
the single neuron and its sending and receiving functions; neuronal groups; 
circuits; systems; regions; hemispheres; and the whole brain within the skull. 
This skull-based neural collection is also intricately interconnected with an 
array of neural, immune, endocrine, metabolic, cardiovascular, and mus-
culoskeletal processes in the rest of the body. When we add to this that the 
brain is a “social organ” and takes in the neural signals from other brains, we 
can see that viewing the “brain” as limited to the skull makes no biological 
sense. It is “bio- illogical” to view component elements of a whole as isolated 
from one another.

Examining the brain in context, we can temporarily tease apart its many 
layers of input and output to get a glimpse of how the parts make up the 
whole. The basic components, the neurons, are the simplest. As we move 
up the levels, the units become more and more elaborate. Some authors use 
the terms “lower-order” to refer to the basic level of organizational unit and 
“higher-order” to refer to the more intricate level of organization. For the 
most part, each subsystem can be considered to have both lower and higher 
orders of systems with which it relates. For example, the activity of the visual 
cortex is made up of the lower-level input from the eyes, but itself contrib-
utes to the higher-level processing of the entire perceptual system.35

A living system must be open to the influences of the environment in 
order to survive, and the brain is no exception. The system of the brain 
becomes functionally linked to other systems, especially to other brains. The 
brain is also dynamic, meaning that it is forever in a state of change. An 
open, dynamic system is one that is in continual emergence with a changing 
environment and the changing state of its own activity. From the point of 
view of the brain as an open system, each region may take in unique input 
from outside itself. Certainly we have input from outside our bodies as we 
receive signals from other people and engage in interactions with the world. 
Within the body, the nervous system receives input from the many physio-
logical processes mentioned above. Yet the embryonic origins of the nervous 
system itself as coming from what initially was ectodermal cells—the layer 
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destined to become our skin, which encases the body and forms the bound-
ary of inner and outer— reveals that our neural tissue is always about linking 
this inner bodily world with the outer world.

It is quite natural, from this developmental perspective, to see the brain 
as both embodied and relational. The deeper structures of the skull-based 
brain receive sensory input from the body and from the external world; the 
limbic region receives input from the deeper structures and from the neocor-
tex; and the neocortex receives data from the limbic area, the brainstem, and 
the body itself. Neuroanatomic studies reveal that the neocortical regions 
are also intricately interwoven with the “lower” levels of the system, and 
thus that our “higher thinking” is actually directly dependent upon activity 
of the entire brain, and indeed the entire body. The regions balancing and 
coordinating the state of activation of the brain’s subcomponents play an 
important role in the regulation of the body and emotions. It is an impor-
tant and fascinating finding that those regions, such as the middle prefrontal 
cortex, that serve to regulate internal states are integrative in their functions 
and in their structural connections. As stated earlier, this integrative linkage 
of differentiated areas of the nervous system may be the fundamental mecha-
nism underlying regulation. Integration is how the nervous system becomes 
coordinated and balanced. This is the outcome of the integrative circuits of 
the brain that perform such a regulatory function.

The field of complex systems theory derives from the probability field 
of mathematics.36 From this perspective, a complex system is said to have a 
“self- organizing” property that emerges in the interaction of elements of the 
system. I am proposing in this book that the emergent process of energy and informa-
tion flow within bodies and within relationships is one important aspect of “the mind.” 
This embodied and relationally embedded process is regulatory, in that it 
self- organizes the movement of energy and information flow within bodies 
and among people interacting with one another.

Does the self- organizing emergent property that derives from complex-
ity theory overlap with “self- regulation,” a primary focus in the field of 
psychopathology? If so, this may be a conceptual bridge linking two inde-
pendent fields. One implication of this possible overlap is that “impairments 
to self- regulation” suggested by the field of developmental psychopathol-

ogy as central to mental dysfunction may 
be fundamentally “impairments to self-
 organization.” And if self- organization 
moves the system to the most flexible, 
adaptive, and harmonious states with 
integration, then perhaps self- regulation, 

too, is dependent on integration. This is the basis of the proposal being 
made here that regulation comes from integration. And now we can state the 

The emergent process of energy 
and information flow within bodies 
and within relationships is one 
important aspect of “the mind.”
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notion that dysregulation comes from nonintegrated functioning. Given that 
integration produces harmonious and flexible functioning and that impair-
ments to integration yield chaos, rigidity, or both, we can predict that dys-
regulation will result in this pattern of dysfunction. Indeed, DSM-IV-TR’s 
entire listing of psychiatric disorders can be reframed within this perspec-
tive as revealing chaos and/or rigidity, and so as reflecting impaired inte-
gration. Recent studies in trauma37 and in neural functioning in the non-
task- performing default mode or “resting state”38 support this proposal that 
impaired integration is the common mechanism among disorders of health, 
whether they have primarily experiential or non- experiential (e.g., genetic, 
toxic, infectious, or random) origins.

Another implication is that the basic process we call “emotion” is actu-
ally an aspect of this self- organizing emergent property reflecting changes 
in states of integration. If this is true, it makes our emotional lives funda-
mental to our minds. For example, some suggest that emotions, generated 
and regulated by the activity of the subcortical areas—those beneath the 
cortex—are integral parts of our neocortically derived “rational thoughts” 
as well as the overall functioning of our minds.39 Furthermore, the “regula-
tion of emotion” may be dependent on large-scale integrative processes—
ones that emerge from prefrontal coordination and balance, as well as from 
interpersonal experiences within one-on-one relationships, families, com-
munities, and even the larger culture in which we live. Relationships that 
are attuned—ones that honor differences and cultivate compassionate con-
nections—are integrative relationships that promote health. These issues also 
suggest that specific circuits within the brain may function as somewhat 
distinct “subsystems” that create their own predominant states of process-
ing. For example, the left and right sides of the brain have distinct circuits 
that become predominant early in life, even in the embryo. Each of these 
pathways has its dominant neurotransmitters and involves distinct evaluative 
components that serve to direct each hemisphere to process information in 
distinct manners. How each hemisphere is activated will directly shape our 
subjective sensations and the ways in which we communicate with others. 
Naturally, we need to be skeptical about oversimplifying reality and also to 
remain cautious of overgeneralizations, but (as we’ll see) distinct patterns 
that have emerged through millions of years of evolution support the notion 
that the two sides of the brain are specialized in their neural functions.40 
Again, integrating the two differentiated sides of the nervous system appears 
to support healthy growth and development.

The broader “system” view is of energy and information flow; we can 
detect its integrative quality with harmony or its impediments with chaos 
and rigidity. Integration, in relationships and in the brain, is the substrate for 
well-being from this perspective. Integration can be seen as a deep mechanism 



30 T H E  D E V E L O P I N G  M I N D  

that enables us to gain insight into both synaptic and societal connections 
and how they impede or promote the development of a healthy mind. The 
principles of integration become our guiding framework, whatever level of 
micro- or macroanalysis we examine.

Genes, Epigenetic Regulation, and Experience

In an era when science is enabling us to understand human experience in 
new ways, it is important to examine the common debate about how much 
of development and personality can be attributed to “nature” or genetics, as 
opposed to “nurture” or experience. Misinterpretations of genetic studies 
have led to beliefs such as “What parents do has no effect on their children’s 
development.” It is certainly true that temperament and other constitutional 
variables play a huge, and perhaps previously underrecognized, role in child 
development.41 However, riding the pendulum swing of “What shapes 
development?” to either the genetics end or the experience end can lead to 
erroneous conclusions.42

A wide range of studies43 has in fact clarified that development is a 
product of the effects of experience on the unfolding of genetic potential. 
Genes encode the information for how neurons are to grow, make connec-
tions with each other, and die back as the brain attains differentiation of its 
circuitry. These processes are genetically preprogrammed and experience-
 dependent. Genes have two major functions.44 First, they act as “templates” 
for information that is to be passed on to the next generation; second, they 
have a “transcription” function based on the information encoded within 
their DNA, which determines which proteins will be synthesized. Mole-
cules on the chromosome directly affect when, which, and how genes are 
expressed. Transcription is directly influenced by experience. Experience 
alters the molecular mechanisms that regulate gene expression, (i.e., the 
process of epigenesis) and determines when genes express themselves via 
the process of protein synthesis. For the brain, this means that experience 
directly influences how neurons will connect to one another— creating new 
synaptic connections, altering their strengths, and allowing others to die 
away.45

In other words, genes do not act in isolation from experience. Experi-
ence has a long- lasting impact on how we learn, and it directly involves 
gene expression. In turn, the nature of our genes and of their regulation 
directly affects how we respond to experience. Genes and experience inter-
act in such a way that certain biological tendencies can create characteristic 
experiences. For example, certain temperaments may produce characteris-
tic parental responses and may shape how each child responds to parents.46 
These responses in turn shape the way in which neuronal growth, intercon-
nections, and pruning (dying back) occur.
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The development of the mind has been described as having “recur-
sive” features.47 That is, what an individual’s mind presents to the world 
can reinforce the very things that are presented. A typical environmental/
parental response to a child’s behavioral output may reinforce that behavior. 
Therefore, the child plays a part in shaping the experiences to which the 
child’s mind must adapt. In this way, behavior itself alters genetic expres-
sion and regulation, which then shapes neural connections and their firing 
patterns, ultimately influencing behavior. In the end, changes in the orga-
nization of brain function, emotional regulation, and long-term memory 
are mediated by alterations in neural structure. These structural changes 
are due to the activation or deactivation of genes encoding information for 
protein synthesis. Experience, gene expression and gene regulation, mental 
activity, behavior, and continued interactions with the environment (expe-
rience) are tightly linked in a transactional set of processes.48 Such is the 
recursive nature of development and the way in which nature and nurture, 
genes and experience, are inextricably part of the same process. Embracing 
this approach to the nature– nurture issue allows us to stand on scientifically 
solid ground as we try to understand human development and the growth 
of the mind. The question isn’t “Is it heredity or experience?” but “How do 
heredity, epigenetic changes, and experience interact in the development of 
an individual?”

Genetic studies of behavior commonly note that fifty percent of each 
of the personality features measured is attributable to heredity. The major-
ity of the other half of the variability is thought to be due to “nonshared” 
aspects of the environment, such as school experiences and peer relation-
ships.49 But siblings—even identical twins, who are raised by the same par-
ents at the same time— actually have a “nonshared” environment, in that 
parental behavior is not identical for each child.50 The recursive quality of 
mental development magnifies initial individual differences and creates a 
challenge to the sometimes held opinion that growing up in the same fam-
ily is a shared (statistically identical) experience. This reminds us that each 
individual’s history reflects an inseparable blend of how the environment, 
random events, gender, and temperament all contribute to the creation of 
experiences in which adaptation and learning recursively shape the develop-
ment of the mind.

Gender-based differences in brain development, in conjunction with 
cultural expectations, may be a factor in moving development in a certain 
direction that reinforces itself across the lifespan.51 However, it is important 
to avoid conclusions drawn from adult differences that may be due to cultural 
factors experienced throughout childhood and adolescence. I do not want to 
overstate the innate neural differences between individuals of either gender. 
(For various studies of how culture shapes neural development, please see the 
wide range of research projects described at our Foundation for Psychocultural 
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Research–UCLA Center for Culture, Brain, and Development website, cbd.
ucla.edu.) Excessive judgments about these gender differences can cause an 
observer to miss the reality that there is far more in  common across the gen-
ders than there are neurally determined distinctions.

The complicated interaction of genes, experience, and epigenetic regu-
lation is also revealed in the inheritance patterns of certain psychiatric dis-
orders, such as schizophrenia.52 In identical twins, who share all of their 
genetic information, there is slightly less than fifty percent concordance 
in the behavioral expression of the illness. This implies that many factors 
determine how a “genotype” (genetic template or information) becomes 
expressed as a “phenotype” (genetic transcription function leading to protein 
synthesis and external manifestation as physical or behavioral features). In 
utero factors such as infections and exposure to toxins can influence the early 
development of the nervous system in ways that are not dependent upon the 
genes themselves. Genetic variables may influence vulnerability to a condi-
tion such as schizophrenia, but they may require exposure to such an agent 
for disease to be induced. Studies of individuals with certain atypical neu-
rotransmitter variants, called “alleles,” reveal observable differences in those 
individuals only when they are exposed to a severe developmental challenge 
such as abuse early in life.53 Those with the atypical variants do extremely 
poorly in their lives, whereas those with the typical variants are less severely 
affected. Without the experience of the abuse, the individuals may have no 
phenotypic difference discernible to an observer.

The epigenetic regulation of gene expression may vary even in individ-
uals who share the same genes. Adolescence is a period of intense pruning of 
the nervous system, and vulnerable brains may be especially at risk following 
this period of development. This parcellation, also called pruning or “apop-
tosis,” can unmask latent vulnerabilities. The timing of this parcellation pro-
cess can help us explain the unfolding of serious psychiatric disturbances 
during and immediately following adolescence. For these reasons, too, how 
the child’s environment offers support or intensifies stress can directly influ-
ence the occurrence and progression of psychiatric illness. Children who 
are exposed to significant trauma early in life, for example, have epigenetic 
changes that make the HPA axis less adaptive in ways that appear to last a 
lifetime.54 Future studies will need to investigate whether clinical interven-
tions with such individuals may be able to reverse these structural and epige-
netic impacts of trauma on the developing brain.

For the growing brain of a young child, the social world supplies the 
most important experiences influencing the expression and regulation of 
genes. This in turn determines how neurons connect to one another in cre-
ating the neuronal pathways that give rise to mental activity. The function 
of these pathways is determined by their structure; thus alteration in genetic 
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expression changes brain structure and shapes the developing mind. The 
functioning of the mind— derived from neural activity—in turn alters the 
physiological environment of the brain, and thus itself can produce changes 
in gene expression. These interdependent processes are all a part of the 
complex systems of our mental lives.55 This is clearly seen in the produc-
tion of corticosteroids as a response to stress, which directly influences gene 
function.56 In children with shy temperaments, for example, there is a huge 
physiological response to even mild environmental changes. Such individu-
als create their own internal world of stress responses that heighten their 
brains’ reactivity to novelty.57 Likewise, a child traumatized early in life will 
have an alteration in physiological response, such that small stressors lead 
to large hormonal responses.58 Thus both constitutional and experientially 
“acquired” reactivity can lead to further physiological features that maintain 
the hypervigilant response over time. Jerome Kagan and his colleagues have 
demonstrated that parenting behavior makes a large difference for the tra-
jectory of development.59 In their research, those parents who supportively 
encouraged their shy children to explore new situations enabled the children 
to develop more outgoing behaviors than those parents who did not help 
their children with their fears. These and other studies clearly demonstrate 
that parenting has a direct effect on developmental outcome, even in the 
face of significant inherited features of physiological reactivity.60 Through-
out this book, we will return to discussions of shy and traumatized children 
as examples of the interactions between constitutional and experiential vari-
ables in development.

Relationships and the Brain

I am proposing in this book that the mind develops as relationships and 
the brain change across time, and that the regulatory function of the mind 
emerges within the interactions of neurophysiological processes and inter-
personal relationships. In other words, the mind is an emergent property that 
regulates the flow of energy and information within bodies and between 
people. Relationship experiences have a dominant influence on the brain 
because the circuits responsible for social perception are the same as or tightly 
linked to those that integrate the important functions controlling the cre-
ation of meaning, the regulation of bodily states, the modulation of emotion, 
the organization of memory, and the capacity for interpersonal communica-
tion. Interpersonal experience plays a special organizing role in determining 
the development of brain structure early in life and the ongoing emergence 
of brain function throughout the lifespan.

One fundamental finding relevant for this IPNB view of the mind comes 
from numerous studies on attachment across a wide variety of cultures. 
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Attachment is based on collaborative communication. Secure attachment 
involves contingent communication, in which the signals of one person are 
directly responded to by the other. Ultimately this is “integrative communi-
cation,” in which the distinction between two people is honored and compas-
sionate, caring communication linking the two people is created. It sounds 
simple. But why is this type of reciprocal communication so important? 
Why do people even with a common cold have improved immune function 
and recover one day sooner when they see a physician who is empathic?61 
Why doesn’t such integrative communication happen in all patient– clinician 
relationships? And why doesn’t this contingent compassionate communica-
tion happen in all families?

During early development, a parent and child “tune in” to each other’s 
feelings and intentions in a dance of connection that establishes the earli-
est form of communication. Mary Ainsworth’s early studies suggest that 
healthy, secure attachment requires a caregiver to have the capacity to per-
ceive and respond to the child’s mental state.62 This way of reflecting on the 
child’s mental life—of seeing the mind beneath behavior and respecting the 
existence of an internal subjective world—has been identified as a possible 
core mechanism underlying secure attachment.63 These studies propose that 
a “reflective function” enabling the parent to carry out “mentalization” may 
be at the heart of Mary Ainsworth’s original notion that parental sensitivity 
is at the heart of attachment security.64 This is essentially the extent to which 
a parent is “mind- minded” and has a “theory of mind”—that is, the extent 
to which the parent is able to conceptualize the real entity called “mind” 
both in the self and in others.65 We’ll see that this reflective function enables 
a parent to be sensitive to the child’s signals and respond to the child’s inner 
experience, not merely to the manifest behavior.

In Chapter 3, I review findings from neuroscience that can help us to 
understand what mechanisms underlie these early reciprocal communication 
experiences; how they are remembered; and how they allow a child’s brain 
to develop a balanced capacity to regulate emotions, to feel connected to 
other people, to establish an autobiographical story, and to move out into the 
world with a sense of vitality. The capacity to reflect on mental states, both 
of the self and of others, emerges from within attachment relationships that 
foster such processes.66 I call this capacity “mindsight”—the ability to see the 
internal world of self and others. It may be essential in healthy relationships 
of many kinds. Mindsight permits integrative communication in which individuals 
are honored for their differences and compassionate connections are cultivated that link 
one mind to another. My proposal is that interpersonal integration promotes the 
growth of integrative fibers in the brain. These neural circuits linking differenti-
ated areas to one another are the regulatory and social circuits of the brain. 
In this way, the concept of mindsight builds on the illuminating work of 
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mentalization and extends the exploration 
further by embedding notions of neural 
integration and interpersonal relation-
ships as interdependent aspects of the flow 
of energy and information. Mindsight can thus be conceptualized as the 
way we perceive energy and information flow within the neural and the 
relational systems from which the mind emerges. When we see the flow of 
energy and information clearly, mindsight enables us to then intentionally 
move this flow toward integration and thus toward health.

These patterns of respectful, compassionate interpersonal communi-
cation literally shape the structure of the child’s developing brain toward 
integration. These important early interpersonal experiences are encoded 
within various forms of memory and shape the architecture of the brain. The 
integrative function of the brain is what permits flexible and adaptive neural 
regulation, and so interpersonal relationships that are integrative promote 
healthy self- regulation. It is important to keep in mind that development 
does not only occur during childhood or adolescence. The brain contin-
ues to change in response to experience throughout the lifespan. We are 
in lifelong development, as reflected in the ever- changing structure of the 
brain throughout our lives. The need for integrative communication and 
connection does not end with childhood. As adults, we need not only to be 
understood and cared about, but to have other individuals simultaneously 
experience a state of mind similar to our own. We need to be a part of a 
whole larger than our bodily defined selves. We are continually emerging 
within our connections with others. It is for this reason that healthy relation-
ships are an important part of health as we age.67 With shared, collaborative 
experiences, life can be filled with an integrating sense of connection and 
meaning.

So far, the emphasis in this chapter has been on the embodied brain 
aspect of energy and information flow. In the next section, emphasis shifts 
more directly to mind and how it emerges from the interface of relationships 
and neural function.

MInD: REGULaTIOn anD COnSCIOUSnESS

We do not know how the physical property of neurons firing and the sub-
jective experience of our inner mental lives mutually create each other. No 
one knows how the scent of a rose is “created” when chemicals from the 
flower stimulate our olfactory nerves. And so with this humbling reality, we 
can propose that, for now, we can see the subjective side of mental life and 
the objective (measureable) side of neural life as representing two primes, or 

“Mindsight”—the ability to see the 
internal world of self and others.
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irreducible aspects, of our human existence.68 Just as we do not struggle to 
resolve the primes of two sides of one coin, we can also consider that mental 
and neural are two aspects of one reality of energy and information flow.

That said, we can describe at least three dimensions of the mind. One is 
the mind’s regulatory function that governs the flow of energy and informa-
tion, as described earlier. If we define this first core feature, we can be in a 
scientifically grounded position to offer new and (let us hope) helpful ways 
of making our minds stronger, our mental lives healthier, our sense of well-
being more robust. The second core aspect of mind is the phenomenon of 
being aware, of having an internal sense of knowing that is part of what we 
call “consciousness.” A third aspect of mind is our subjective internal life, 
which shapes our sense of self and our connections to others in the world. 
Ultimately, this subjective aspect of mind is a wondrous mystery. What are 
these aspects of mind, truly—this sense of knowing within awareness and 
the subjective texture of that which is known? Although we may never truly 
“explain” awareness and this subjective side of mind, we can actually come 
to practical insights that are quite useful. In teasing apart these three core 
dimensions of mind— regulation, awareness, and subjective experience—
I am not attempting to eliminate the magnificence and mystery of mind, 
but rather to illuminate its core and differentiable features so that we can 
improve our mental lives.

Regulating Energy and Information Flow

When we regulate anything, we need to monitor and then modify that which 
is being regulated. These are two fundamental aspects of regulation. When 
you are driving a car, you must have your eyes open to perceive where you 
are going and then to alter the direction and speed of the vehicle. When we 
regulate our emotions, we monitor our internal states and then modify our 
degrees of arousal and excitation to bring more balance into our lives. The 
outcome of healthy regulation is to coordinate and balance our functions so 
that we are adapting to our ever- changing environment.

The fascinating view that emerges from IPNB’s consilient approach to 
the developing mind is that regulation results from integration. When our rela-
tionships are integrated, they are the most flexible and adaptive—and the 

most rewarding and meaningful. When 
the brain links its differentiated circuits 
to each other, the nervous system achieves 
homeostasis and develops new levels of 

intricacy in its functions. In this way, defining this aspect of the mind as a 
regulatory process can purposefully lead to the growth of a healthy brain 
and relationships. This is an empowering and practical definition of a core 

Regulation results from integration.
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feature of mind that can improve the way we raise our children, teach, con-
duct therapy, and live our day-to-day lives.69 The underlying possibility is 
that the power of awareness can be used intentionally to cultivate integration 
in our relational and neural lives. If being aware in this way can transform 
lives, what do we know about the process of consciousness? What does it 
mean to be consciously aware?

Consciousness: knowing and Subjective Experience

Any exploration of the mind will be strengthened if we acknowledge that 
our mental lives cannot be fully measured in a quantitative or objective way. 
Even if we develop ways of measuring integration and the regulatory aspect 
of mind, we still have the inner subjective experience of being aware, which 
is not measureable. Even self- report measures, reliable as they may or may 
not be, are not the same as inner subjective awareness. Your internal mental 
experience—your sense of knowing and being aware, and the subjective 
nature of what is known in your conscious experience— cannot be fully 
known by me or anyone else. Our internal sea is a private world we can share 
only in communications that approximate our internal world; we can never 
fully reveal to others its true nature. In science, for example, we can explore 
the “neural correlates” of consciousness, but these and other measurements 
only describe physical changes at the time of the study participants’ sub-
jective experience. Even more, it is important to keep in mind that these 
correlations are not necessarily revealing a linear causal influence. Systems 
often function in nonlinear ways, and we need to be scientifically cautious 
about drawing premature conclusions about the directionality of causation. 
Awareness may also influence the state of neural firing as much as neural fir-
ing influences awareness: Causality may be bidirectional, as often happens in 
emergent self- organizing processes.70

These important and fascinating studies of neural correlations do not 
solve the “hard problem” of how the physical property of neurons’ firing in 
the many complex ways they do “gives rise” to the subjective experience of 
being aware.71 And they leave us with the important issue of how subjective 
awareness may shape the firing of neurons. Studies have also revealed that a 
wide array of specific brain regions and their interactions appear to play an 
important role in the emergence of conscious experience.72 Physically inter-
connected circuits of the brain, from the brainstem up through the thalamus 
and connecting with the cortex, may weave a neural pattern that gives rise 
to consciousness.73 But it is important to keep in mind that these proposals, 
even if true, do not answer the basic question. Even if the physical and the 
mental occur simultaneously in time, we just don’t have a clear model for 
how the way you see the color red in your subjective life and the firing of 
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the areas of your brain responsible for vision work together. How a person 
is aware of vision relies on a complex array of neural firing patterns linking 
widely separated areas to one another.74 Recent studies of imagery and its 
impact on how the brain changes raise important questions about how con-
scious mental experience (imagery) can alter the brain’s physical structure 
(synaptic connections). These studies of neuroplasticity reveal that focusing 
internal awareness on a self- generated image can alter the activity and the 
neural connections in specific regions of the brain. Imagining the playing of 
scales on a piano is associated with expansion in the motor areas of the brain 
responsible for the fingers and is similar to the change that occurs with actu-
ally playing the scales.75 Although we certainly can propose that the neural 
firing is what creates the imagery in the first place, how does the person initi-
ate this imagery-based neural change? What does it mean to have intention 
and will to carry out an action?76

These are important and challenging questions—and the point of this 
brief discussion is to invite us to embrace the possibility that the mind is 
more than simply the “output” of the brain.77 At a minimum, energy and 
information flow between and among people in one-to-one relationships, 
families, communities, and societies. This flow directly activates our men-
tal experience in ways that are beyond our own private neural firing pat-
tern proclivities. Anyone in a close, intimate relationship knows how our 
mental lives are shaped directly by our interactions with others. Let’s try 
to keep an open mind for the possibility that the arrows of causality of the 
triangle of human experience point in all directions: Brain influences mind 
and relationships; relationships influence mind and brain; mind influences 
brain and relationships. If the mind is an emergent property of the system of 
energy and information flow that is fundamental to our neural nature and 
our relational connections with others, then viewing the causal processes as 
“emergent” and not merely linear (as in “Brain creates mind alone”) will be 
a useful starting place.78 Being aware in our mental lives permits conscious 
choice. An aware mind can choose with intention how to shape neural and 
relational functioning. This empowering point of view has deep implica-
tions, as we shall see.

Some neuroscientists may propose that mind is “simply an outcome” 
of the activity of the brain. Brain is primary, and mind is an outcome of 

neural firing, a “secondary effect” of the 
nervous system’s function. Others suggest 
just the opposite, stating that our mental 
lives are in a different domain of reality 
that has little correlation with the physical 

world.79 Our position in IPNB is to embrace the view that there are at least 
three “primes” of one reality—mind, brain, and relationships, as mentioned 

Being aware in our mental lives 
permits conscious choice.
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earlier. Each is a unique and irreducible aspect of energy and information 
flow. Our mental lives— awareness, subjectivity, and the regulatory facet of 
the mind—are emergent processes that arise from both neural and relational 
processes and their interface with each other. Let us consider the subjective 
side of this mental experience a prime, an irreducible aspect of the emergent 
property we are calling “mind.” This stance will become clearer as we move 
forward through the ensuing chapters, with research-based data supporting 
this interdisciplinary perspective.

As a reminder, we are defining “mind” as an emergent process, part of 
which involves the regulation of energy and information flow, the “brain” 
as an embodied mechanism of that flow, and “relationships” as the sharing 
of that flow. These are not three separate elements, three different worlds, 
or three items to check off on a biopsychosocial model of the world. Instead, 
these are elements of “one reality” that is energy and information flow; mind, 
brain, and relationships are three aspects of the one reality of patterns in the 
flow of energy and information.

Much of what occurs within our neural, relational, and mental lives is 
not within the experience of awareness. And so I am not equating mind with 
consciousness. Mental life includes consciousness but is not limited to it; the 
regulation aspect of the mind can be with or without our being aware. Sig-
mund Freud made a major contribution to our understanding of mental life 
by pointing out that the processes outside our awareness have a significant 
influence on the quality of our lives.80 In this text, however, I use the term 
“nonconscious” rather than “unconscious” to refer to the processes of which 
we are not aware, in order to avoid the many historical and sometimes limit-
ing nonconscious associations that arise with the “unconscious” term. I hope 
Freud would approve.

Information that enters consciousness is important because it permits 
choice and change. Items within consciousness become temporarily more 
stable and thus available for mental and neural manipulation. “Conscious-
ness” is not the same as “attention.”81 Some forms of attention are within 
conscious awareness, and some forms are not. Attention itself can be defined 
as a process that directs the flow of energy and information—and that can 
proceed with or without awareness. “Nonfocal attention” is the term for 
the focus of energy and information that does not involve the experience 
of being aware. “Focal attention” is that form of guiding the flow of energy 
and information in the mind that involves our conscious awareness of that 
flow. Within our everyday lives—and within the developmental processes 
of parenting, education, and psychotherapy—using the conscious focus of 
attention, harnessing focal attention, can enable significant changes to occur 
within our scaffold of knowledge. Awareness stabilizes that which we are 
aware of. As we’ll see in Chapter 2, focal attention enables a form of flexible 
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memory called “explicit processing” to be created in the brain. With con-
scious awareness, we also create purpose and can plan and engage our lives 
intentionally as we deepen an understanding of ourselves and the world in 
which we live.

Subjective Experience

One aspect of consciousness is the quality of our internal subjective experi-
ence. This is sometimes called “phenomenal consciousness.” The quality of 
your internal subjective experience of seeing red and my experience of seeing 
the same red may not be exactly the same. No one’s unique subjective world 
is quantifiable, and comparing one’s own subjective mental life to another’s 
is limited by its internal nature. For this reason, the contemporary scientific 
field of psychology may have understandably moved away from introspec-
tive reports as a source of reliable data, seeking instead a more “objective” 
and often quantifiable way of measurement that can be statistically analyzed 
as self- reports, as observable behaviors, and as measureable scans of brain 
activations. Yet the subjective world is real, even if science cannot “prove 
it” with controlled forms of measurement. I was once in a debate with a 
fellow psychiatry trainee who took the position that psychiatrists should not 
learn psychotherapy, because there was no evidence from science that feel-
ings were “real.” The only natural response I could muster was to suggest 
that I wasn’t certain how we could proceed with our conversation, because 
we didn’t have the scientific evidence that he was “real.”

One thing we do know is that when parents attune themselves to the 
internal subjective experience of a child, the child thrives. In fact, this is true 
with all close personal relationships. When a child is interested in a bug, for 
example, and has a caregiver who shares her interest and excitement, focus-
ing their shared attention together on the insect, the child feels seen and 
enriched. That child will thrive in the moment. Repeated experiences in 
which caregivers attune themselves to children’s internal worlds and join with 
the children at this subjective sharing level result in scientifically demonstra-
ble positive outcomes for the children. In other words, although we cannot 
quantify a child’s excitement or disappointment, we can in fact observe such 
joining experiences and then measure the various healthy ways in which such 
respect leads to positive developmental outcomes. As noted earlier, patients 
with a common cold who see an empathic physician have been shown to 

recover one day faster and to have bet-
ter immune function than patients who 
see a nonempathic physician.82 Again we 
see measureable scientific findings that 
the nonmeasureable subjective world is 

Our relationships directly influence 
our internal experience of being 
aware.
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of vital importance. Researchers have viewed this  intersubjective aspect of 
consciousness as a primary influence in how the experience of awareness 
develops.83 Our relationships directly influence our internal experience of 
being aware.

Conscious awareness can also involve a relationship with our own inter-
nal subjective lives; it can be a way of taking “time-in” to focus on our inter-
nal subjective states. As children develop, their interactions with caregivers 
can influence how they become aware of their own internal worlds. How we 
pay conscious attention to our own bodily experiences can profoundly influ-
ence how consciousness arises.84 This overlap between the bodily sense of self 
in the physical world and the relational sense of self within our interpersonal 
connections is exemplified by the finding that the same middle prefrontal 
area (the anterior cingulate) is responsive both to physical pain and to social 
rejection.85 Again and again, we’ll be able to illuminate the ways the neural, 
relational, and mental aspects of our lives are intimately intertwined.

As Helen Keller, who became blind and deaf at the age of nineteen 
months, stated in her autobiography,86 her “mind was born” at the moment 
she knew what her teacher meant by the sign for “water.” Shared experi-
ence within interpersonal relationships, as Lev Vygotsky proposed,87 is an 
important source of our mental lives and directly develops our thought pro-
cesses and internal states. The mind is both embodied and relational. In other 
words, mental life is not just affected by synaptic connections in the brain, 
but extends beyond the skull; it is both embodied and relational. The shar-
ing of energy and information (relationship) occurs as you read this book. 
You remember the experience by altering the brain mechanism of that flow 
as synaptic connection. You can change the way you regulate energy and 
information flow (mind) within awareness and choose to move this flow 
with intention.

Knowing and the Awareness of Content

A second aspect of consciousness is the sense of knowing its content, or 
the “known.” If conscious awareness is holding something “in the front of 
your mind,” making it more stable for a brief period of time, what exactly 
does this mean? Knowing—the access dimension of awareness, also known 
as “cognizance”—is how we subjectively sense knowledge or clarity about 
something. We can “pay attention” to the path in front of us as we walk, 
knowing that we are taking one step at a time. In this example, focal or 
conscious attention enables us to have a clear view of where we are walking. 
We have the phenomenal or qualitative aspect of our subjective experience 
within consciousness, and we have an access aspect of knowing the path 
ahead of us. With the knowing of such focal attention, we can choose to 
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walk along a different path and change our direction with intention and 
awareness. With focal attention, with something known within awareness, 
the mind has the ability to choose and change its course of functioning 
with intention and purpose. With this “attentional flashlight,”88 we can 
choose which part of our experience to illuminate and bring into cogni-
zance. In this way, consciousness plays an important role in what are called 
“executive functions”; these include attentional control, cognitive flexibil-
ity, goal setting, impulse regulation, and complex information processing, 
and planning.89 The unfolding of conscious awareness over children’s lives 
is influenced by a range of experiences from infancy onward that also shape 
the executive functions, which play an important role in how their lives 
unfold.90 As the example of Helen Keller illustrates, our sense of awareness 
even of who we are is directly shaped by the relational experiences we have 
of sharing our sense of knowing, our mutually created sense of meaning and 
connection.

I use “consciousness” to signify the experience of being aware, the internal 
state of knowing that something is happening in the present moment. The 
term “cognition” can be used to signify the broad way in which energy flow 
patterns with symbolic value—what I have defined as “information”—move 
across time. This flow involves alterations in representation, the clustering 
of it with related representations, and the performing of designated informa-
tional transformations (such as comparing and contrasting, finding meaning, 
recalling similar elements, rhyming, and various other ways of shifting and 

recombining the symbolic representa-
tions of information). “Cognition,” as the 
broad term referring to information pro-
cessing in general, does not need aware-
ness and exists across a wide array of other 
species.

“Sentience” is a term that sometimes is used to refer to the “ability to 
perceive or to feel things” or a “state of elementary or undifferentiated con-
sciousness.”91 We have our sentient experience as the essence of our inner 
subjective lives. The feelings of sentience may be more akin to being aware 
of energy flow patterns that have no symbolic value, such as the smell of 
a rose, the exhilaration of an astonishing sunset, or the glorious feeling of 
the harmony of a choir in full voice. The awareness of these inner states is 
a direct feeling and knowing beyond information; they are as close to the 
sense of “the thing itself” as we can get within our conscious experience.

The ability to perceive and to understand other people’s minds, a form 
of “metacognition” sometimes called “mentalization,” begins within the first 
year of life92 and is proposed to play a role in the unfolding of consciousness.93 
Other terms for this capacity are “theory of mind,” “mind- mindedness,” 

Consciousness is the experience 
of being aware, the internal state 
of knowing that something is 
happening in the present moment.
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“mind perception,” and the IPNB term “mindsight.” While seeing the mind 
of another seems to catalyze the development of self- awareness, what more 
broadly do we understand about how consciousness develops? Some pro-
pose that intersubjective consciousness emerges during the first year of life,94 
whereas more internally based senses of awareness emerge during the second 
year of life.95 Is the moment we share meaning via language use with another 
person, as Helen Keller experienced, a special form of the “mind [being] 
born”? When does this inner sense of being alive and being aware of that 
sense actually occur? And how would we even know? There are clearly many 
aspects of “self” that appear to emerge within our interpersonal worlds.96 
Some people remember clearly recognizing a sense of “self- awareness” as it 
emerged at a particular time in their lives, but these retrospective reports are 
constrained by the nature of recollection. In other words, we may be aware 
long before we can remember that we were aware. Clinically, some people 
have reported recollections of a kind of psychological birth of conscious-
ness, in which such clear “beginnings” happened during their adolescence 
or beyond. Others recall a sense of self much earlier, during the earliest days 
of elementary school or earlier. Innate neural features and their interaction 
with family communication patterns may each contribute to the timing and 
nature of how awareness of the self develops across childhood and beyond.

What indeed is this awareness of the “self”? When do you first realize 
that you are a person and occupy space and can think? Is it when you first 
realize that you are in the present moment remembering something from the 
past? How does awareness differ from self- awareness? And does the “self” 
need to be limited to the boundaries of the body? In other words, can a 
“sense of self” include a sense of “me” and “you” and perhaps even a mem-
bership in a “we”? With all the ways in which life and the brain change over 
time, perhaps the self can be viewed as more of a verb than a noun—as a pro-
cess that evolves as we grow and change. These are all intriguing questions 
that remain to be illuminated with future explorations.97 The important 
point here is to consider these open questions so that we can imagine how 
mind, brain, and relationships co- influence their own development across 
the lifespan.

Mindful Awareness

One form of awareness is the recently researched but ancient practice called 
“mindfulness” or “mindful awareness.” Though the specific scientific defi-
nitions of mindfulness vary, we can state here the general perspective that 
being mindful involves a way of paying attention, on purpose, to present 
experience as it emerges moment by moment without being swept up by 
judgments.98 This is the opposite of being on “automatic pilot” or being 
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“mindless” in our actions. When we speak of “awakening the mind,” this 
often refers to the way in which we can become alive and attend to the 
details of ordinary experience as if it were extraordinary.99 Mindful aware-
ness can enable our inner sense of knowing and subjective experience of 
being alive to attain a new sense of vitality, detail, and clarity. Being present 
in this way has been scientifically demonstrated to support mental, physical, 
and social well-being.100

The study of mindfulness explores both inherent traits and intentionally 
created states. Mindful traits include being aware of what is happening as it 
is happening, being nonjudgmental (not being taken over by prior expecta-
tions) and nonreactive (coming back to emotional baseline readily), being 
able to label and describe the internal world, and having self- observation.101 
These traits may be related to some combination of temperament and a rela-
tionship history that has fostered this way of being grounded in the present 
moment-to- moment unfolding of experience.

With intention, it is also possible to engage in a training of the mind that 
can be called “mindful awareness practice,” in that it creates a state of being 
alert and open to the novel way of experiencing in that moment. This form 
of awareness has the qualities described above, but also can be thought of as 
having the features of self- compassion and other- directed compassion. In 
other words, some consider that mindful awareness is a way of being aware 
of one’s own inner life and the surrounding world with kindness, a form of 
positive regard for self and others. When we “take time-in” with positive 
regard for ourselves and others, we cultivate mindfulness as a trait in our 
lives.

Mindful awareness practices may have origins in ancient or modern 
times, and may come from the East or West. They include mindfulness med-
itation, yoga, tai’chi, qigong, and centering prayer. I myself also do mindful 
dishwashing at home. Each dish, the sensations of the water, the movement 
of sponge over plate, the sound of the stream flowing from the faucet, the 
feel of the towel, and the circular motion of the towel as each dish is dried 
and put away—these all become the focus of moment-to- moment attention. 
The beauty of mindful awareness is that it can be applied to everyday life 
in a secular fashion. Research has clearly demonstrated that it can improve 
the health of the mind with increased flexibility, concentration, and sense of 
well-being. Improved empathy and compassion enhance relationships, and 
a shift in the baseline activity of the brain occurs, which is associated with 
approaching rather than withdrawing from challenging situations.102 This 
can be seen as a sign of “neural resilience.” Primary care physicians who 
are taught mindful awareness, for example, have less burnout and enhanced 
empathy for their patients.103 A study of intensive meditation training reveals 
that the cultivation of mindful awareness leads to increased telomerase, the 



 Mind, Brain, and Relationships 45

enzyme that maintains the integrity of chromosomes by supporting the 
telomeres at their ends, and thus increasing cell life.104 Patients listening to 
a mindfulness recording during the light treatment for psoriasis heal four 
times more quickly than other patients.105 The overall idea is that the inten-
tional creation of a mindful state is healthy for the body in that moment. 
With repeated practice, it can become a mindful trait—a way of being that 
shapes the ongoing health of the individual’s life.

A recent study suggests that parents who have mindful traits may also 
have a state of mind called “secure with respect to attachment.” This enables 
them to have children who themselves are securely attached to their parents 
and develop well.106 As we’ll see, this connection between mindfulness as a 
way of being and the open, receptive way of participating in healthy rela-
tionships may rest within the process of integration. In other words, when 
we are loving of others, we are in an interpersonally integrated and mindful 
state, and when we are loving of ourselves with self- compassion and kind-
ness, we are in an internally integrated and mindful state.

Mindful awareness is a profoundly integrative internal process.107 The 
observing self is open and receptive to the experiencing self, moment by 
moment. Research has demonstrated that being present with mindful aware-
ness promotes health across the entire triangle of well-being, involving mind, 
brain, and relationships. Attachment relationships that promote well-being 
involve interpersonal communication that honors the unique, differentiated 
qualities of each person, while also promoting the partners’ linkages through 
compassionate and empathic communication. Having a mindful state enables 
a parent to take in the child’s nature and attune to it without distorting per-
ceptions or expectations. This secure relationship is based on the integration 
of the caregiver’s and child’s states of mind; the internal world of each person 
is encouraged to be differentiated and linked—to become integrated.

We return to the topic of attachment and how it influences the develop-
ing mind in Chapter 3. In the next chapter, we explore the nature of mem-
ory, the ways in which experiences shape its development, its neural basis, 
and its crucial role in the mind’s creation of a coherent sense of self.
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c h A P t e R  2

Memory

a GEnERaL DEFInITIOn OF MEMORy

We often think of “memory” as what we can consciously recall about what 
happened in the past. If you think about what you did last weekend or last 
year, for example, you may begin to visualize some event or interaction with 
other people. How are those experiences remembered? How does recollec-
tion actually happen? In this chapter, we explore answers to these questions 
by looking at what is known about the mechanisms of memory. Although 
people have been fascinated with memory for thousands of years, it is only 
recently that we have been able to understand in a scientific way what some 
of the basic elements of memory actually are.1

As we explore the remembering mind, try to keep an eye on your 
everyday basic assumptions about memory. You may be surprised to find that 
many of them are helpful, but that some of them may be in need of revision. 
Common misconceptions about memory include the following: that we are 
always aware of what we have experienced; that when we remember some-
thing, we have the feeling of recollection; and that the mind is somehow able 
to make a sort of photograph of experiences, which is stored without further 
modification. Recollection is thus often seen as the presentation of informa-
tion, independent of the time of recall or of bias by prior experiences. As 
we’ll see, the structure of memory is quite complex: It constructs the past, 
the present, and the anticipated future, and it’s sensitive to both external and 
internal factors.2

Memory is more than what we can consciously recall about events from 
the past. A broader definition is that memory is the way past events affect future 
function. In this view, the brain experiences the world and encodes this inter-
action in a manner that alters future ways of responding. What we shall soon 
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see is that this definition of memory allows us to understand how past events 
can directly shape how and what we learn, even though we may have no 
conscious recollection of those events. Our earliest experiences shape our 
ways of behaving, including patterns of relating to others, without our abil-
ity to recall consciously when these first learning experiences occurred.

As discussed in Chapter 1, the brain is composed of spider-web-like 
neural networks capable of firing in a myriad of patterns, called “neural net 
profiles.”3 Scientists studying the behavior of such networks have found that 
the structure of a neural net allows it to learn through an encoding process 
that initially activates a specific set of associated neuronal firing patterns 
distributed throughout the brain.4 Writers who explore this phenomenon 
describe it in terms of “connectionist theory” and “parallel distributed pro-
cessing.” The essential feature of these studies is that the connection of neu-
rons in an intricate network (i.e., the structure of the brain) allows learning 
to occur.5 Abnormalities in this interconnectivity may underlie significant 
disorders of how the brain processes information, such as autism.6 Another 
perspective is reflected in the term “grandmother cells.” This refers to the 
finding that some forms of information (e.g., face recognition of your grand-
mother) are contained within single neurons. This localized view of infor-
mation processing actually has robust support from a range of biological 
studies. This cellular way of representing information is distinct from but not 
incompatible with parallel distributed/neural information processing, and 
studies suggest that both forms of neural representations may occur in the 
brain.7 It is thought that the firing of single or collective components of a 
neural network alters the probabilities of patterns of firing in the future. If a 
certain pattern has been stimulated in the past, the probability of activating 
a similar profile in the future is enhanced. If the pattern is fired repeatedly, 
the probability of future activation is further increased. The increased prob-
ability is created by changes in the synaptic connections within the network 
of neurons. Changes at the level of the cell membrane thus alter the firing 
probability of specific combinations of neurons.8 The process of “long-term 
potentiation” has been described as one way in which such alteration of con-
nection strengths among neurons occurs.9 The specific pattern of firing (i.e., 
the energy flow within a certain neural net profile) contains within it “infor-
mation.” Thus the network learns from its past experiences. The increased 
probability of firing a similar pattern is how the network “remembers.” Information 
is encoded and retrieved through the synaptic changes that direct the flow of 
energy through the neural system, the brain.

In a direct way, experience shapes the structure of the brain. As we’ve 
seen in Chapter 1, this general process is called “experience- dependent” brain 
development; the term refers to the general processes by which neuronal 
connections are maintained, strengthened, or created during experience. As 
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we continue to learn and remember throughout life, our brains and our 
minds can be seen as having ongoing development across the lifespan. The 
infant brain has an overabundance of neurons with relatively few synaptic 
connections at birth, compared to the highly differentiated and interwoven 
set of connections that will be established in the first few years of life. Expe-
rience, genetic information, and epigenetic regulatory factors will determine 
to a large extent how those connections are established. Memory utilizes the 
processes by which chemical alterations strengthen associations among neu-
rons for short-term encoding. For long-term memory storage, neural firing 
actually activates the genetic machinery for protein production necessary for 
the establishment of new synaptic connections.

As Milner, Squire, and Kandel have noted, “recent work on plasticity in 
the sensory cortices has introduced the idea that the structure of the brain, 
even in sensory cortex, is unique to each individual and dependent on each 
individual’s experiential history.”10 Thus the structure and function of the 
brain are shaped by experience. Developmental and memory processes may 
actually be based on similar neural and molecular mechanisms underlying 
synapse formation.11 These changes in synaptic connection alter the ways in 
which the brain functions. What we usually think of as “memory” refers to 
the way in which events can influence the brain and alter its future activity 
in a specific manner. As we’ll see, the brain has a wide array of direct mecha-
nisms by which it “remembers” experience.

How we recall the past will be determined by which components of the 
massive network of the brain are activated in the future. For example, if you 
see the Eiffel Tower on a trip to Paris, your visual system (and other parts 
of your brain) will activate its circuitry, creating a representation or image 
of the Tower within your mind. This is called “encoding” a memory. The 
next stage is the “storage” of memory. This is the increased probability that 
a similar neural net profile will be activated again in the future. Note that 
there is no “storage closet” in the brain in which something is placed and 
then taken out when needed. Memory storage is the change in probability of acti-
vating a particular neural network pattern in the future. Your brain will have the 
potential to reactivate the visual circuitry (i.e., the neural net profile), similar 
to the initial encoding. Memory, then, is a process that is based on alter-
ing the probabilities of neuronal firing. “Retrieval” is the activation of that 
potential neural net profile, which resembles—but is not identical with—the 
profile activated in the past. Thus, when you intentionally try to recall the 
Eiffel Tower, you may experience an internal visual image of the structure, 
as well as other aspects of your Paris journey.

The neural net of the brain can activate a set of anatomically and chron-
ologically associated firings in response to the environment. This profile 
is encoded, stored, and retrieved on the basis of a simple axiom defined 
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in 1949 by Donald Hebb: Neurons that 
fire together at one time will tend to 
fire together in the future.12 Or, in Carla 
Shatz’s paraphrase: Cells that fire together 
wire together. As Hebb pointed out, “The general idea is an old one, that 
any two cells or systems of cells that are repeatedly active at the same time 
will tend to become ‘associated,’ so that activity in one facilitates activity in 
the other.”13 In fact, Sigmund Freud postulated a “Law of Association” in 
1888, which proposed just this phenomenon.14 This neural association that 
functionally links the activity of neurons is now understood to involve tran-
sient metabolic changes for short-term memory and more stable structural 
changes for long-term memory storage. The principle of linkage involves 
both anatomic and temporal association of neuronal activity. As we’ll see, 
because of this temporospatial integration of function at the neural level, it 
is fundamentally through memory that the complex neural network creates 
anatomically distributed and functionally clustered assemblies of activation 
across time. The alteration of synaptic connections or “synaptic strengths,” 
either by the creation of new connections or the modification of existing 
ones (e.g., by way of changes in neurotransmitter release or receptor sensitiv-
ity), directly changes the probabilities of neuronal firing. This is the essence 
of how the neural net remembers.

Let’s continue with the example of the Eiffel Tower. You may be able—
if you’ve actually seen the Tower or a picture of it—to “see” an image of the 
Tower in your mind’s eye. What does this actually mean? Recent brain stud-
ies suggest that, given the task to visualize an object, the parts of your brain 
responsible for visual processing will become active.15 What is believed to be 
occurring is that a neural net profile similar to the one activated at the time 
you actually saw the object is now being reactivated in the same parts of the 
brain. This is called a “visual representation.” Thus the mind is able to gen-
erate a pattern of neural firing at the time of seeing with your eyes, as well 
as to generate an image independently in the process of imagining with your 
mind. Representations come in many forms, including perceptual ones (like 
visualizing the Eiffel Tower), semantic ones (like seeing the words “Eiffel 
Tower” and knowing their meaning), and multiple sensory ones (such as 
having a feeling of hunger because when you were at the Tower you had to 
wait for a picnic, and now your mind is bringing up the associated sensation 
of hunger).16

Our memories are based on the binding together of various aspects of 
these neuronal activation patterns. These “associational linkages” make it 
more likely that items will be activated simultaneously during the retrieval 
process. Representations are linked together via a wide range of internal 
neural processes unique to each individual. Brain imaging studies suggest 

Neurons that fire together wire 
together.
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that the representation of an experience may be stored in the particular 
regions of the brain that initially were activated in response to the experi-
ence, such as the perceptual areas in the posterior part of the neocortex at 
the back of the head. Encoding and retrieval processes may be mediated via 
regions distinct from those involved in storage (such as the orbitofrontal part 
of the prefrontal cortex, just in back of and above the eyes).17 Thus specific 
regions may actively mediate a process whereby neural patterns (representa-
tions) are activated and then bound together in the act of encoding or during 
recollection.18 What are stored are the probabilities of neurons firing in a 
specific pattern—not actual “things.” Your recollection of the Eiffel Tower 
will differ from mine for many reasons, encompassing the unique aspects of 
several factors: the nature of our experiences, the ways in which our brains 
create representations, and the manner in which the encoding and retrieval 
process may function. For example, if you were bitten by a dog during that 
Parisian picnic, you may begin to feel a sense of fear or even pain (emotional 
and bodily representations, respectively) when you think of the Tower. If 
you loved France, your sensory representations may be quite different than 
they would be if you disliked France when you first visited. How you feel 
at the time you are remembering will also profoundly influence which ele-
ments become associated with this complexly bound representation during 
retrieval.

In memory research, the initial impact of an experience on the brain 
has been called an “engram.”19 If you visited the Eiffel Tower with a friend 
and were talking about existential philosophy and Impressionist paintings as 
you were having your picnic, your engram might include the various lev-
els of experience: semantic (factual— something about philosophy or art or 
knowledge about the Tower), autobiographical (your sense of yourself at that 
time in your life), somatic (what your body felt like at the time), perceptual 
(what things looked like, how they smelled), emotional (your mood at the 
time), and behavioral (what you were doing with your body). Your original 
Eiffel Tower engram would include linkages connecting each of these forms 
of representations.

Scientists have used different terminology to identify these distinct 
aspects of memory. Some researchers use the term “explicit semantic” mem-
ory for how we recall facts, whereas “explicit episodic” or “autobiographical” 
memory are terms used for recollections of the self in time. If we are remem-
bering one episode of life, the term “episodic” is used. But if we are recall-
ing many events of a similar kind, such as all the experiences we’ve had at 
the Eiffel Tower, then we use the term “autobiographical” memory.20 Some 
studies suggest that the distinctions between semantic and episodic memory 
are not as sharply defined as the terms imply.21 A similar notion to the broad 
category of explicit memory is the idea of “declarative” memory, in which 
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we can use words to declare the nature of such a recall. The other layers of 
memory are at a different level of integration from explicit or declarative 
forms of memory and are grouped together as “implicit” or “nondeclarative” 
memory.22 For the purposes of this book, the terms “implicit” and “explicit” 
are used to identify these functionally distinct forms of memory described 
further below.

Some authors use the notion of “trace theory” to describe the encod-
ing, storage, and retrieval processes of memory. In this view, your engram or 
memory trace has both a “gist” (the general notion that you were in France 
at the Tower) and specific details.23 With time, the details of an experience 
may begin to fade away and become less tightly bound together. The gist, 
however, may remain easily accessible for retrieval and quite accurate. When 
we try to retrieve an “original memory,” in fact, we may be calling up the 
gist at first (“I was at the Eiffel Tower when I was in my early twenties”) and 
then later trying to reconstruct the details. This reconstruction process may 
be profoundly influenced by the present environment, the questioning con-
text itself, and other factors, such as current emotions and our perception of 
the expectations of those listening to the response.24 Memory is not a static 
thing, but an active set of processes. Even the most “concrete” experiences, 
such as recalling an architectural structure, are actually dynamic represen-
tational processes. Remembering is not merely the reactivation of an old 
engram; it is the construction of a new neural net profile with features of the 
old engram and elements of memory from 
other experiences, as well as influences 
from the present state of mind.

IMPLICIT MEMORy:  
MEnTaL MODELS, BEHavIORS, IMaGES, anD EMOTIOnS

From the first days of life, infants perceive the environment around them. 
Research has shown that infants are able to demonstrate recall for experi-
ences in the form of behavioral, perceptual, somatosensory, and emotional 
learning.25 Examples of these forms of memory are numerous and demon-
strate how active infants are in perceiving and learning about their environ-
ment. Babies can turn their heads to a learned stimulus. They can perceive 
visual patterns and can even relate these to other perceptual modalities, such 
as touch or sound. If they become frightened by a loud noise associated with 
a particular toy, they will get upset when shown that toy in the future. These 
forms of memory are called “implicit.” They are available early in life and, 
when retrieved, are not thought to carry with them the internal sensation 
that something is being recalled. An infant who sees that toy just gets upset; 

Memory is not a static thing, but an 
active set of processes.
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the infant probably does not sense, “Oh, yes, I remember that toy. It made 
a loud noise before. Perhaps it will make one again. Oh, no!” Instead, the 
neural net/Hebbian associations automatically link the visual input of the 
toy with an internal emotional response of fear.

Implicit memory involves parts of the brain that do not require con-
scious processing during encoding or retrieval.26 When implicit memory is 
retrieved, the neural net profiles that are reactivated involve circuits in the 
brain that are a fundamental part of our everyday experience of life: behav-
iors, emotions, bodily sensations, and images. These implicit elements form 
part of the foundation for our subjective sense of ourselves that filter our 
experience in the moment: We act, feel, and imagine without recognition of 
the influence of past experience on our present reality.

Implicit memory relies on brain structures that are intact at birth, 
mature throughout development, and remain available to us throughout life. 
These structures include the amygdala and other limbic regions for emo-
tional memory, the basal ganglia and motor cortex for behavioral memory, 
and the perceptual cortices for perceptual memory. Somatosensory (bodily) 
memory is also a part of implicit processes, and is probably mediated by the 
somatosensory cortex, the orbitofrontal cortex, the anterior insula, and the 
anterior cingulate (regions responsible for bodily representations), especially 
on the right side of the brain.27

Mental Models

With repeated experiences, the infant’s brain— functioning with its rap-
idly developing neural net/parallel processor—is able to detect similarities 
and differences across experiences. From these comparative processes, the 
infant’s mind is able to make “summations” or generalized representations 
from repeated experiences as encoded in these areas of the brain. This is 
a fundamental aspect of learning. These generalizations form the basis of 
“mental models” or “schemata,” which help the infant (in fact, each of us) 
to interpret present experiences as well as to anticipate future ones. Mental 
models are basic components of implicit memory. Our minds use mental models of 
the world in order to assess a situation more rapidly and to determine what 
the next moment in time is most likely to offer.

The brain uses many perceptual channels to create neural representa-
tions of the outside world. These images of reality cross modalities such as 
touch and sight to create multimodal models— models that span perceptual 
modalities. For example, if infants are allowed to feel the shape of a nipple 
with their mouths in a darkened room, they later will be able to pick out the 
familiar nipple from a visual display.28 Their minds have created a mental 
image from touch, which then can be used to sense a familiar pattern by 
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sight. The brain can also average across different experiences. Infants can 
be shown an array of facial images and then later pick out the ones that are 
summations of those seen earlier. From the first days of life, the infant’s brain 
is capable of creating a multimodal model of the world. These capacities 
further suggest that the mind is capable from the very beginning of creating 
generalizations from experience.

These mental models are derived from encounters with the world. Men-
tal models in turn help the mind to seek out familiar objects or experiences 
and to know what to expect from the environment. Deviations from the 
usual can be ascertained, and the world becomes a familiar and negotiable 
place to live. Studies of children and adults suggest that here-and-now per-
ceptual biases are based on these nonconscious mental models.29 For exam-
ple, if you’ve seen numerous city streets before, you may be more likely to see 
the next one from a similar viewpoint, without examining subtle differences 
in detail. On the other hand, if you have never been to a city before, you will 
see each street as unique “for what it is” rather than making automatic per-
ceptual presumptions. The brain can be called an “anticipation machine,” constantly 
scanning the environment and trying to determine what will come next.30 Mental 
models of the world are what allow our minds to carry out this vital func-
tion, which has enabled us as a species to survive. Prior experiences shape 
our anticipatory models, and thus the term “prospective memory” has been 
used to describe how the mind attempts to “remember the future,” based on 
what has occurred in the past.31 Each moment, the brain automatically tries 
to determine what is going on; it does this by activating a mental model and 
classifying experience. This helps to bias present perceptions, and thus to 
allow for more rapid processing of the immediate environment. Readiness 
for response is enhanced by anticipating the next moment in time—what the 
world may offer next and what behavior to initiate in response.

Let’s look at an example. If prior encounters with animals with large 
teeth have shown that they present a danger, then within the memory of 
such an animal will be the association of fear. The next time we encounter 
such a beast, we will be motivated by fear to run for safety. If we did not 
have the capacity to create a mental model that establishes the generaliza-
tion “Large- toothed animals are dangerous,” then encounters with a slightly 
different type of beast might not prompt us to run. We would have to learn 
anew with every experience. Mental models, the generalizations from past 
experiences, are the essence of learning. These models, derived from the 
past, shape our perceptual experience of the present and help us to anticipate 
and act in the future. As we’ll see, anticipating the future may be a fundamen-
tal component of implicit memory, distinct from the capacity to plan for the 
future. The more complex and deliberate aspect of planning may depend 
upon the explicit memory processes discussed in later sections.



54 T H E  D E V E L O P I N G  M I N D  

Parenthetically, the procedure of asking how a mental process was used 
adaptively in our evolutionary past is sometimes called “reverse- engineering 
the mind.”32 The brain, after all, is constructed by genetics, by aspects of 
the physiological internal environment (such as nutrients, hormones, toxins, 
drugs, or lack of oxygen), and by experience. The genetic contribution to 
brain functions and mental processes can be seen through the eyes of the 
evolutionary biologist: Those functions enhancing the probability that the 
genes would be replicated (passed on through creating offspring) were also 
most likely to be passed on through the generations. In this way, the genetic 
determination of mental processes may reflect adaptations to past environ-
ments, not necessarily to our current ones. Recent findings from the study 
of the regulation of gene expression—the field of “epigenetics”—reveal, too, 
that experience shapes the molecular control of how genetic information 
shapes brain growth. Studies now suggest that these regulatory changes can 
be directly passed through the egg or sperm to future generations. For the 
mind, what this means is that processes such as memory, attention, percep-
tion, and emotional responses may be understood (at least in part) by their 
past function in the evolutionary history of our species, as well as by pres-
ent conditions, the earlier experiences of individuals, and perhaps even our 
immediate ancestors’ experiences as well.33

Developmental Implications of Implicit Memory

The following examples illustrate the ubiquitous role of implicit memory 
throughout the lifespan. They also introduce some ideas about attachment, 
which are explored in greater detail in Chapter 3.34 An infant who has a 
healthy, secure attachment has had the repeated experience of nurturing, 
perceptive, sensitive, and predictable caregiving responses from her mother, 
which have been encoded implicitly in her brain. She has developed a gener-
alized representation of that relationship with her caregiver—a mental model 
of attachment—which helps her know what to expect from her mother. 
Given that these repeated experiences have been predictable, and that when 
there have been disruptions in mother– infant communication the mother 
has been relatively quick and effective at repairing the ruptures, this for-
tunate infant has been able to develop a secure, organized mental model of 
their emotional relationship. Her implicit memory anticipates that the future 
will continue to provide such contingent communication. When the child’s 
mind has been seen clearly and responded to with affection and compassion, 
the implicit self of the child develops well.

An infant with an insecure attachment may have experienced his par-
ents as less predictable, emotionally distant, or perhaps even frightening. 
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These experiences, too, become encoded 
implicitly, and the infant’s mind has a gen-
eralized representation of this relationship 
that can be filled with uncertainty, dis-
tance, or fear. Being alone with a parent 
who has been the source of confusion and terror can reactivate these implicit 
representations and create a very unpleasant, disorganizing, and frighten-
ing internal world for the infant. This state of mind, a part of his emotional 
memory, is implicitly learned during the first year of his life. These implicit 
memory encodings are more than simply recollections; they shape the grow-
ing child’s architecture of the self. This is the heart of implicit memory.

By a child’s first birthday, these repeated patterns of implicit learning 
are deeply encoded in the brain. Indeed, attachment studies at this time yield 
striking differences in infants’ behavior when they are with each parent. An 
infant’s states of mind when she is with the mother can affect her differently 
from those that are activated when she is with her father. As we’ll see in 
Chapter 3, this is the origin of the differences that can be seen in the infant’s 
attachment to the two parents. By eighteen months, the maturation of vari-
ous parts of the child’s brain has allowed for the blossoming of her compre-
hension and expression of language. At about this time, frontal parts of the 
brain are developing rapidly and enable her to have evocative memory, in 
which it is believed she is able to bring forward in her mind a sensory image 
of a parent in order to help soothe herself and regulate her emotional state.35 
Infants are likely to be calmed by the image of a parent with whom they have 
a secure attachment, and to be anxious, distant, or fearful with a parent with 
whom they have an insecure attachment.

The patterns of particular states of mind in an infant can be seen as an 
implicit form of memory. Repeated experiences of terror and fear can be 
engrained within the circuits of the brain as states of mind. With chronic 
occurrence, these states can become more readily activated (retrieved) in 
the future, so that they become characteristic traits of the individual.36 In 
this way, our lives can become shaped by reactivations of implicit mem-
ory, which lack a sense that something is being recalled. We simply enter 
these engrained states and experience them as the reality of our present 
 experience.

Insights into the ways in which early experiences have shaped the 
implicit memory system can aid in the understanding of various aspects of 
human relationships. Being with a particular person can activate distinct 
mental models that affect our perceptions, emotions, behaviors, and beliefs 
in response to this other person. The notion of implicit memory’s influenc-
ing our experiences with others is one way of understanding the complex 

These implicit memory 
encodings . . . shape the growing 
child’s architecture of the self.
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feelings and perceptions arising within interpersonal relationships. Each of us 
filters our interactions with others through the lenses of mental models cre-
ated from patterns of experiences in the past. These models can shift rapidly 
outside of awareness, sometimes creating abrupt transitions in states of mind 
and interactions with others. In this way, “transference”—the activation of 
old mental models and states of mind from our relationships with important 
figures in the past— happens all the time, both inside and outside the psycho-
therapy suite. Knowing about implicit memory allows us the opportunity to 
free ourselves from the possibly repetitive behaviors and automatic reactions 
derived from the past.

ExPLICIT MEMORy: FaCTS, EvEnTS, 
anD aUTOBIOGRaPHICaL COnSCIOUSnESS

By the second birthday, toddlers have developed new capacities: to talk about 
their recollections of the day’s events, and to remember more distant expe-
riences from the past. These abilities probably reflect the maturation of the 
brain’s medial temporal lobe (which includes a part called the hippocampus), 
parietal, and orbitofrontal cortex; this maturation process allows them to 
have “explicit” memory.37 Explicit memory is what most people mean when 
they refer to the generic idea of memory. When explicit recollections are 
retrieved, they have the internal sensation of “I am remembering.” Two 
forms of explicit memory are “semantic” (factual) and “episodic” (autobio-
graphical or oneself in an episode in time). Table 2.1 provides an overview 
of the types and characteristics of memory.

The development of the unique aspects of explicit memory involves a 
number of domains in a child’s experiencing. A sense of sequencing, thought 
to be a function of the hippocampus as a “cognitive mapper,” develops dur-
ing the child’s second year of life.38 Recalling the order in which events in 
the world occur allows the child to develop a sense of time and sequence. 
Children come to expect what typically comes first and what comes next in 
a given situation, with at times intense and passionate reactions to deviations. 
Associated with this hippocampal ability is the establishment of a spatial rep-
resentational map of the locations of things in the world. Loss of hippocam-
pal functioning in animals, for example, leads to loss of memory for running 
a maze.39 What is interesting in this finding is the notion that this cognitive 
mapper is thus able to identify context and to create a four- dimensional 
sense of the self in the world across time. The brain’s ability to create such a 
temporal and spatial representation is clearly of great survival value. Explicit 
memory plays the important role of providing a sense of space and time, 
allowing people to remember where things are and when they were there.
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Paller, Voss, and Westerberger have stated:

Models of declarative memory generally posit that these distinct features or 
fragments must become linked together for enduring memory storage to be 
successful. Retrieval, rehearsal, and consolidation would thus entail syn-
chronous activation across dispersed cortical networks, and this synchronous 
cross- cortical activity may be of the same type necessary for conscious expe-
rience more generally.40

In this way, we can see how the emergence of consciousness as development 
progresses may be intimately related to the development of memory. Both 
memory and consciousness depend upon integrative processes in the brain 
for their creation. This linkage of differentiated elements can also be seen 
in how energy and information is shared within relationships with caregiv-
ers and in the larger communities of interconnected relationships in which 
we live.41 Memory has been shown, for 
example, to be influenced by the use of 
language within the communication pat-
terns of both the microculture of a fam-
ily and the macroculture of our larger 

TaBLE 2.1. Implicit and Explicit Memory

Implicit memory

Early form of memory—present before birth.
Devoid of the subjective internal experience of “recalling,” of self, or of time.
Involves mental models and “priming.”
Includes behavioral, emotional, perceptual, and somatosensory memory.
Focal attention not required for encoding.
Mediated via brain circuits involved in the initial encoding and independent of the 

medial temporal lobe/hippocampus.

Explicit memory

Late memory—present beginning in first year of life:
Semantic (factual) memory: Initial development by one to two years of age.
Autobiographical (collections of episodic memory): Progressive development with 

onset after second year of life.
Requires conscious awareness for encoding and having the subjective sense of 

recollection (and, if autobiographical, of self and time).
Focal attention required for encoding.
Hippocampal processing required for storage and initial retrieval.
Cortical consolidation makes selected events a part of permanent memory and 

independent of hippocampal involvement for retrieval.
 

The emergence of consciousness 
may be intimately related to the 
development of memory.
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society.42 In these ways, the conscious experience we have of a “self” is 
formed in part by how our synapses are shaped by our social experiences 
within the family and broader society.

As children grow into their second year, they begin to develop a more 
complex image of themselves in the world. This sense of self has been identi-
fied by studies examining how children respond to seeing themselves in the 
mirror with a red mark placed on their faces. They notice something dif-
ferent in their reflection, suggesting that they have a mental image in their 
minds of what they usually look like. By eighteen months, they are able to 
touch themselves rather than the mirror in exploring the red mark. Taken 
together, these studies on the developmental phase of the second year suggest 
that a child is developing a sense of the physical world, of time and sequence, 
and of the self, all of which form the foundation of explicit autobiographical 
memory.43 Before this time, events in the child’s life may have been remem-
bered (“event memory”), but it is thought that these are semantic recollec-
tions of experiences without an enriched sense of self across time, which is 
the hallmark of autobiographical (episodic) recollection.44

Wheeler and other researchers have summarized a range of neuroim-
aging studies revealing that memory for facts (semantic memory), includ-
ing events, is functionally quite distinct from memory of the self across 
time (episodic memory).45 Semantic memory allows for propositional 
representations— symbols of external or internal facts that can be declared 
with words or in graphic form and can be assessed as “true” or “false.” Such 
semantic knowledge has been called “noesis” and allows us to know about 
facts in the world. In contrast, autobiographical or episodic memory requires 
a capacity termed “autonoesis” (self- knowing) and appears to be dependent 
upon the development of frontal cortical regions of the brain. These regions 
undergo rapid experience- dependent development during the first few years 
of life (continuing possibly into adulthood) and are postulated to mediate 
autonoetic consciousness. The ability of the human mind to carry out what 
Tulving and colleagues have termed “mental time travel”—that is, to have 
a sense of recollection of the self at a particular time in the past, awareness 
of the self in the lived present, and projections of the self into the imag-
ined future—is the unique contribution of autonoetic consciousness.46 By 
the middle of the third year of life, a child has already begun to join care-
givers in mutually constructed tales woven from their real-life events and 
imagining.47 The richness of self- knowledge and autobiographical narratives 
appears to be mediated by the interpersonal dialogues in which caregivers 
co- construct narratives about external events and the internal, subjective 
experiences of the characters.

Nelson describes the process this way:
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The major developmental transition in the preschool years can be viewed 
as a move toward a social– cultural– linguistic self in society. This transition 
to a new level of social- cognitive consciousness is apparent in major shifts 
between the 2- and 5-year-old levels of functioning in myriads of situations, 
experimental and everyday, that are now well documented in the develop-
mental literature.48

She then goes on to illuminate the implications of this growth:

The changes observed are not caused by some single factor, but are dependent 
on the achievements of many related skills unique to human development. 
Nor are they the product of a sudden shift in cognitive level, but of a continu-
ous, overlapping process of developing functions. Among the achievements 
of this period of development, the most powerful and profound is that of an 
advanced level of social and cultural language functions. The transition to 
a “cultural self” depends on the experiences of language in social use, thus 
on social practices, but its effects are also profoundly personal, involving the 
child’s social and cognitive awareness and capacity for new levels of men-
tal representation and reflective thought. This process is slow and massively 
interactive, eventuating in a culturally saturated concept of self, an autobio-
graphical memory self with a specific self- history and imagined self- future 
that reflects the values, expectations, and forms of the embedding culture.49

Interventions to increase parental reflection on shared experiences has 
been shown to improve the child’s growing autobiographical sense of self.50 
As Fivush and Nelson reveal, “Parent- guided reminiscing about past events 
that includes discussion, comparison, and negotiation of internal states of 
self and other, and places these internal states in explanatory narratives of 
behavior, allows children to construct a psychologically imbued representa-
tion of relations between past and present, and self and other.”51 In this way, 
we can hypothesize that attachment experiences—that is, communication 
with parents and other caregivers— directly enhance a child’s capacity for 
autonoetic consciousness. This may be one reason why shared communica-
tion about remembered events enhances recollection. In other words, our 
relationships not only shape what we remember, but how we remember and 
the very sense of self that remembers.52 An example of empirical support for 
this view comes from Jack and colleagues’ study:

Conversations about past events between 17 mother–child dyads were 
recorded on multiple occasions between the children’s 2nd and 4th birthdays. 
When these children were aged 12–13 years, they were interviewed about 
their early memories. Adolescents whose mothers used a greater ratio of elab-
orations to repetitions during the early childhood conversations had earlier 
memories than adolescents whose mothers used a smaller ratio of elaborations 
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to repetitions. This finding is consistent with the hypothesis that past-event 
conversations during early childhood have long- lasting effects on autobio-
graphical memory.53

How parents engage with children in focusing attention and encouraging 
elaboration on their shared reflections appears to have a direct impact on the 
autobiographical development of the self.

Our autobiographical sense of self emerges within our interpersonal 
experiences. Fivush summarizes this process succinctly:

Autobiographical memory is a uniquely human system that integrates mem-
ories of past experiences into an overarching life narrative. . . . (a) auto-
biographical memory is a gradually developing system across childhood and 
adolescence that depends on the development of a sense of subjective self as 
continuous in time; (b) autobiographical memory develops within specific 
social and cultural contexts that relate to individual, gendered, and cultural 
differences in adults’ autobiographical memories, and, more specifically, (c) 
mothers who reminisce with their young children in elaborated and evalua-
tive ways have children who develop more detailed, coherent, and evaluative 
autobiographical memories.54

The encoding process for both forms of explicit memory (semantic and 
episodic) appears to require focal, conscious, directed attention to activate 
the hippocampus.55 As encoding occurs, stimuli are placed initially in “sen-
sory” memory, which lasts for about a quarter to half a second. This sensory 
“buffer” contains the initial neural activations of the perceptual system. Only 
selected items from this huge immediate sensory process are then placed in 
“working” memory, which lasts up to half a minute if there is no further 
rehearsal. If the mind rehearses or refreshes the activity of these activated 
circuits of working memory, then the items can be either maintained for 
longer periods of time in this process (such as practicing a phone number 
long enough to dial it repeatedly if the line is busy) or placed into longer-
term storage.

Working memory has been called the “chalkboard of the mind.” It is 
the mental process involved when we say that we are “thinking about some-
thing”; it allows us to reflect upon items perceived in the present and recalled 
from the past.56 When we consciously think of a problem or an event, work-
ing memory allows us to link together various representations and manipu-
late them in our minds. The product of such cognitive processing can then 
enter a more stable component, “long-term” memory. In some individuals 
with disorders of attention, working memory appears to be unable to handle 
as many items for as long as the working memory of nondisordered individu-
als can. Imaging studies have supported this clinical finding by identifying 
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abnormalities in the lateral prefrontal cortex, the site thought to be a primary 
mediator of working memory.57

Although this prefrontal region may play an important role in working 
memory, research suggests that this function is not limited to one area, but 
rather is a distributed process arising from the interaction of many neural 
components. Buchsbaum and D`Esposito state:

One conclusion that arises from this research is that working memory can 
be viewed as neither a unitary nor a dedicated system. A network of brain 
regions, including the prefrontal cortex (PFC), is critical for the active 
maintenance of internal representations that are necessary for goal- directed 
behavior. Thus, working memory is not localized to a single brain region but 
probably is an emergent property of the functional interactions between the 
PFC and the rest of the brain.58

Long-term explicit memory is thought to be the process by which items 
are stored for extended periods of time beyond working memory.59 For 
example, recalling a close friend’s phone number requires it to be placed in 
long-term storage. Remembering the phone number of a shop we need to 
call only once requires working memory to hold on to those digits just long 
enough to dial the number. After the call, the shop’s number vanishes from 
any form of permanent storage. If working memory persisted, we would 
be bombarded by irrelevant information from the past. Placing a needed 
item into long-term memory allows us to recall important data. When we 
ask others to recall their experiences from the last month, we are in effect 
requesting them to activate a representational process that has been “stored” 
as an increased probability of firing within a neural net. This is mediated 
by genetically activated structural alterations in synaptic connections within 
the network. In contrast, working memory is thought to be independent 
of gene- activated protein synthesis. It involves functional (not structural) 
alterations in synaptic strengths, such as increases in synaptic excitability that 
temporarily enhance the probability of specific neuronal firing. Recollection 
can be viewed as the actual activation of a potential or latent representa-
tion. The hippocampus is essential for both encoding items into and retriev-
ing them from long-term explicit memory. The linkage of this process to 
the circuits of the lateral prefrontal cortex is one view of the mechanism 
for having working memory activate the structurally embedded elements 
of long-term memory, where they can be consciously examined, manipu-
lated, and reported to others. Controversy 
exists, however, in regard to how distinct 
“working” and “long-term” memory are 
from one another.60

Recollection can be viewed as the 
actual activation of a potential or 
latent representation.



62 T H E  D E V E L O P I N G  M I N D  

Long-term memory does not last forever. For these items to become a 
part of permanent explicit memory, a process called “cortical consolidation” 
is thought to occur.61 Though the mechanism has not been elucidated thus 
far, some views suggest that cortical consolidation requires a nonconscious 
activation or rehearsal process that allows representations to be stored in the 
“associational cortex.”62 This region of the cerebral cortex appears to inte-
grate representations from various parts of the brain. Consolidation appears 
to involve the reorganization of existing memory traces, not the laying down 
of new engrams. In this manner, consolidation may make new associational 
linkages, condense elements of memory into new clusters of representations, 
and incorporate previously unintegrated elements into a functional whole. 
In cortical consolidation, information is finally free of the need for the hip-
pocampus for retrieval. This consolidation process may depend on the rapid-
eye- movement (REM) sleep stage, which is thought to be attempting to 
make sense of the day’s activities.63 Though filled with a combination of 
seemingly random activations, aspects of the day’s experiences, and elements 
from the more distant past, dreams may be a fundamental way in which the 
mind consolidates the myriad of explicit recollections into a coherent set of 
representations for permanent, consolidated memory. Other studies suggest 
that REM and dreaming are not necessary for memory consolidation and 
learning.64 Although sleep itself is essential for optimal health, it remains 
unclear exactly how either REM or slow-wave sleep contributes directly to 
the long-term processing of memory.

Research is still in its infancy regarding the details of the consolida-
tion process.65 Interestingly, cortical consolidation may take weeks, months, 
or perhaps years to occur. For example, if a man sustains a head injury in 
a motorcycle accident on the first of January, he may lose recollection of 
events from November and December of the prior year, but may be able to 
recall those from October and earlier without difficulty. This is called “ret-
rograde” amnesia and involves impairment in the ability of the hippocampus 
to retrieve not-yet- consolidated memories. He may also experience severe 
difficulty recalling events after the accident, called “anterograde” amnesia. 
This involves damage to the hippocampus’s ability to encode new items into 
long-term explicit memory. Working memory may remain unimpaired. 
Also, the man’s ability to encode or retrieve items from implicit memory will 
be intact. He can learn new skills and have emotional associations to recent 
events, but he will be unable to recall when he acquired the new knowledge 
or to have any sense of time or self connected with the recollections.

Many forms of amnesia involve the impairment of explicit process-
ing in the setting of intact implicit memory. Explicit recollections, as we’ve 
seen, require focal, conscious attention, and are processed through the initial 
phases of encoding in working memory and then in long-term memory on 
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their way toward cortical consolidation. There are certain situations, how-
ever, in which there is a dis- association between implicit and explicit mem-
ory. “Infantile” or “childhood” amnesia is one such example (to be discussed 
below), in which normal infants’ and young children’s implicit memory is 
intact, but their explicit recall, especially episodic memory, is impaired. 
Other examples include hypnotic amnesia; the effects of certain medications, 
such as the benzodiazepines (minor tranquilizers); surgical anesthesia; some 
neurological conditions, such as brain injury and Korsakoff ’s syndrome; and 
divided- attention phenomena, such as an experiment in dichotic listening. 
In this last case, a participant is asked to pay attention to only one ear while 
listening to two auditory lists on a set of headphones. For example, in the 
left ear is played a list of zoo animals, in the right a list of flowers. When 
asked to repeat what was heard in the focally attended ear (say, the left), 
most participants have excellent recall of the animals. When asked what was 
heard in the right ear, participants usually state that they don’t know. When 
asked to fill in the blank spaces on partially spelled words, such as “r     e,” 
they are much more likely than participants exposed to a different list to 
fill in the word “rose.” This is an example of indirect recall, a measure of 
implicit memory. A participant’s brain has 
encoded the flowers implicitly, so that the 
brain is “primed” (i.e., made more likely) 
to bring up a flower when given a cue. 
Participants have no conscious recall of 
what they heard, or even a sense that what they are writing is a reflection 
of something they experienced. Without focal attention, items are not encoded 
explicitly. Implicit memory may be more fully intact, but explicit memory is 
impaired for that stimulus or event.66

THE SUBjECTIvE ExPERIEnCE  
OF ExPLICIT anD IMPLICIT MEMORy

When either semantic or episodic explicit memory is retrieved, there is an 
internal sensation of “I am recalling something.” This distinguishes explicit 
recollections from implicit ones, in which there is no such subjective sense of 
remembrance. Explicit memories take a number of forms. Semantic memory 
is a type in which we can recall factual information, such as the capitals of 
the major countries of Europe. If we recall that we were once in those cit-
ies but cannot summon the sensation of the self in time on the trip, then 
this reflects a semantic memory for a personally experienced event. In the 
past, this form of memory may have been considered by academicians as 
a part of autobiographical recall, but recent neuroscientific studies support 

Without focal attention, items are 
not encoded explicitly.
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the notion that semantic recall lacking a sense of self is in fact quite differ-
ent from but highly interactive with episodic recall.67 Noetic consciousness 
(knowing the fact that we were once in Europe) is thought to be distinct 
from autonoetic consciousness (recalling our experience of the trip), both 
in subjective experience and in the involvement of the prefrontal cortices in 
the latter process. Episodic recall activates autobiographical memory repre-
sentations and evokes a process of mental time travel—the sense of the self 
in time—which differentiates it from semantic recollections. The content of 
autobiographical recollection will also influence the neural regions recruited 
during such activations. As Svoboda, McKinnon, and Levine state regard-
ing autobiographical memory (which they abbreviate as AM): “Our find-
ings support a neural distinction between episodic and semantic memory 
in AM. . . . Emotional events produced a shift in lateralization (toward the 
right) of the AM network with activation observed in emotion- centered 
regions and deactivation (or lack of activation) observed in regions associated 
with cognitive processes.68

The distinct experiential aspects of memory are thought to involve dif-
ferent centers of activation and patterns of electrical (EEG) waves within 
the brain.69 For example, although there may be significant overlap in the 
neural areas involved, semantic recall appears to generally involve a domi-
nance of left over right hippocampal activation. Autobiographical recall, in 
contrast, involves more of the right hippocampus and right orbitofrontal 
cortex.70 Here we see that structure and function within the brain correlate 
with our day-to-day encounters with subjective experience. This distinction 
may reveal itself when we know a fact without any feeling that it is a part 
of our experienced life. Though semantic and episodic memory have much 
in common—they are flexibly accessible, have virtually unlimited capaci-
ties for representing “data,” are encoded with contextual features, and can 
be retrieved in a declarative manner via language or drawing—they in fact 
appear to be mediated by somewhat distinct mechanisms.71

For episodic memory, there appears to be a much larger process involved 
than merely the autobiographical content of representations of personally 
experienced events: Autonoetic awareness involves the experience of mental 
time travel and is directly linked to the processes of the prefrontal regions 
of the brain. Autonoetic consciousness is created within the various lay-
ers of prefrontal function.72 These include an integrating capacity, in which 
more posteriorly stored information can be organized and sequenced into 
a meaningful set of representations; executive functions, which provide a 
more global control of widely distributed brain processes; and the mediation 
of self- reflection and social cognition.73 We can see that mental time travel is 
more than a subjective sense of feeling oneself in the past, present, or future: 
It is an actively constructive mental process that creates the self within a 
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social world. It turns out that several independent lines of research point to 
the midline prefrontal regions— especially the orbitofrontal cortex in the 
right hemisphere—as a crucial area for integrating memory,74 attachment,75 
emotion,76 bodily representation and regulation,77 and social cognition.78

Within explicit autobiographical memory, we can find a number of 
variations on these elements of self in time. For example, you may recall a 
general sense of yourself from your senior year in high school. This generic 
episodic recollection can be thought of as a general descriptor summating 
across your perceptions of a year of specific episodes. In a sense this is a self-
 concept, or a self- schema made conscious, about yourself during that year. 
In contrast, you may be able to recall a specific event during that time, such 
as your last day of high school. In retrieving this memory, you may recall it 
as an event you observed from a distance, as if you were taking an outsider’s 
perspective. This is an “observer” recollection, which some might consider 
a distanced form of episodic retrieval, but which others would label an event 
memory within semantic recall.79 In contrast, you may recall the event as 
if you were actually there; this is a “participant” or “field” recollection. 
In this case, you would be able to see things from your actual perspective. 
Observer recollections appear to involve less emotional intensity than field 
recollections do. Autonoesis thus evokes elements of the self ’s lived experi-
ence, rather than merely the propositional (factual) representations of noetic 
consciousness.

The process of reactivating representations from explicit memory is 
often dependent on the context, that is, the features of the internal and 
external environment. When there is a match between retrieval cue and 
memory representation, the process is called “ecphory.”80 Ecphory depends 
upon the features of the eliciting stimulus and the form in which the repre-
sentation has been stored in memory. Retrieval is enhanced when conditions 
at the time of recall are similar to those of the initial encoding. The simi-
larities may be in the physical world (sights, sounds, smells) or in one’s state 
of mind (emotions, mental models, states of general arousal). In this way, 
explicit memory is said to be “context- dependent.” The hippocampus is able 
to encode its cognitive mapping on experiences, giving them a context in 
which they are both registered and stored. The actual representations of such 
experiences are thought to be stored in more posterior portions of the brain. 
The prefrontal regions are thought to carry out the process of creating an 
episodic “retrieval state” in which a match between retrieval cue and stored 
representation (ecphory) can occur.81

Individuals may have recollections and lack an understanding of how 
the context cued the specific event being recalled. They may explore these 
memories by searching for a match between the features present at the time 
of retrieval and at the time of the original event. Such a search can sometimes 
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reveal the underlying emotional meaning or gist of a particular recollec-
tion. However, the sense of mental time travel by itself does not mean that 
the recollection is accurate. It merely implies that the prefrontally mediated 
autonoetic awareness circuits are involved in the activation, not that ecphory 
has occurred. In this manner, the prefrontal region may attempt to create 
accurate assemblies of representations—but, accurate or not, they may con-

tain a sense of the self recalling the past. 
This can be viewed as what we can call 
an “ecphoric sensation,” which has a sense 
of conviction that the recalled memory is 
indeed accurate. We can have a clear sense 
that something happened when in fact it 

did not. Such subjective sensations may be a part of imagination, dreaming, 
or inaccurate as well as accurate recollection.

The richness we may feel in reflecting on past experiences is shaped in 
part by internal or external context cues, which can then initiate a cascade of 
further related recollections. Initial ecphory (the retrieval cue’s matching the 
stored memory representation) is followed by a series of sometimes unpre-
dictable associative linkages influenced by both memory and present expe-
rience. These associated recollections and retrieval cues can be woven into 
the process of remembering and can become a part of the “reconstructed” 
memory. Representations resembling those of the past are reassembled anew 
during the process of recollection. Retrieval is thus, as Robert Bjork and 
colleagues have suggested, a “memory modifier”: The act of reactivating a 
representation can allow it to be stored again in a modified form.82 The fron-
tal lobes, in carrying out the integrative, executive, and socially constructive 
remembering of the self, can directly shape the nature of autobiographical 
recollections and life stories. These processes explain one way in which our 
memories— things we may regard as facts—can actually change over time 
and evolve over the lifespan.

Often cues will activate both explicit and implicit elements of memory. 
The initial subjective experience of this frequent process can often be a wave 
of internal, nonverbal sensations and images or behavioral impulses (implicit 
recollections), that may not feel as if something is being recalled. As explicit 
memory retrieval becomes linked to these implicit counterparts, we may 
begin to get a sense of some factual elements or images that begin to have 
the sensation of “I am remembering something now.” On a daily basis, we 
actively reconstruct neural net profiles that have encoded both implicit and 
explicit circuits. The internal, subjective sensations of these distinct forms of 
memory parallel their anatomic distinction within the brain.83

Explicit memory is often communicated to ourselves and to others in 
the form of descriptive words or pictures as a story or sequence of events. If 

We can have a clear sense that 
something happened when in fact 
it did not.
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these involve the sense of self at some time in the past, then they are a part 
of explicit autobiographical memory. We listen to the words and receive a 
linguistic message, or see the pictures and have a conscious sense of the story 
being told. But recollections usually involve the association of these explicit 
elements with their implicit counterparts. To sense these, it is important 
to recall (explicitly) that implicit memory does not have a sense of “some-
thing being remembered.” We sense, perceive, or filter our explicit memory 
through the mental models of implicit memory. We can watch for the shad-
ows that such implicit “recollections” cast on the stories we tell, as well as on 
nonverbal aspects of behavior and communication.

For example, a thirty-five-year-old woman began to recount her expe-
riences of being raised by a violent, alcoholic father. When she began to tell 
her story, her eyes became filled with tears, her hands began to tremble, 
and she turned away from her therapist. She stopped speaking and seemed 
to become frozen, with a look of terror on her face. For the therapist, the 
feeling in the room was intense and consuming. The patient began to speak 
again, but this time spoke of her father’s “positive attributes.” Though she 
wiped away her tears, and tried to “compose” herself and not “worry so 
much about the past,” her nonverbal communication remained. In this case, 
the patient was being flooded by the implicit elements of her early experi-
ences, evoked in part by her recounting the story of her father’s rages. As 
she began to divert the narrative she was relating, only parts of the implicit 
memories were able to be diffused. Despite this diversion, for the remainder 
of the session she continued to feel frightened and humiliated.

The challenge in cases like this one is not only to listen to the words, but 
also to observe the nonverbal elements of communication that let us know 
what others are experiencing and remembering. We must keep in mind that 
only a part of memory can be translated into the language-based packets of 
information people use to tell their life stories to others. Learning to be open 
to many layers of communication is a fundamental part of getting to know 
another person’s life.

CHILDHOOD aMnESIa

For over a century, clinicians have been aware of an impairment in the ability 
of older children or adults to recall the first years of their lives. Initial impres-
sions suggested that this “memory barrier” is for the period before the ages 
of five to seven years. Psychoanalytic writings from the past suggested that 
infantile amnesia was due to some traumatic, overwhelming experiences that 
were being blocked, and that one focus of treatment should be to uncover 
this “repression barrier.”84 Modern analytic thinking does not support this 
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notion, however. Developmental psychologists also view childhood amnesia 
differently. They suggest that immaturities in the sense of self, in the sense of 
time, in verbal ability, and in narrative capacity may be the factors limiting 
recall for the period before the age of about two to three years.85 Neurobi-
ologists investigating this form of amnesia have looked at the development of 
the hippocampus/medial temporal lobe and the orbitofrontal region during 
the first years of life as a possible mediator of the phenomenon of childhood 
amnesia.86 This view supports the developmental psychologists’ observations 
in providing the likely neurobiological underpinnings to this typical devel-
opmental form of amnesia. In this way, explicit memory may require the 
neural maturation of the hippocampus to allow for the full expression of first 
semantic and then later episodic memory.

Let’s explore the development of explicit memory by examining the 
experiences of a young girl. A one-year-old is able to have implicit recol-
lection of all sorts of experiences: becoming excited when she hears the car 
pull into the garage, knowing emotionally on some level that her mother is 
coming home; learning to walk; or generating mental models for repeated 
experiences. She has already developed the capacity for generalized recollec-
tions, called “general event knowledge.”87 Before the age of eighteen months, 
she has begun to develop the ability to recall the sequence of events in her 
world.88 She thus can encode and retrieve facts from specific experiences. 
This can be considered a form of semantic memory, in which knowledge of 
specific events can be recalled after a long delay.89

After about eighteen months, the child develops self- referential behav-
iors that reveal a sense of continuity of the self through time. By her second 
birthday, she can now begin to talk about events that have happened to 
her. As she continues to mature, her sense of self develops more fully and 
may allow for the gradual emergence of episodic memory and the capacity 
for mental time travel—for remembering herself in specific experiences in 
the past. As her prefrontal regions develop, this capacity becomes increas-
ingly complex and sophisticated. These regions may continue to develop 
into adulthood and may explain the deepening capacity for self- awareness 
and autonoetic consciousness throughout the lifespan. At the early age of 
two, the child can say that she saw a dog that morning, or that she went to 
visit her grandfather at the park. She can narrate her ongoing experience and 
can verbalize her anticipation of future events. Though now she can talk 
about her recent recollections, she cannot episodically remember when she 
was an infant. Some facts that she has learned during her second year of life, 
however, may be quite available to her within semantic memory, such as the 
names of objects and what things do. Though controversy exists over the 
nature and timing of the onset of declarative or semantic explicit memory,90 
some investigators suggest that even preverbal infants can recall the facts of 
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experiences at this early age.91 The work of Patricia Bauer and her colleagues 
suggests that even experiences that occurred after a child’s first birthday but 
before the advent of spoken language may be recalled verbally with consid-
erable accuracy after many months. These recollections are likely to be part 
of explicit semantic memory and not derived from the yet-to-be- accessible 
autobiographical process.92

Some authors argue that childhood amnesia is not an impairment in 
general explicit recall, but rather is very specifically due to the developmen-
tal lag in the onset of episodic memory within explicit processing.93 Support 
for this view comes from findings that children even in their second year of 
life have a remarkable ability to retain facts about novel experiences with 
great accuracy.94 Thus these studies suggest that semantic explicit memory is 
intact from a very early age.

How does episodic memory develop? A few findings that explore the 
impact of experience on autobiographical memory may be useful in exam-
ining this question. Children who have more experiences of talking about 
their memories with their parents are able to recall more details about their 
lives later on.95 “Memory talk” is a common process in which parents focus 
their attention on the contents of a child’s memories. A similar observation 
is that parents who participate in an “elaborative” form of communication 
have children with a richer sense of autobiographical recall. Elaborative par-
ents talk with their children about what they, the children, think about the 
stories they read together. In contrast, “factual” parents—the classification 
designating parents who are found to talk only about the facts of stories, 
not a child’s imagination or response—have children with a less developed 
ability for recall of shared experiences. Similarly, “emotion knowledge” is 
higher in children whose parents elaborate on the nature and the emotional 
meaning of an experience in their discussions with their children.96 There is 
probably a range of communication styles between the extremes of these two 
research categories. Nevertheless, these findings support the general princi-
ple that interpersonal experiences appear to have a direct effect on the devel-
opment of explicit memory, as well as on the understanding of the mind’s 
inner nature. As Bauer and colleagues 
have stated, “The talk in which children 
and parents engage prior to, during, and/
or after an event works to organize, inte-
grate, and, thereby, facilitate children’s 
memory for it.”97

Are these merely genetic findings revealing that parents give rise to off-
spring who naturally, genetically, will have their same traits? To be sure, we 
must await further studies, such as those that might examine the narratives 
of identical twins raised apart, to clarify the origin of these differences in 

Interpersonal experiences appear 
to have a direct effect on the 
development of explicit memory.
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narrative style.98 There is clearly a difference in narrative experience, what-
ever the origin: Some families participate in frequent co- construction of 
narrative and elaborative memory talk. In reinforcing this kind of experi-
ence, parents may facilitate their children’s ability to describe their memo-
ries, as well as their imaginations. In a similar fashion, research has shown 
that children raised in families that discussed people’s emotional reactions 
tended to be more interested in and able to understand others’ emotions.99 
Such children are also taught that what they have to say about the contents 
of their minds is important.

Cross- cultural studies suggest that culturally mediated communication 
patterns may directly impact the emergence of a sense of self in the grow-
ing child. One study found that Japanese-born individuals perceived a visual 
image of an aquarium by noting its holistic features: how plants, rocks, and 
fish all formed part of a larger whole marine scene. In contrast, American-
born Japanese presented with the same image noted the individual char-
acteristics of a single fish, highlighting its colors and anatomy, rather than 
perceiving the overall aquatic environment.100 As we’ll see in future chap-
ters, such a finding of culturally influenced perceptual biasing may reflect 
the preferential growth of the right versus the left hemisphere in individuals 
within traditional Japanese culture, versus the more individually oriented 
emphasis in mainstream U.S. society. Culture plays an important role in 
mediating patterns of social relatedness, and hence the growth of the brain 
and the mind.

As families shape the developing minds of children, culture also shapes 
and continues to shape how minds develop across the lifespan. Memory pro-
cesses and a sense of self and identity are all shaped by our social experiences. 
Our most intimate sense of our individual lives—our autobiographical 
memories and our identities—are actually shaped, in part, by our relational 
worlds. Each of these experiences may enhance the capacity for emotional 
regulation.101 These effects may be mediated by the experience- dependent 
growth of the orbitofrontal regions responsible for affect regulation and the 
encoding and retrieval of episodic memory.102

The lack of explicit recall for the first years of life reveals a differential 
development among several modalities of memory. The first year appears to 
enable implicit but not explicit encoding and retrieval. The circuits mediat-
ing the various forms of implicit memory are fairly well developed at birth. 
The second year has been shown to allow for a form of explicit recollection 
that is most likely to be semantic in nature. Such a capacity is likely to be 
mediated by the maturation of the medial temporal lobe, including areas of 
the hippocampus. By eighteen months to two or three years of age, episodic 
memory begins to emerge. The emergence of this process may be facilitated 
by the development of the prefrontal regions of the brain, especially the 



 Memory 71

orbitofrontal cortex. As these regions develop actively during the preschool 
years, episodic memory undergoes significant maturation. The ongoing 
development of a sense of self during this time enables this form of autonoe-
sis to grow rapidly and become more elaborate. As the sense of self continues 
to develop, the intricacies of self- experience evolve.

Nelson and Carver explain:

What makes possible the changes in explicit memory through the preschool 
period is the development of various prefrontal functions that can come to 
the assistance of the medial temporal lobe (explicit) memory system. For 
example, it is generally not until the preschool period that children begin to 
routinely employ strategies to help them remember things; the use of strate-
gies, of course, is a quintessential prefrontal function. . . . [They further state 
that] the neural circuitry involved in long-term memory develop slowly over 
the infancy and preschool period. The relevant structures that are thought to 
develop during this interval include the circuits that pass along information 
from the medial temporal lobe, where initial encoding and consolidation 
is performed, and the cortex, where memory is stored. It is neural matu-
ration, then, that likely accounts for the gradual “recovery” from infantile 
 amnesia.”103

In general, childhood amnesia raises the larger issue about remembering 
and forgetting. Our internal sense of who we are is shaped both by what we 
can explicitly recall, and by the implicit recollections that create our mental 
models and internal subjective experience of images, sensations, emotions, 
and behavioral responses.

EMOTIOn, REMEMBERInG, anD FORGETTInG

Is everything that is experienced remembered? No. Forgetting is an essential 
aspect of explicit memory; if we were to have easy access to every experience 
we have encoded, our working memory would be flooded with extrane-
ous facts and images, and efficient functioning would become impaired.104 
Which events, then, are more likely to be remembered and which forgotten? 
It turns out that many studies of emotion and memory point to an inverted-
U-shaped-curve effect.105 Experiences that involve little emotional intensity 
seem to do little to arouse focal attention, and have a higher likelihood of 
being registered as “unimportant” and therefore of not being easily recalled 
later on. Events experienced with a moderate to high degree of emotional 
intensity seem to get labeled as “important” (probably by anatomic struc-
tures in the limbic region and closely aligned areas, such as the amygdala and 
orbitofrontal cortex, which are discussed in more detail later in the book) 
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and are more easily remembered in the future. If events are overwhelming 
and filled with terror, a number of factors may inhibit the hippocampal pro-
cessing of explicit memory, and therefore may block explicit encoding and 
subsequent retrieval. As Elzinga and colleagues report in a study of how the 
stress hormone cortisol influences subsequent recall, “These results suggest 
that stress- induced cortisol specifically affects long-term consolidation of 
declarative memories. These findings may have implications for understand-
ing the effects of traumatic stress on memory functioning in patients with 
stress- related psychiatric disorders.”106 While cortisol may impede explicit 
processing by blocking the hippocampus functioning, other factors such as 
divided attention may also contribute to the blockage of explicit memory 
encoding.107 At the same time, other elements occurring during an over-
whelming event may actually increase the strength of implicit encoding. 
Such factors may include amygdala discharge and the release of noradrenaline 
in response to massive stress. Such conditions may allow and even reinforce 
implicit memory encoding, while divided attention and cortisol secretion 
may simultaneously impede explicit processing of the traumatizing event. 
This proposes that trauma may have a differential impact on implicit and 
explicit memory; however, the exact interactive mechanisms of these two 
layers of memory need to be clarified in future research.108

Although even one-time occurrences can alter synaptic strengths, 
repeated experiences and emotionally arousing experiences have the greatest 
impact on the connections within the brain. In other words, not all encoun-
ters with the world affect the mind equally. Studies have demonstrated that 
if the brain appraises an event as “meaningful,” it will be more likely to be 
recalled in the future. Some of these studies suggest that the interaction of 
stress- related neuromodulatory chemicals, cortisol and adrenaline, may be 
directly involved in the activation of regions involved in memory encod-
ing.109 The brain appraises the significance of stimuli in numerous ways, 

including the activation of areas such as 
the amygdala. If the amygdala is activated, 
then the engram encoded at that particu-
lar time is thought to be marked as signif-
icant; this has been called a “value-laden” 

memory.110 The neuronal mechanism for this labeling is the pronounced 
increase in synaptic strengths at the time of that specific experience. As we’ll 
see in Chapter 4 on emotion, value systems in the brain may serve as neu-
romodulatory circuits with processes that (1) enhance neuronal excitability 
and activation; (2) enhance neuronal plasticity and the creation of new syn-
aptic connections; and (3) have extensive innervation linking various brain 
regions. This emotionally charged value-laden memory is thus made more 

If the brain appraises an event as 
“meaningful,” it will be more likely 
to be recalled in the future.
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likely to be reactivated among the myriad of infinite engrams laid down 
throughout life.

The relationship between emotion and memory suggests that emo-
tionally arousing experiences are more readily recalled later on. As James 
McGaugh has stated,

the evidence suggests the possibility that the influences of several neuro-
modulatory systems on memory may be integrated by interactions occurring 
within the amygdala. . . . The evidence thus strongly supports the general 
hypothesis that endogenous neuromodulatory systems activated by experi-
ence play a role in regulating memory storage. [He goes on to suggest that] 
the strength of memories depends on the degree of emotional activation 
induced by learning. Highly emotional stimulation may well, as William 
James (1890) suggested, “almost . . . leave a scar on the cerebral tissue” in the 
form of lasting changes in synaptic connectivity.111

In other words, emotion involves a modulatory process that enhances the 
creation of new synaptic connections via increases in neuronal plasticity.

What are the mechanisms of this increased plasticity? The exact link 
between emotion and the activation of genes to initiate new synapse forma-
tion as a part of neuroplastic changes has not yet been fully clarified. However, 
some intriguing possibilities are suggested by studies done on the molecules 
of memory in invertebrate animals.112 A protein called CREB-1 (for “cyclic 
AMP response element binding-1”) appears to lead to the activation of genes 
that initiate the protein synthesis necessary to establish synaptic connections. 
The growth of new synapses is normally constrained by inhibitory memory-
 suppressing genes that appear to regulate the transfer of information from 
short-term storage, such as working memory, into long-term memory. This 
suppression may be mediated by a protein called CREB-2. If this process 
studied in “lower” animals is found to be utilized by human memory pro-
cesses, then perhaps it is the human brain’s way to ensure that irrelevant 
stimuli are not encoded into long-term memory: Some active process would 
need to be initiated to produce structurally based encoding of events into 
long-term memory. This overall process is part of “long-term potentiation.” 
These are exciting findings with relevance to human memory— specifically, 
to the emotional mechanisms by which the amygdala and other structures 
enhance memory encoding, as well as to the overall process of neuroplastic-
ity by which brain structure is changed by experience.113

The “emotion circuits of the brain” that are activated when we have 
an emotionally engaging experience also serve as evaluative centers that 
directly influence our focus of attention and our state of arousal. During 
an “emotionally meaningful experience,” it may be that our attention is 
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concentrated and our state of arousal heightened, so that certain regions of 
the brain, such as the nucleus basalis,114 are activated and release acetylcho-
line; this enhances the likelihood of gene activation in those neurons that 
are firing together. Concentrated attention may also increase the localized 
release of brain- derived neurotropic factor, which increases gene expres-
sion.115 In other words, this view proposes that “emotion” is a process that 
helps focus attention and creates the neurochemical conditions that heighten 
neuroplastic changes in the brain.

The relationships among memory, emotion, and the self are complex. 
Looking toward neurobiology for some insights into these processes can be 
enlightening. As Robert Post and colleagues have suggested:

The amygdala is thought to be involved with imparting the emotional signif-
icance to an object and linking it to other memory systems initially imparted 
by the hippocampus but then subserved by other complex cerebral pathways 
potentially involving many hundreds of thousands if not millions of synapses. 
Just the way the properties of objects are synthesized convergently by differ-
ent pathways, we can surmise that the historical and emotional significance of 
objects are likewise “synthesized,” but also edited, updated, and revised based 
on new experiences. In this fashion, the more complex associative experien-
tial properties and cues may be attached to critical objects in the environ-
ment, such as one’s parents, siblings, and even the concept of oneself.116

By creating meaning, our emotional neuromodulatory systems help 
organize and integrate our memories. Our lives are filled with implicit influ-
ences, the origins and impact of which we may not be aware. In the case of 
childhood amnesia, this intact implicit memory in the presence of an impairment in 
explicit recall is a typical finding, unrelated to trauma. As children’s lives unfold, 
they are able to recall more and more of the events in their lives as these are 
woven into a narrative picture of the self across time. This narrative emerges 
as value-laden memories are consolidated and become a part of the perma-
nent explicit autobiographical memory system. Not every experience will 
be episodically recalled; this is a part of normal forgetting. Our minds must 
selectively inhibit the encoding, recollection, and consolidation of many 
events that have occurred. If we were to become bombarded by irrelevant 
explicit detail, we would become confused and overwhelmed.

STRESS, TRaUMa, anD MEMORy

Stressful experiences may take the form of highly emotional events or, when 
the stress is overwhelming, overtly traumatizing experiences. The degree 
of stress will have a direct effect on memory: Small amounts have a neutral 
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effect; moderate amounts facilitate memory; and large amounts impair 
memory. The effect of stress appears to be mediated by the characteristic 
neuroendocrine responses involving the immediate transient effects (lasting 
seconds to minutes) of noradrenaline release and the more sustained effects 
(lasting minutes to hours) of glucocorticoids such as cortisol, also known as 
“stress hormones.” The mechanisms of and the interactions between these 
agents are complex. Studies suggest that the HPA axis involves the release 
of stress hormones that directly affect the hippocampus, a region with the 
highest density of receptors for these blood-borne agents.117 Chronic stress 
may produce elevated baseline levels of stress hormones and abnormal daily 
rhythms of hormone release. The effects of high levels of stress hormones 
on the hippocampus may initially be reversible and involve the inhibition 
of neuronal growth and the atrophy of cellular receptive components called 
“dendrites.”118 Not only do high levels of stress transiently block hippocam-
pal functioning, but excessive and chronic exposure to stress hormones may 
lead to neuronal death in this region— possibly producing decreased hip-
pocampal volume, as found in patients with chronic posttraumatic stress 
disorder (PTSD).119 Activation of the autonomic nervous system leads to 
the release of adrenaline and noradrenaline (known as the catecholamines), 
which are thought to affect the amygdala directly. The amygdala, as we’ve 
seen, plays an important role in establishing the value of an experience and 
integrating elements of encoding with the hippocampal processing of the 
event. As proposed earlier, excessive cortisol secretion may impair the hip-
pocampal contribution to explicit memory processing, while noradrenaline 
secretion may enhance the implicit encoding facilitated by the amygdala.120

Highly emotional events may involve a certain degree of stress response. 
Particular cascades of physiological and cognitive reactions may reinforce the 
effects of stress on memory. Bower and Sivers have noted:

Several factors working in concert promote better memory for highly emo-
tional events. Prominent among these are the personal significance of the 
event, its distinctiveness or rarity and selective rehearsal. . . . When emotion-
ally aroused, the brain triggers reactions from the autonomic nervous system 
and the endocrine system; the latter releases stress hormones into the blood 
stream, creating persistent arousal and reactivation of whatever thoughts are 
salient in the cognitive system. This arousal persists for several minutes and 
has an effect analogous to involuntary recycling of the stressful occurrence 
and the events leading up to it. Such rehearsal enhances the degree of learn-
ing of whatever aspects of the event were encoded. Beyond this physiologi-
cal arousal that continues for several minutes, our minds have a tendency 
to return repeatedly over many hours or days to memories of emotionally 
upsetting events, perhaps triggered by external cues or ideational sequences 
that have been associated with the aversive event.121
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In this manner, emotionally arousing experiences become better remem-
bered by a combination of direct physiological effects (perhaps on the genetic 
activation leading to synapse formation, as discussed above) and complex 
cognitive effects on the encoding of memory via the retrieval, rehearsal, and 
reencoding process.

Under some conditions, explicit memory may be blocked from encoding 
at the actual time of an experience. Trauma may be such a situation. Various 
factors may contribute to the inhibition of hippocampal functioning needed 
for explicit memory at the time of a severe trauma.122 During a trauma, the 
victim may focus his attention on a nontraumatic aspect of the environ-
ment or on his imagination as a means of at least partial escape. Divided-
 attention studies suggest that this situation will lead to the encoding of parts 
of the traumatic experience implicitly but not explicitly.123 Furthermore, the 
release of large amounts of stress hormones in response to threat may impair 
hippocampal functioning. The outcome for a victim who dissociates explicit 
from implicit processing is an impairment in autobiographical memory for 
at least certain aspects of the trauma (explicit blockage may refer to “psycho-
genic” amnesia). Implicit memory of the event is intact and includes intru-
sive elements such as behavioral impulses to flee, emotional reactions, bodily 
sensations, and intrusive images related to the trauma.124 Individuals who 
dissociate during and after a traumatic experience have been found in some 
studies but not in others to be the most vulnerable to developing PTSD.125 As 
we’ve discussed, chronic stress may actually damage the hippocampus itself, 
as suggested by the finding of decreased hippocampal volume in patients 
suffering from chronic PTSD.126 Under such conditions, future explicit pro-
cessing and learning may be chronically impaired. Furthermore, in addi-

tion to damaging the hippocampus, early 
child maltreatment may directly affect 
the structure and epigenetic regulation of 
circuits that link bodily response to brain 

function: the autonomic nervous system, the HPA axis, and the neuroim-
mune process.127 These ingrained ways in which adverse child experiences 
are “remembered” may explain the markedly increased risk for medical ill-
ness in adults with histories of childhood abuse and dysfunctional home 
environments.128

On the basis of this information, one can propose that psychological 
trauma involving the blockage of explicit processing also impairs the victim’s 
ability to cortically consolidate the experience.129 With dissociation or the 
prohibition of discussing with others what was experienced, as is so often the 
case in familial child abuse, there may be a profound blockage to the pathway 
toward consolidating memory. Unresolved traumatic experiences from this 
perspective may involve an impairment in the cortical consolidation process, 

Chronic stress may actually damage 
the hippocampus itself.
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which leaves the memories of these events out of permanent memory. But the 
person may be prone to experiencing continually intrusive implicit images 
of past horrors. Nightmares, occurring during the dream stage of sleep and 
involving active REM sleep disturbances, may reveal futile attempts of the 
brain to resolve and consolidate such blocked memory configurations. Both 
the dream and the slow-wave stages of sleep are thought to play a central 
role in reorganizing memory and in reinforcing the connections between 
memory and emotion.130

Although they are not linked within their independent domains of 
study, dream research, memory investigations, and the study of adaptation 
to trauma may help us understand some important processes in memory and 
trauma. Endel Tulving and coworkers have proposed a model of “hemi-
spheric encoding– retrieval asymmetry,”131 which has been generally sup-
ported and further elaborated by subsequent research,132 though not by all 
studies.133 In brief, this model draws on a range of investigations suggesting 
that the left prefrontal cortex plays a dominant role in the encoding of episodic 
memory, whereas the right prefrontal cortex is essential in episodic retrieval. 
The dreams of REM sleep involve markedly increased brain activity. Eye 
movements have been associated with the activation of the opposite side 
of the brain (i.e., movement to the left is associated with right- hemisphere 
activation).134 (This finding explains why so many individuals look to the 
left during autobiographical recall—which, as we now know, activates right 
prefrontal regions.)

All of these findings taken together raise the following proposal, which 
remains to be substantiated by specific research. During the typical dreaming 
state, the left and right hemispheres are activated in an alternating, rhythmic, 
and synchronous fashion. Activation of the right orbitofrontal region of the 
prefrontal cortex mediates a “retrieval state” for the reactivation of episodic 
representations. Left orbitofrontal activation initiates an “encoding state” in 
which representations can be registered, linked together, and encoded into 
a reorganized or consolidated form. Slow-wave sleep may participate in the 
reassembly of various neural representations of memory, and REM sleep 
appears to function as a crucial process for memory consolidation that may 
facilitate long-term potentiation, allowing the strengthening of synaptic con-
nections.135 Thus memory may be “reorganized” during the various stages of 
sleep. The prefrontal regions have extensive innervation to various parts of 
the brain, including the neocortical associational cortex. The newly reorga-
nized episodic memory becomes consolidated within the associational cor-
tex, where it is now independent of the hippocampus and available for later 
retrieval. Future access of these newly reorganized memory representations 
can occur within autonoetic consciousness as mediated by the right orbito-
frontal regions. The essential feature of such a process is the synchronous 
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activation of right and left hemispheres to synthetically retrieve and encode 
episodic memory into a consolidated form. Dreaming thus permits episodic 
memory representations to become the engrams for consolidative encoding. 
Neural synchronization in both slow-wave and REM stages of sleep, as well 
as during daytime reflections, may play an important role in the consolida-
tion process in general.136 The result of such synchronization may be, liter-
ally, a “consolidation” of episodic memory into a coherent set of reprocessed 
and more fully integrated representations. The result of this integration and 
consolidation, we can propose, is the stuff of our life narratives.

We can further propose that autonoetic consciousness of traumatic 
events is disturbed in individuals who have experienced trauma that remains 
“unresolved.” As we’ll see in future chapters, this unresolved state of mind 
has important implications for the mind’s functioning and for interpersonal 
relationships. Some individuals may become flooded by excessive implicit 
recollections, in which they lose the self- monitoring features of episodic 
recall and feel not as if they are intensely recalling a past event, but rather 
that they are in the event itself.137 Others have knowledge of a traumatic 
event but no sense of self: They have noetic but not autonoetic awareness of 
the experience. The capacity of the left prefrontal region to encode episodic 
memory may have been impaired by blocked explicit encoding as proposed 
above, and/or by the flood of right- hemisphere representations of emo-
tion and bodily sensations from the overwhelming event. Various studies of 
trauma patients reveal a significant asymmetry in hemispheric activity, with 
unresolved traumatic memories being associated with an excessively right-
 dominant activation pattern.138 Traumatized children have also been found 
to have asymmetric brain abnormalities and altered development of the cor-
pus callosum, the band of tissue that allows for interhemispheric transfer 
of information.139 These findings, combined with the clinical observation 
of REM sleep disturbances in those with PTSD, support the proposal that 
bilateral cooperation of the hemispheres may be necessary for the consoli-
dation of memory in general—and that failure to consolidate memories of 
traumatic events may be at the core of unresolved trauma. Such a view also 
points to the generalization that impairment in bilateral integration of infor-
mation (the flow of energy and representations across the hemispheres) may 
be proposed as a marker of psychological impairment following traumatic 
experience.140

In individuals with chronic PTSD, the damage documented in hip-
pocampal structure and function may reveal one aspect of their difficulties 
in resolving traumatic experiences.141 Other studies suggest that childhood 
neglect and abuse lead to impairments in the growth of integrative fibers 
of the brain.142 The resolution process can thus be proposed to involve the 
integration of the trauma into a larger associational matrix within the brain 
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so that the mind can become “coherent,” as we’ll discuss in later chapters 
on regulation and neural integration. In essence, such proposed integration 
may result in a more coherent autobiographical narrative and a resolution of 
disturbances in REM sleep. These possibilities are explored in detail in the 
final two chapters.

As we shall also see in subsequent chapters, a lack of cortical consolida-
tion may be seen clinically in the absence of a narrative version of a traumatic 
experience. An individual may find a way to “stick together” as a cohesive 
but constricted way of functioning—but more fluid, flexible, and adaptive 
“coherence” may be lacking. This impediment to coherent functioning may 
be at the heart of a range of compromises to mental and interpersonal well-
being. Furthermore, there may also be an inability to establish a sense of 
coherence and continuity across various states of mind. Traumatic states may 
remain isolated from the typical integrative functioning of the individual 
and thus impair development. Implicit elements of major and perhaps even 
minor traumatic events may continue to shape the individual’s life without 
conscious awareness of their origins. In other words, the implicit impact of 
trauma may influence a person’s nonconscious and conscious experience, but 
without a sense of its origins from the past. In this view, negative influences 
on development may impair mental health by blocking the typically unre-
stricted flow of information within the mind.

This restricted flow may impair the creation of life stories that would 
otherwise allow for emotionally significant events to be placed in the larger 
associational network of permanent, consolidated memory. Schemata of the 
self and of others in the world help shape the structure of such a cognitive 
framework of memory. In other words, implicit mental models help shape 
the organization of explicit autobiographical memory. Traumatic memories 
that are unresolved do not reach this point of being consolidated into the 
larger framework of implicit– explicit consolidated narrative memory. They 
can be seen instead as remaining in an unstable state of potential implicit 
activations, which tend to intrude upon the survivor’s internal experiences 
and interpersonal relationships.

THE aCCURaCy OF MEMORy anD THE IMPaCT OF TRaUMa

Clinicians, educators, journalists, attorneys, and lawmakers all share ques-
tions concerning remembering and forgetting, especially in cases involving 
allegations of childhood abuse. As one reviews the research findings and 
wades through the controversies and politics, a few simple truths become 
clear. Individuals can experience traumatic events and be unable to recall 
them explicitly later on; a wide range of research over the last hundred years 
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supports this view, with recent findings supporting the proposal that implicit 
memory for traumatic events may be greater in those with PTSD.143 Research 
has also supplied a neuroscientific explanation for this old knowledge.144 Years 
can go by before a contextual change in an individual’s life occurs and the 
recollection of a traumatic event can become available to conscious recol-
lection.145 This has sometimes been referred to as “delayed recall.” Although 
delayed recollection may be quite accurate, explicit memory is exquisitely 
sensitive to the conditions of recall. Recounting the elements of explicit 
autobiographical memory is a social experience that is profoundly influenced 
by social interaction. Thus what is recounted is not the same as what is ini-
tially remembered, and it is not necessarily completely accurate in detail.

The human mind is extremely suggestible throughout life, particularly 
in childhood.146 This suggestibility allows us to attend schools and to permit 
our minds to become deeply influenced by the views of others. Often we 
maintain critical analyses of whether the information we are being supplied 
is trustworthy, and thus whether it should become a part of our memory 
systems. However, the determination by such “metamemory” processes of 
the accuracy of a memory can be distorted by a number of factors, includ-
ing drug states, hypnosis, and intense and repeated questioning within cer-
tain forms of interrogation. Some individuals may be more susceptible to 
suggestive influences than others. Suggestibility studies indicate that it is 
possible for an individual to be firmly convinced of the veridicality of a 
“recollection” when in fact the event being recalled has never occurred. 
Thus a person’s degree of conviction about the accuracy of a memory may 
not correspond to its accuracy.147 The use of internal corroborations may 
be useful in understanding how past experiences have influenced a person’s 
life. These can include the structure of memory systems and the relationship 
between implicit and explicit components of the memory of an event. Exter-
nal corroborations, such as the reported experiences of other family mem-
bers, police reports, photo albums, and journals, may be useful in creating a 
fuller picture. Knowing that memory is social and suggestible, and that the 
act of retrieving a memory can actually alter its form for subsequent storage, 
is important for interviewer and interviewee alike.

To put it simply, actual events can be forgotten, and nonexperienced 
“recollections” can be deeply felt to be true memories. These findings leave 
us with several important principles. Patients are vulnerable to the sugges-
tive conditions of psychotherapy. Clinicians must be careful to take a neu-

tral stance with respect to the accuracy 
of patients’ recollections. Conditions that 
enhance suggestibility and that suspend 
critical metamemory processes should 
either be avoided altogether or used only 

Actual events can be forgotten, and 
nonexperienced “recollections” can 
be deeply felt to be true memories.
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with extreme caution and informed consent. These conditions include hyp-
nosis, amytal interviews, and intense, repeated questioning by an examiner. 
Clinicians should make special efforts to be aware of professional and per-
sonal biases that may directly influence their views about trauma and psy-
chopathology. These views may manifest themselves in both the verbal and 
nonverbal behavior of a therapist. Excessive interest in a patient’s traumatic 
experience versus interest in the patient himself can lead to a nonconscious 
pressure within the patient to keep the therapist involved by elaborating 
stories of trauma.

On the other hand, those who deny or are unaware of the effects of 
trauma on the functioning and development of the mind (such as the adapta-
tions of dissociation and amnesia) are also likely to inhibit the elaboration 
of others’ actual life histories, both verbally and nonverbally. If a person’s 
history includes trauma, then a relationship with a nonaware friend, spouse, 
or therapist will not provide the safe haven in which the traumatized indi-
vidual can begin to explore the often fragmented and frightening aspects of 
memory. Traumatized individuals may be extremely cautious about reveal-
ing the humiliating and painful past experiences they may have had. They 
may have a deep sense of shame about these traumatic events, which can 
make them exquisitely sensitive to the attitudes of others and vulnerable to 
a sense of being misunderstood or discounted. Victims of childhood abuse 
may be especially susceptible to feeling that they are “not being believed” 
and will be wary of revealing their hidden pain to a nonsupportive listener. 
For example, a therapist who is not able to entertain the possibility that a 
given individual may indeed have an accurate, perhaps delayed recall of a 
traumatic event may inhibit proper therapy from occurring.

There is great societal concern, controversy, and confusion about the 
accuracy of memories and the effects of trauma. Memory researchers have 
focused their efforts on how best to study the effects of trauma on memory, 
and can help bring our attention to the impact of trauma on us as individuals, 
communities, and a society. A special issue of the journal Development and 
Psychopathology compiled a compendium of thinking about these issues.148 
The following reflections on the impact of trauma have been provided by 
some of our leading investigators in the study of memory.

The investigation of trauma and memory is challenging because the 
laboratory setting of experiments, as well as available naturalistic experiences 
of highly stressful events (e.g., visits to the doctor, invasive medical proce-
dures, or even natural disasters), are in some ways inherently different from 
intrafamilial child maltreatment. Robyn Fivush has stated:

The research on traumatic memories conducted thus far, however, has 
focused on public events, events which may be painful or stressful, but do not 
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involve secrecy or shame. But many traumas experienced by young children 
are silenced. The ability to discuss past events with others, and to verbally 
rehearse these events to oneself, may play an instrumental role in children’s 
developing abilities to understand and interpret their experiences. Placing 
past events in the context of one’s ongoing life history allows one to inte-
grate past experiences into a cohesive sense of how the world works and who 
one is. Children experiencing traumatic experiences who are not given the 
opportunity to discuss these events with others may not be able to integrate 
these negative experiences, and thus may be left with recurring fragments 
of memory that are associated with highly negative affect that cannot be 
resolved.149

Other memory researchers share this compassionate view of the impact of 
trauma and urge us to work toward alleviating the suffering that trauma pro-
duces both in individuals and in our societies. Christianson and Lindholm 
suggest:

Although there are documentation of forgotten, as well as of remembered, 
childhood trauma, it seems that most often the memory processes associated 
with traumas experienced in early age are not simply a matter of either/or, 
such that we either remember or forget them. Instead, both forgetting and 
remembering can occur selectively, and individuals may represent these mem-
ories in very different ways. . . . Children lack the experiences and resources 
to handle trauma on their own and therefore they need a lot of support from 
parents to overcome these experiences. Children who have been involved for 
example in accidents or catastrophes, usually process the experience by talk-
ing about it with their parents who help them come to terms with the event. 
If a close relative, on the other hand, is responsible for inflicting the trauma, 
such as in incest cases or domestic violence, a child is not in the same position 
to deal with the experience. . . . Unprocessed and disintegrated memories of 
a childhood trauma may not only cause problems and suffering for the indi-
vidual him/herself, but can also constitute a serious threat for other people. 
Perpetrators of serious crimes, such as murder or rape, have often experienced 
severe traumas in childhood for which they have never received any help.150

Violence in our society has multiple causes.151 The impact of violence on 
children may be complicated by the fact that their inherent mental models of 
the world as a safe place are directly affected by their witnessing of violence 
in the community. According to Lynch and Cicchetti:

Children exposed to ongoing stress and trauma, such as that associated with 
exposure to community violence, may develop schemas of the world as a hos-
tile place (Cicchetti and Lynch, 1993, Dodge, 1993) and experience changed 
attitudes about people, life, and the future (Terr, 1991). Significant figures 
such as children’s caregivers may come to be viewed as incapable of keep-
ing children safe from the dangers present in their environment. Likewise, 
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children may feel that they are not worthy of being kept safe. If such beliefs 
persist, then they may contribute to the development of insecure relation-
ships with caregivers among children who live in threatening and violent 
environments.152

These learning experiences in the community may thus have a direct effect 
on children’s models of attachment to their caregivers. As we shall see in the 
next chapter, these experiences and their associated models directly influence 
a wide range of mental processes, from memory to emotion regulation.153 
Lynch and Cicchetti describe one aspect of the cascading effect of trauma on 
security of attachment by noting that

secure children may attend to interpersonal information more flexibly, result-
ing in increased relationship success. If children who have been traumatized 
can develop and maintain representational models that are open and secure, 
then the likelihood that they will experience successful interpersonal rela-
tionships and more positive overall adaptation may be greater. Traumatized 
children with insecure representational models may be more likely to experi-
ence traumatic stress reactions, in part because they may be less able to engage 
in successful and supportive interpersonal relationships.154

In other words, attachment relationships that offer children experiences that 
provide them with emotional connection and safety, both in the home and 
in the community, may be able to confer resilience and more flexible modes 
of adaptation in the face of adversity.

The impact of trauma is also mediated by the direct toxic effects of 
chronic stress on the brain. As Bremner and Narayan have urged us to 
note:

Findings of hippocampal atrophy and memory deficits in stress have broad 
implications for public policy. With recent data showing that 16% of women 
have a history of childhood sexual abuse, it is clear that childhood trauma is a 
major public health problem. If stress results in damage to the hippocampus, 
this could have far reaching effects on childhood development. Given the 
important role that the hippocampus plays in learning and memory, victim-
ized children may suffer in terms of academic achievement. These deficits in 
academic achievement may plague them throughout the rest of their lives. An 
increased emphasis is needed to direct resources and attention to the preven-
tion and treatment of childhood victimization as well as stress at other stages 
of development.155

Memory forms the foundation for both the implicit reality (behavioral 
responses, emotional reactions, perceptual categorizations, schemata of the 
self and others in the world, and possibly bodily memories) and explicit 
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recollections of facts and of the self across time. In this way, we must under-
stand the many layers of memory in order to comprehend other persons’ 
present and past life experiences and the ways they anticipate and plan for 
the future. As we shall see, the disorganizing effects of trauma and its lack 
of resolution can be passed from generation to generation. The emotional 
suffering, the stress- induced damage to cognitive functioning, the internal 
chaos of intrusive implicit memories, and the potential interpersonal vio-
lence created as a result of trauma produce ripple effects of devastation across 
the boundaries of time and human lives. As we will explore in the chapters 
ahead, disruptive interpersonal relationships produce incoherent functioning 
of the individual mind. This connection between interpersonal and individ-
ual processes is clearly seen in an important aspect of memory: the narrative 
telling of our life stories.

MEMORy anD naRRaTIvE

The telling of stories has a central place in human cultures throughout the 
world and plays a crucial role in the interactions between adults and chil-
dren.156 From an early stage in development, children begin to narrate their 
lives—to tell the sequence of events and internal experiences of their daily 
existence.157 What is so special about stories? Why are we as a species so con-
sumed by the process of telling and listening to stories?

As fundamental creations of social experience, stories embody shared 
cultural rules and expectations, exploring the reasons for human behav-
ior and the consequences of deviations from the cultural norm. Meaning 
embedded in culturally transmitted stories can directly influence how indi-
viduals interpret overwhelming events, as well as how those events are subse-
quently processed.158 Stories also captivate our attention, in that they require 
us to participate in the active construction of the characters’ mental lives and 
experiences. In this way, a story is created by both teller and listener.

By the second year of life, children begin to develop the “later” form of 
memory, called declarative or explicit, which includes both semantic (fac-
tual) and episodic (remembering oneself in an episode in time) memory.159 
“Narrative” memory is a term referring to the way in which we may store 
and then recall experienced events in story form. “Co- construction of narra-
tive” is a fundamental process, studied across cultures by anthropologists, in 
which families join together in the telling of stories of daily life.160 Children 
can be encouraged to see themselves as the locus of action; this “agentic self-
focus” influences the way memory is encoded and retrieved. As Wang has 
noted in exploring the interplay of cultural and parental practices:
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Regardless of culture, children who had a greater agentic self-focus showed 
more advanced independent memory skills than those who were less ori-
ented toward their agency when defining themselves. Children’s cultural 
background remained significantly related to their shared and independent 
autobiographical memories when controlling for other factors. Mediation 
analyses further indicated that maternal elaborations and evaluations func-
tioned as potent mediators in explaining cultural differences in children’s 
shared memory reports, and maternal evaluations and child agentic self-focus 
accounted for cultural differences in children’s independent memory reports. 
The present findings thus lend support to the social interactionist theories 
that view autobiographical memory development as a result of collaborative 
construction of personal narratives of the past between children and signifi-
cant adults.161

The developmental psychologist Lev Vygotsky said that a child’s inter-
nalization of her experiences with parents creates thought.162 In this view, 
children who narrate life events with their parents will begin to narrate such 
events to themselves. Their imaginings and the contents of their memo-
ries will become active parts of their internal and conscious worlds. This 
view also reveals the possibility that some of our most cherished personal 
processes, such as thought or even self- reflection, may have their origins as 
interpersonal communication. Our sense 
of self is shaped by our relational experi-
ences with our parents, within the larger 
culture in which we live.163 Conway and 
colleagues state:

Self systems with an independent focus feature the early establishment of a 
coherent, elaborate, emotionally charged, and self- focused autobiographical 
history. In contrast, self systems with an interdependent focus show a later 
establishment of a brief, skeletal, emotionally unexpressive, relation- centered 
autobiographical history.164

Independent self-focus has been found to be characteristic of Western cul-
tures, whereas interdependent self-focus has been found in many East Asian 
cultures.165 Conway and colleagues further conclude from their research 
that

the presence of similar periods of childhood amnesia [less than five years] 
and reminiscence bump [ten to thirty years of age] across cultures suggests 
that culturally independent processes may mediate the emergence of these 
periods in the life-span retrieval curve. These processes might be related to 
an alignment of cultures and/or they may be neurodevelopmental. In con-
trast, general differences in memory content across cultures point to society-

Children who narrate life events 
with their parents will begin to 
narrate such events to themselves.
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 specific influences on the relation of memory to the self during development. 
Cultural (e.g., independent vs. interdependent self-focus) and individual 
(including neurological) factors thus exhibit a complex, dynamic, and inter-
active relation in shaping the content, accessibility, and life-span distribution 
of autobiographical memory and further creating cultural diversity and com-
monalities in individuals’ life stories.166

The hippocampus and prefrontal (including orbitofrontal) regions 
mediate explicit autobiographical memory, and thus this form of memory 
is directly related to an integrated spatial and temporal map. As the mil-
lions of traces of perception within explicit encoding are laid down through 
working memory, only a selected portion will be brought into long-term 
memory. Of this selected set of memory traces, much fewer will survive the 
translation of these into permanent memory. This latter process of cortical 
consolidation, as discussed above, may be fundamentally related to dreams 
and to the “narrativization” of episodic memory. Dreaming is a multimodal 
narrative process containing various elements of our daily experience, past 
events, mental models, and present perceptual experience. The unit of a day, 
marked by the consolidation process of sleep, may thus be seen as a form of 
chapter in a life story. Each day is literally the opportunity to create a new 
episode of learning, in which recent experience will become integrated with 
the past and woven into the anticipated future.

Stories involve the perspective of the teller (first or third person, past or 
present), various characters’ activities and mental states (emotions, percep-
tions, beliefs, memories, intentions), and the depiction of conflicts and their 
resolution.167 Several genres of narrative are present from early life onward: 
fictional, schematic (general descriptors of events), and factual. These stories 
can be about others, or they can be autobiographical. Stories of each type 
may actually overlap to varying degrees with the other genres. For example, 
fictional stories often involve elements of the teller’s own life story, even if 
this is unintentional on the part of the teller. Autobiographical accounts may 
often incorporate generalizations from repeated experiences or aspects of 
imagined events. Thus the emergence of a story may involve multiple layers 
of narrative genres.

Stories, in the form of bedtime routines, myths, films, plays, novels, 
diary entries, dinner conversations, or psychotherapy sessions, are present 
throughout our lives. Many forms of human interaction—from children’s 
play and drawing to adults’ joint attention to autobiographical reflections— 
involve the co- construction of narrative around the memory talk between 
individuals.168

Narrative can be seen as a fundamental process that reveals itself in vari-
ous ways. It creates shareable stories (often called “narratives”), determines 
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patterns of behavior (called “narrative enactments” or “performances”), and 
may influence our internal lives (in the form of dreams, imagery, sensa-
tions, and states of mind). As discussed in later chapters, we can also propose 
that the narrative process directly influences emotional modulation and self-
 organization.

The storytelling and story- listening process often involves the essential 
features of social interaction and discourse. The teller produces verbal and 
nonverbal signals that are received by the listener, and then similar forms of 
communication are sent back to the teller. This intricate dance requires that 
both persons have the complex capacity to read social signals, to share the 
concept of a subjective experience of mind, and to agree to participate in cul-
turally accepted rules of discourse. Stories are thus socially co- constructed. 
One can argue that even writers working in “isolation” have an imagined 
audience with whom they are engaged in active discourse. It is no wonder 
that the story process requires an intact social system of the brain to mediate 
this exquisite circle of communication.169

The creation of narrative coherence can be facilitated by social experi-
ences. It is by focusing on this narrative system that we can begin to see the 
relationship between narrative co- construction and the acquisition of more 
adaptive self- organization, leading to coherent functioning. In the next 
chapter, we explore the ways in which attachment relationships promote 
narrative processing, emotional communication, and the development of the 
mind.

The influence of narrative on internal experience is revealed most dra-
matically in dreams, guided imagery, and journal writing. The myriad of 
representations in each of these processes may often surprise the conscious 
mind. Dreams weave elaborate stories incorporating a wide array of images 
from various points in time. Guided imagery brings to the fore sets of vivid 
experiences that contain active reflections and themes about an individual’s 
priorities and present life challenges. Journal writing can often reveal con-
cerns and perspectives about life that have been unavailable to simple intro-
spection. By defining the process of narrative as more than just the verbal 
creation of stories, we can identify how each of these internal experiences is 
shaped by the central narrative themes in our lives.

Narrative enactments can be seen in the patterns of behavior, of relating, 
and of decision making that steer the course of an individual’s life.170 Why 
call this “narrative” and not just “learned behavior”? Recognizing the central 
role of themes in bringing some sense of continuity to a person’s life directions 
is helpful in understanding why the person does what he does—and how to 
help him change that behavior if necessary. Our nonconscious mental mod-
els may be revealed as narrative themes. The central, coherence- creating, 
narrative process has a unifying quality that links otherwise disparate aspects 
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of memory within the individual. Enact-
ments, then, are the behavioral manifes-
tations of this core narrative process that 
links past, present, and future. Aware-
ness of the role of early life experiences 

in shaping both what is processed and how information about the mind itself 
is handled can help us to negotiate our way through the complexities of the 
mind and social relationships.

Narratives reveal how representations from one system can clearly 
intertwine with another. Thus the mental models of implicit memory help 
organize the themes around which the details of explicit autobiographical 
memory are expressed. Though we can never see mental models directly, 
their manifestation in narratives allows us at least to view the shadows they 
cast on other systems of the mind.

THE REMEMBERED anD THE REMEMBERInG SELF

Each of us has innumerable anecdotes that can serve to illustrate particular 
sentiments or sets of events from our pasts. The notion of a single narrative 
for a human life is too limited, as memory and the nature of our selves are 
forever changing. As our present state of mind reflects the social context in 
which our narrative is being told, we weave together a tapestry of selected 
recollections and imagined details to create a story driven by past events as 
well as by the need to engage our listeners. Thus the expectations of the 
audience play a major role in the tone of storytelling. This social nature of 
narrative means that the remembering self is perpetually in a process of cre-
ating itself within new social contexts.171 Indeed, as we continue to change 
as individuals through time, our narratives will also evolve as a reflection of 
the dynamic nature of life and human relationships.

Edward Reed states that “perception is to self as memory is to selves,”172 
emphasizing the important point that in any given moment we perceive and 
interpret experience from a new view. As we accumulate lived moments 
across time, we are capable of recalling not as one self, but as the many types 
of selves that have existed in the past. Narrative recollection, then, is the 
opportunity for those varied states to be created anew in the present.

To extend this argument a bit further, we actually perceive in the present 
in various dimensions. The “self” at any given moment in time is filled with 
myriad layers of mental representations, only some of which are selected as a 
part of conscious experience. Thus the remembered self is multilayered. As 
time passes and we shift across various states, we can indeed recall various 
ways of being from the past. As our state in the present may also vary from 

Our nonconscious mental models 
may be revealed as narrative 
themes.
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one moment to the next, the state- dependent quality of retrieval suggests 
that we will also narrate our lives from the standpoints of multiple selves.

With all of this flexibility and change in response to the environment 
and to internal factors, what makes for any kind of continuity in the narra-
tive process? Though states of mind, social context, and selective recollection 
certainly influence narrative telling, specific and consistent patterns in the 
structure of the narrative process do appear to emerge within an individual. 
One feature that may lend longitudinal continuity to the narrative process is 
the important role of mental models in shaping the themes of stories. These 
pervasive elements of implicit memory help create the “between-the-lines” 
messages of the stories we tell and the lives we live. Another element is the 
structure of the individual’s narrating process itself. As we shall see in the 
next chapter, early attachment experiences are associated with specific pat-
terns of how people narrate their lives.

REFLECTIOnS: SELF anD OTHER aCROSS TIME

From the beginning of life, the brain responds to experience with the estab-
lishment of connections among neurons. Those pathways activated simul-
taneously become associated with one another and are more likely to be 
activated together again in the future. As noted earlier in this chapter, this 
is Hebb’s axiom. Before the development of the hippocampus in the medial 
temporal lobe, the brain is only able to have implicit memory. This form of 
memory is diverse and is thought to include behavioral, emotional, percep-
tual, and possibly somatosensory memory. When implicit memory is reac-
tivated in the future (“retrieved”), it does not have a sense of self, of time, 
or of something being recalled. It merely creates the mental experience of 
behavior, emotion, or perception. Such experiences are generalized in the 
creation of schemata or mental models, which are fundamental to implicit 
memory.

During the second year of life, the hippocampus matures enough for 
a second form of memory to become available. Explicit memory requires 
focal attention for encoding and leads to the long-term and then permanent 
accessibility of elements of first factual and later autobiographical memory. 
The encoding of explicit memory, which is dependent upon the hippocam-
pus, yields a form of retrieval that involves the sense of recollection—and, if 
autobiographical, of the self at some time in the past. A process called “cor-
tical consolidation” appears to be essential for items in long-term explicit 
storage to be placed in permanent memory within the associational regions 
of the neocortex, where they become independent of the hippocampus for 
retrieval.
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The autobiographical narrative process is directly influenced by both 
implicit and explicit memory. Autonoetic consciousness is the experience in 
which we are able to perform “mental time travel,” creating representations 
of the self in the past, present, and future. As a child develops into the third 
year of life, the orbitofrontal cortex becomes capable of mediating episodic 
memory or autonoesis. In a fundamental manner, the narrative process allows 
individuals to shape the flow of information about the self and others.

When we attend a funeral and are surrounded by others who have also 
known and shared the life of someone we love who has now passed away, 
we can feel the deceased’s “spirit” within us. And, indeed, the patterns of 
activation of those trillions of neuronal connections within each of us at the 
memorial service may have similarities because of our parallel experiences 
with the deceased. As survivors, we attempt to deal with the loss by creating 
a sense of coherence with the loved one within the narratives we construct 
of our lives together. At such a memorial service, stories often will be told 
to “capture the life and the essence” of the person who has just died. This 
sharing of stories reflects the central importance of narratives in creating 
coherence in human life and connecting our minds to each other. Stories are 
passed from generation to generation and help keep the human soul alive.

The psyches of those who have been an intimate part of our develop-
ment live on within us in both the details and the structure of our lives’ 
ongoing stories. Altering our life paths may require examination of these 
influences on our core narrative structures and themes. Through an elabora-
tive form of contingent communication—the connection between two indi-
viduals’ mental states, and their joint attention to each other’s life stories— 
interpersonal relationships of many forms may facilitate turning points in 
individuals’ lives, reflected in the changing architecture of their narrative 
processes. Enabling people to achieve a fuller coherence within their own 
minds and in their connections to others may help them meet the challenge 
of living, in which the self is continually emerging in ever- enriching and 
complex ways. In the next chapter, we explore the features of human rela-
tionships that facilitate the development of emotional resilience and a coher-
ent narrative process.
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c h A P t e R  3

Attachment

THE aTTaCHMEnT SySTEM

“Attachment” is an inborn system in the brain that evolves in ways that 
influence and organize motivational, emotional, and memory processes with 
respect to significant caregiving figures. The attachment system motivates 
an infant to seek proximity to parents (and other primary caregivers) and to 
establish communication with them. At the most basic evolutionary level, 
this behavioral system improves the chances of the infant’s survival.1 At the 
level of the mind, attachment establishes an interpersonal relationship that 
helps the immature brain use the mature functions of the parent’s brain to 
organize its own processes.2 The emotional transactions of secure attach-
ment involve a parent’s emotionally sensitive responses to a child’s signals,3 
which can serve to amplify the child’s positive emotional states and to modu-
late negative states. In particular, the aid caregivers can give in reducing 
uncomfortable emotions, such as fear, anxiety, or sadness, enables children to 
be soothed and gives them a haven of safety when they are upset.4 Repeated 
experiences become encoded in implicit memory as expectations and then as 
mental models or schemata of attachment, which serve to help a child feel an 
internal sense of what John Bowlby called a “secure base” in the world.5

Studies of attachment have revealed that the patterning or organization 
of attachment relationships during infancy is associated with characteristic 
processes of emotional regulation, social relatedness, access to autobiograph-
ical memory, and the development of self- reflection and narrative.6 Mary 
Main has summarized the following principles:7
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1. The earliest attachments are usually formed by the age of seven 
months.

2. Nearly all infants become attached.
3. Attachments are formed to only a few persons.
4. These “selective attachments” appear to be derived from social inter-

actions with the attachment figures.
5. They lead to specific organizational changes in an infant’s behavior 

and brain function.

The attachment system serves multiple functions. For an infant, activa-
tion of the attachment system involves the seeking of physical proximity. 
Proximity seeking allows the infant to be protected from harm, starvation, 
unfavorable temperature changes, disasters, attacks from others, and sepa-
ration from the group. For these reasons, the attachment system is highly 
responsive to indications of danger. The internal experience of an activated 
attachment system is thus often associated with the sensation of anxiety or 
fear and can be triggered by frightening experiences of various kinds, as well 
as by a threat of separation from the attachment figure.8

Attachment relationships thus serve a vital function in providing the 
infant with protection from dangers of many kinds. Two broad qualita-
tive terms are used to describe the nature of attachments: They are seen as 
“secure” or “insecure.” Another important distinction is between “orga-
nized” and “disorganized” attachment patterns, as we shall see. Attachment 
relationships are crucial in organizing not only ongoing experience, but the 
neuronal growth of the developing brain. In other words, these salient emo-
tional relationships have a direct effect on the development of the domains 
of mental functioning that serve as our conceptual anchor points: memory, 
narrative, emotion, representations, and states of mind.

Attachment relationships may serve to create the central foundation 
from which the mind develops. Disorganized forms of insecure attachment 
may serve as a significant risk factor in the development of psychopathol-
ogy.9 Secure attachment, in contrast, appears to confer a form of emotional 

resilience but by no means is a guaran-
tee of mental health, as other factors play 
important roles in the development of 
well-being.10 Many factors contribute to 
the overall development of the individ-
ual, including experiences, temperament, 

peers, chance, culture, and various genetic and epigenetic factors. Weinfield, 
Sroufe, Egeland, and Carlson state:

Attachment relationships may serve 
to create the central foundation 
from which the mind develops.
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Thus, although insecure attachment is considered a risk factor for pathology, 
not all, or even most, insecurely attached infants will develop psychopathol-
ogy. Psychopathology is a developmental construction involving a myriad of 
influences interacting over time. Similarly, secure attachment is not a guaran-
tee of mental health, but rather is viewed as a protective factor or buffer.11

Although attachment behavior is seen primarily in children, adults con-
tinue to manifest attachment- related behavior and mental processes through-
out the lifespan. Especially under times of stress, many adults will inter-
nally or externally engage in proximity- seeking behavior12—for example, 
by monitoring the whereabouts of a few selected “attachment figures” and 
seeking them out as sources of comfort, advice, and strength. For adults, 
such attachment figures may be mentors, close friends, or romantic partners. 
There are, however, research and conceptual differences between the study 
of romantic adult attachment (i.e., adult–adult pair bonds) and the devel-
opmental form of attachment (i.e., the asymmetric parent–child relation-
ship).13 The differences between developmental attachment and romantic 
attachment are important to keep in mind when we are comparing research 
data from these two valid but distinct forms of attachment. Adults often can 
choose to whom they become attached, but for children, such options are not 
readily available. Furthermore, a child’s immature and dependent state cre-
ates vital needs for connection to assure survival—needs that are often quite 
different from the external realities of adult life.

HUMan COMMUnICaTIOn anD STaTES OF MInD

A thirty-year-old woman sits quietly in the chair in my therapy office. 
She looks puzzled as I repeat my question: “How was your visit with your 
mother last weekend?” She bites her lip, looks away, and gazes down toward 
the floor, saying nothing. She reaches up and covers her eyes with her arm. 
Her breathing becomes more rapid and shallow. She taps her foot nervously 
on the floor. Silence. My heart begins to accelerate. I find myself looking 
down at the floor and notice my own foot tapping. My own state of mind 
is revealed in nonverbal signals: facial expression, eye gaze, bodily motion, 
tone of voice, and the timing of verbal signals (whether fast, slow, in response 
to other comments, or the like). My voice is low in volume, and I slowly 
say, “Oh . . . it was a hard weekend.” My head feels as if it is about to burst. 
“HORRIBLE!” the woman suddenly exclaims. The pressure in my head 
dissipates with a sense of relief. The muscles in my face begin to relax from 
their drawn, tightened state as hers also relax. The patient’s body becomes 
less tense. “Horrible . . . ,” she moans, now with tears in her eyes.
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As this story of my patient illustrates, engaging in direct communica-
tion is more than just understanding or even perceiving the signals—both 
verbal and nonverbal—sent between two people. For “full” emotional com-
munication, one person needs to allow his state of mind to be influenced 
by that of the other.14 In this example, my sensitivity to this patient’s array 
of signals allows my own state to become aligned with that of the patient. 
The sense that my head is “about to burst,” followed by the release of pres-
sure, shows how the patient’s shifts from bewilderment to rage to sadness 
are experienced by another person. The shifts in my own state may be a part 
of the internal process that makes me aware of the often subtle and rapid 
nonverbal signals sent in this direct form of emotional communication. The 
alignment of my own state allows me to have an experience as close as 
possible to the patient’s subjective world at that moment. In being sensi-
tive to my own internal response, I can become aware of my perceptions 
of the patient’s experience. This yields important experiential information. 
Such an alignment also permits a nonverbal form of communication to the 
patient that she is being “understood” in the deepest sense. After feeling 
better at the conclusion of therapy, this patient tells me that what has helped 
her in our work together is that she “feels felt” by me. I will never forget 
that illuminating term. Her state directly influences mine, and she knows 
that she exists within my own mental world; she is “feeling felt” by another 
person. This attunement of states forms the nonverbal basis of collaborative, 
contingent communication.15 The capacity to achieve this attuned form of 
communication, sometimes called “affect attunement,”16 is dependent on 
an individual’s sensitivity to signals. Parental sensitivity to signals is the 
essence of secure attachments and can inform us about how two people’s 
“being” with each other permits emotional communication and a sense of 
connection to be established at any age.17 In these transactions, the brain of 
one person and that of another are influencing each other in a form of “co- 
regulation.”18

This chapter examines the developmental evidence from attachment 
research demonstrating the importance of this co- regulating contingent 
communication. The attunement of states of mind is the fundamental way 
in which the brain activity of one person directly influences that of the other. 
Collaborative communication allows minds to “connect” with each other. 
During childhood, such human connections allow for the creation of brain 
connections that are vital for the development of a child’s capacity for self-
 regulation.19 Studies reveal that such relationship experiences are grounded 
in patterns of communication. Let us review how the infant’s mind develops 
within these emotional relationships, in order to understand the research-
based views of what forms of interpersonal experience facilitate the develop-
ment of psychological resilience and emotional well-being.
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One essential message is that the developing mind uses an attachment 
figure’s states of mind to help organize the functioning of its own states. As 
we shall see, “states” or “states of mind” involve various aspects of brain 
activity. The momentary alignment of states is dependent upon parental sen-
sitivity to the child’s signals; it allows the mind of the child both to regulate 
itself in the moment and to develop regulatory capacities that can be utilized 
in the future.20 Attunement between child and parent, or between patient 
and therapist, involves the intermittent alignment of states of mind. As two 
individuals’ states are brought into alignment, a form of what we can call 
“mental state resonance” can occur, in which each person’s state both influ-
ences and is influenced by that of the other. There are moments in which 
people also need to be alone and not in alignment; an attuned other knows 
when to “back off” and stop the alignment process. Intimate relationships 
involve this circular dance of attuned communication, in which there are 
alternating moments of engaged alignment and distanced autonomy. At the 
root of such attunement is the capacity to read the signals (often nonverbal) 
that indicate the need for engagement or disengagement.21

Patterns in the flow of energy and of information within and between 
people comprise the fundamental components of a state of mind. In this way, 
attuned communication involves the resonance of energy and information between two 
people. For the nonverbal infant, this intimate, collaborative communica-
tion is mediated without words. This need for nonverbal attunement persists 
throughout life. Within adult relationships of all sorts, words can come to 
dominate the form of information being shared, and this can lead to a dif-
ferent form of representational resonance. Such a verbal exchange may feel 
quite empty if it is devoid of the more primary aspects of each person’s inter-
nal states.22 Infant attachment studies remind us of the crucial importance of 
attuned nonverbal communication in all forms of human relationships. It is 
a way of responding to more than merely external behaviors.

aTTaCHMEnT THEORy

In the middle of the twentieth century, a British psychoanalyst and psychia-
trist, John Bowlby, turned to animal behavior studies to enrich the tradi-
tional analytic views of child development.23 Bowlby wrote about attach-
ment, separation, and loss in ways that led to the establishment of primary 
caregivers in orphanages and in pediatric hospital wards. His idea was simple 
and powerful: The nature of an infant’s attachment to the parent (or other 
primary caregiver) will become internalized as a working model of attach-
ment. If this model represents security, the baby will be able to explore 
the world and to separate and mature in a healthy way. If the attachment 



96 T H E  D E V E L O P I N G  M I N D  

relationship is “insecure,” the internal working model of attachment will 
not give the infant a sense of a secure base, and the development of secure-
base behaviors (such as play, exploration, and social interactions) may be 
impaired. Of course, if circumstances change, a securely attached infant or 
young child can become insecurely attached, and an insecure attachment can 
become secure.

An “internal working model of attachment” is a form of mental model 
or schema.24 It is postulated that children can use a form of remembering 
called “evocative” memory by the age of eighteen months to bring an image 
of an attachment figure forward in their minds, which helps to comfort 
them.25 Children carry those to whom they are attached inside of them, 

in the form of multisensory images (faces, 
voices, smell, taste, touch), mental rep-
resentations of their relationships with 
them, and the sense that they can be with 
them if this is needed. As described in 

Chapter 2, the formation of mental models is a fundamental way in which 
implicit memory allows the mind to create generalizations and summaries of 
past experiences. One form of such a mental model is a “script” that serves as 
a blueprint for expected interpersonal patterns of behavior and communica-
tion.26 These models are then used to bias present cognition for more rapid 
analysis of an ongoing perception, and also to help the mind anticipate what 
events are likely to happen next. In this way, forming mental models is the 
essential manner in which the brain learns from the past and then directly 
influences the present and shapes future actions.

Attachment studies examine the active nature of both children’s and 
parents’ mental models of attachment relationships. How can such learned, 
implicit models be assessed? Models exert their effects on an array of observ-
able phenomena, including overt behavior, interpersonal communication, 
emotional regulation, autobiographical memory, and narrative processes. For 
example, these models directly influence how a parent interacts with a child. 
Parental expectations, perceptions, and behavior interact with the inborn 
temperamental features of the child in determining what the exact nature 
of the parent–child transaction will be like. Attachment research has shown 
that parents’ expectations and patterns of relating are profoundly influenced 
by their own attachment history and attitudes in the present, as revealed in 
what Main has termed their “state of mind with respect to attachment.”27

Attachment relationships also need to be seen through the lens of the 
cultural context in which they reside. Anthropologists and other research-
ers have importantly noted that the patterns of communication between a 
caregiver and an infant are powerfully shaped by culture and other aspects of 
a family’s social world. For example, high degrees of physically controlling 

An “internal working model of 
attachment” is a form of mental 
model or schema.
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touch in one culture may support secure attachment, whereas similar active 
handling in another setting would be associated with insecurity.28 Having a 
number of attachment figures in a village or other community setting may be 
the norm in one culture but unheard of in another. Children are capable of 
forming secure attachments to more than one caregiver.29 Indeed, the unfor-
tunate situation in many contemporary societies is to have a parent, isolated 
from others, caring for one or more young children. This may be in conflict 
with how we have biologically evolved to live within cooperative groups of 
caregiving individuals.30 Children, though, do the best they can to respond 
to what they are given. The essential point is that it is imperative to view 
attachment patterns as adaptive, culturally sensitive ways in which children 
respond to their experiences with caregivers. The term “insecure attach-
ment” for some social scientists may seem pejorative rather than descriptive. 
As we’ll see, organized forms of insecure attachment are simply adaptations 
to particular patterns of caregiver communication and are less likely to result 
in compromises to mental health in later development than disorganized 
forms. Security does not guarantee anything, and organized insecurity is 
not synonymous with mental dysfunction, though it may have increased 
tendencies toward inflexible, chaotic, or other forms of non- optional self-
 regulation. Children do the best they can with the organized attachment 
experiences they are offered. In contrast, disorganized attachment appears 
to be incompatible with the attachment system’s goals of proximity seeking, 
secure base, and safe haven. In this way, disorganized attachment confers 
high risk for compromised mental functioning and health, whereas insecure 
attachment by itself may be seen as an organized, adaptive strategy children 
have learned in order to survive.

aSSESSInG aTTaCHMEnT

Infant attachment Research: The Strange Situation

Mary Ainsworth, a research psychologist, collaborated with Bowlby, a psy-
choanalyst, at London’s Tavistock Clinic in the 1950s.31 As a psychologist, 
she was interested in developing a quantifiable research measure capable of 
assessing the security of attachment. Her idea was to study mother– infant 
interactions over the first year of life, and then to do something that would 
enable observers to access and classify the proposed internalized working 
model of attachment. Her Baltimore study32 did just that and has been rep-
licated hundreds of times since then by other researchers throughout the 
world. In this study, after a year of observations in the home, each mother– 
infant pair or dyad was brought to a laboratory setting. At various times in 
the twenty- minute procedure, the infant stayed with the mother, with the 
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mother and a stranger, with only the stranger, and then alone for up to three 
minutes. The idea was (and still is) that separating a one-year-old from her 
attachment figure within a strange environment and at times with a stranger 
should activate the infant’s attachment system. One should then be able to 
study the infant’s responses at separation and at reunion. The most useful 
assessments came at the reunion episode of this paradigm.

What Ainsworth found in her initial landmark study was that infants’ 
behavior at reunion fell into specific patterns of responding. Each of these 
patterns corresponded in a statistically significant way to the independently 
performed home observation ratings for the year prior to the laboratory 
assessment. This lab measure is called the Ainsworth or Infant Strange Situ-
ation.33 The initial study classified three distinct attachment patterns. Now 
we also use a fourth, developed by Mary Main and Judith Solomon,34 which 
helps further define the nature of some infants’ behavior. Naturally, there are 
also some patterns that are “unclassifiable,” in that they do not meet criteria 
for any of the prior four categories.35 The right side of Table 3.1 lists the four 
categories of Infant Strange Situation behavior patterns.

At the time of reunion, the infant’s response to the mother’s return is 
coded for the way he seeks proximity to the mother, the ease with which 
he can be soothed, and the rapidity of his return to play. The idea is that 
an infant who has developed an internal working model of a secure attach-
ment will be able to use the parent to soothe himself quickly and return 
to his childhood task of exploration and play. If the infant has an insecure 
attachment model, then the return of the parent will not facilitate such an 
emotional regulatory function or allow the child to use the parent to return 
to playing.

The Strange Situation classifications at one year of age have been asso-
ciated with numerous findings as children grow into adolescence, such as 
emotional maturity, peer relationships, and academic performance.36 These 
correlations suggest that patterns of relating between parent and child have 
significant influences later in life. Since most of these children have contin-
ued to have the same parents, these correlations by themselves only support, 
but do not prove, some views that the first year of life is a critical period of 
development.37 Further studies of adoptive and foster parents also support the 
notion that parents who can make sense of the internal lives of their children 
have children who are securely attached.38 Parents and other caregivers con-
tinue to influence us throughout childhood. Bowlby coined the term “inter-
nal working model of attachment” in order to emphasize the manipulable 
working nature of the attachment system.39 In other words, changing condi-
tions will change a child’s, adolescent’s, or adult’s working model of attach-
ment as development unfolds across the lifespan. Patterns established early 
in life have a major impact on functioning, but the individual’s experiences 
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TaBLE 3.1. aaI Classifications and Corresponding Patterns of Infant Strange 
Situation Behavior

Adult state of mind with respect to attachment Infant Strange Situation behavior

Secure/autonomous (F) Secure (B)

Coherent, collaborative discourse. Valuing of 
attachment, but seems objective regarding any 
particular event/relationship. Description and 
evaluation of attachment-related experiences is 
consistent, whether experiences are favorable or 
unfavorable. Discourse does not notably violate 
any of Grice’s maxims.

Explores room and toys with interest in 
preseparation episodes. Shows signs of missing 
parent during separation, often crying by the 
second separation. Obvious preference for parent 
over stranger. Greets parent actively, usually 
initiating physical contact. Usually some contact 
maintaining by second reunion, but then settles 
and returns to play.

Dismissing (Ds) Avoidant (A)

Not coherent. Dismissing of attachment-related 
experiences and relationships. Normalizing 
(“excellent, very normal mother”), with 
generalized representations of history 
unsupported or actively contradicted by episodes 
recounted, thus violating Grice’s maxim of 
quality. Transcripts also tend to be excessively 
brief, violating the maxim of quantity.

Fails to cry on separation from parent. Actively 
avoids and ignores parent on reunion (i.e., by 
moving away, turning away, or leaning out of 
arms when picked up). Little or no proximity 
or contact seeking, no distress, and no anger. 
Response to parent appears unemotional. Focuses 
on toys or environment throughout procedure.

Preoccupied (E) Resistant or ambivalent (C)

Not coherent. Preoccupied with or by past 
attachment relationships/experiences, speaker 
appears angry, passive, or fearful. Sentences 
often long, grammatically entangled, or filled 
with vague usages (“dadadada,” “and that”), 
thus violating Grice’s maxims of manner and 
relevance. Transcripts often excessively long, 
violating the maxim of quantity.

May be wary or distressed even prior to 
separation, with little exploration. Preoccupied 
with parent throughout procedure, may seem 
angry or passive. Fails to settle and take comfort 
in parent on reunion, and usually continues 
to focus on parent and cry. Fails to return to 
exploration after reunion.

Unresolved/disorganized (U/d) Disorganized/disoriented (D)

During discussions of loss or abuse, individual 
shows striking lapse in the monitoring of 
reasoning or discourse. For example, individual 
may briefly indicate a belief that a dead person is 
still alive in the physical sense, or that this person 
was killed by a childhood thought. Individual 
may lapse into prolonged silence or eulogistic 
speech. The speaker will ordinarily otherwise fit 
Ds, E, or F categories.

The infant displays disorganized and/or 
disoriented behaviors in the parent’s presence, 
suggesting a temporary collapse of behavioral 
strategies. For example, the infant may freeze 
with a trance-like expression, hands in air; 
may rise at parent’s entrance, then fall prone 
and huddled on the floor; or may cling while 
crying hard and leaning away with gaze averted. 
Infant will ordinarily otherwise fit A, B, or C 
categories.

Note. From Hesse (1999b, p. 399). Copyright 1999 by The Guilford Press. Reprinted by permission. Descriptions 
of the adult attachment classification system are summarized from Main, Kaplan, and Cassidy (1985) and from Main 
and Goldwyn (1984, 1998). Descriptions of infant A, B, and C categories are summarized from Ainsworth, Ble-
har, Waters, and Wall (1978), and the description of the infant D category is summarized from Main and Solomon 
(1990).
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continue to influence the internal model of attachment. This suggests that 
new relationship experiences have the potential to move individuals toward 
a more secure state of mind with respect to attachment. Intervention studies 
support the idea that a relationship-based treatment focus can enable proper 
development to occur.40

It may at first seem artificial to reduce complex behavior into segmented, 
distinct categories. But research must often try to cluster participants into 
groups in order to find statistically meaningful patterns. These groupings are 
general patterns, and a given individual or relationship may reveal elements 
of several classifications. Nevertheless, this way of thinking scientifically 
about organizational forms can inform us greatly about global patterns of 
behavior. Longitudinal attachment studies, which follow parents and infants 
as they develop throughout the lifespan, require such classifications and have 
yielded some fascinating and powerful findings useful in understanding the 
nature of human experience.41 As we review the specific attachment catego-
ries, keep in mind that a child may have a different pattern with each attach-
ment figure. A given individual may then experience a number of elements 
from each classification as they mature from childhood to adulthood and 
coalesce a variety of attachment relational patterns into an internalized sense 
of self. The manner in which an individual has come to integrate a coherent 
model across numerous relationship patterns may in fact be at the heart of 
how attachment experiences shape a coherent mind.42

a Brief Overview of Infant attachment Classifications

Secure Pattern

Parents who are emotionally available, perceptive, and responsive to their 
infants’ needs and mental states—that is, those who are sensitive to their 
children’s signals—have infants who are most often “securely” attached. 
Ainsworth initially postulated that it might be maternal warmth that pre-
dicted security, but she updated this view in her Baltimore study with the 
notion of maternal sensitivity. Sensitivity requires that the infant’s internal 
world be perceived by the caregiver, made sense of, and then responded to 
in a timely and effective manner. This contingent communication emerges 
from the parent’s capacity to see the mental life of the child, not merely to 
respond to external behaviors or even to be a warm presence. An infant who 
experiences this can be said to “feel felt” and to be “understood” by the par-
ent. This important capacity to perceive the child’s mind is at the heart of 
secure attachment relationships. The ability to understand behavior in mental 
terms is also a part of how parents make sense of their inner lives. This may 
explain why Mary Ainsworth initially found that a parent’s ability to be a 
good informant—to be able to discuss in detail the nature of a child’s unique 
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personality and emotional features—is 
what also seemed to correlate with secure 
attachment.43 Securely attached children 
seek proximity and quickly return to play 
in the Strange Situation. The Strange 
Situation activates the attachment system; this leads a child to engage in 
proximity- seeking behavior, which is then terminated after contact with the 
figure to whom the child has a secure attachment.44 In low-risk, nonclinical 
populations, security of attachment to mothers is found in about fifty-five to 
sixty-five percent of infants.45

Avoidant Pattern

Parents who are emotionally unavailable, imperceptive, rejecting, and unre-
sponsive are associated with “avoidantly” attached infants. These babies seem 
to ignore the return of their parents in the Strange Situation. Their atten-
tional and representational state is a “deactivating” one, which leads to an 
external behavior that minimizes proximity seeking when in the presence 
of the parent with whom they have an avoidant attachment.46 In low-risk 
samples, about twenty to thirty percent of infants are found to be avoidantly 
attached to their mothers.

Resistant or Ambivalent Pattern

Those parents who are inconsistently available, perceptive, and responsive, 
and who tend to intrude their own states of mind onto those of their chil-
dren, tend to have children with “resistant” or “ambivalent” attachments. 
These infants seem anxious, are not easily soothed, and do not readily return 
to play in the Strange Situation at the time of reunion with the parent with 
whom they are ambivalently attached. In this case, there is an “overactiva-
tion” of the attachment system, in which a child’s attentional/representational 
state leads to external proximity- seeking behavior that is not terminated by 
contact with the parent. In other words, the relationship with the parent is 
not able to turn the attachment behavior “off” after reunion, and the child 
remains with an overactivating or maximizing strategy toward attachment 
filled with a sense of anxiety.47 In nonclinical, low-risk populations, five to 
fifteen percent of infants display this type of attachment to their mothers.

Disorganized/Disoriented Pattern

Finally, parents who show frightened, frightening, or disoriented communi-
cations during the first year of life tend to have infants Main and colleagues 

Securely attached children seek 
proximity and quickly return to play 
in the Strange Situation.
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have identified as “disorganized/disoriented” in their attachments.48 Dur-
ing the Strange Situation, such an infant appears disorganized and disori-
ented during the return of the parent; for example, some have been observed 
turning in circles, approaching and then avoiding the parent, or entering a 
trance-like state of “freezing” or stillness.49 Dyads falling into this attach-
ment category are also given a best- fitting alternative primary classification 
of one of the prior three organized forms of attachment; for this reason, the 
sum of all of the percentages reported here is over one hundred. In nonclini-
cal populations, disorganized attachments are found in twenty to forty per-
cent of infants studied. In parentally maltreated infants, disorganized attach-
ment is found in an average of seventy percent.50

Studies of genetics reveal that in general, attachment categories are inde-
pendent of genes or related issues, such as temperament of the child.51 Genes 
may confer a vulnerability to response in the setting of suboptimal attach-
ment experiences. One study revealed that children with a certain “allele” 
or variant of the dopamine transport gene are differentially susceptible to 
unresolved loss and trauma.52 Genetic variants do not produce attachment 
patterns, but their presence may make the adaptation to certain experience 
more difficult.

As we’ll also see, the regulation of genes by “epigenetic” changes in the 
regulatory molecules controlling gene expression may also be influenced by 
attachment experience. For example, Michael Meaney’s lab has revealed that 
“low- licking” rat mothers provide experiences that alter brain structure and 
lead to epigenetic alterations in the stress response. Meaney’s research group 
has also revealed that children exposed to maltreatment early in life have epi-
genetic regulatory changes in the areas of the brain responsible for the HPA 
axis— changes that intensify the stress response.53 These epigenetic changes 
not only influence the present experience of the individual, but also may be 
passed down through the sperm and eggs of the parents, and so may shape 
neural structure in the offspring.54 Future research will need to illuminate 
the contributions of epigenetic and genetic variations that create increased 
vulnerability in adapting to stressful childhood environments. Although a 
child’s particular attachment pattern appears to be developed in response to 
his or her caregiving environment, the response of that child may be exacer-
bated by possible genetic and epigenetic factors.55

In a review of this issue, Bokhorst and colleagues state:

In a sample of 157 monozygotic and dizygotic twins, genetic and environ-
mental influences on infant attachment and temperament were quantified. 
Only unique environmental or error components could explain the variance 
in disorganized versus organized attachment as assessed in the Ainsworth 
Strange Situation Procedure. For secure versus nonsecure attachment, 52% 
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of the variance in attachment security was explained by shared environment, 
and 48% of the variance was explained by unique environmental factors and 
measurement error. The role of genetic factors in attachment disorganization 
and attachment security was negligible. Genetic factors explained 77% of the 
variance in temperamental reactivity, and unique environmental factors and 
measurement error explained 23%. Differences in temperamental reactivity 
were not associated with attachment concordance.56

Environmental factors, such as stressful socioeconomic conditions, may 
increase the probability of disorganized attachment.57

Nevertheless, the routes of transmission for disorganized attachment 
remain to be fully elucidated, and further studies will need to pursue many 
(some as yet undiscovered) factors in a child’s life that may help illuminate 
the origins of this form of attachment.58

Attachment theory suggests that a child’s attachment system adapts to 
experiences with the attachment figure. Each of the classification categories 
in the Strange Situation is shaped by the pattern of communication between 
parent and child. In this way, the genetically preprogrammed, inborn attach-
ment system is shaped by experience. This 
adaptation produces characteristic orga-
nizational changes in the way the child’s 
mind develops. In other words, the mind 
as an embodied and relational process that 
regulates the flow of energy and informa-
tion is directly shaped by the relational environment and the synaptic adap-
tations to that ongoing environmental experience. The caregiving adult’s 
mind and patterns of communication directly shape the organization of the 
developing child’s brain.

In particular, the child’s patterns of brain function— influencing the 
child’s emerging state of mind— become activated within the context of 
a specific relationship. They are “context- dependent,” as is much of brain 
function. This neuroscience principle can explain how one child can have 
distinct attachment strategies for each caregiver. In this manner, we can pro-
pose that the interpersonal relationship with each particular caregiver directly 
shapes the neurobiological state of the infant’s brain activated within interac-
tions. These states create an attentional and representational set of activations 
that are thought to minimize distress, regulate behavior, and help the child 
organize the self.59 Ultimately, attachment interactions are all about how 
dyadic regulation shapes self- regulation. In other words, the child learns to 
regulate her own states of arousal and inner processing through interactions 
with another. The activation of a particular state in the presence of a particu-
lar caregiver is an adaptive process. This is how typical development unfolds 

The caregiving adult’s mind and 
patterns of communication directly 
shape the organization of the 
developing child’s brain.
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within a relational setting. As we’ll see below, both secure attachment and the 
“organized” forms of insecure attachment (avoidant and ambivalent) reveal 
effective modes of adaptation. In contrast, Main and Hesse have proposed 
that the nonorganized form of attachment (disorganized/disoriented) reveals 
that the infant has been presented with an unsolvable problem or “paradoxi-
cal injunction.”60 When the parent is the source of fear and disorientation, it 
is impossible for the child to achieve an organized, effective adaptive state.61

adult attachment: Moving to the Level of Mental Representations

Mary Main pursued the question of why parents act in such distinctly differ-
ent patterns with their children and she was able to move the field of attach-
ment beyond the study of infant behavior and into the representational level 
of analysis.62 As a graduate student, she had worked with Mary Ainsworth 
just after Ainsworth’s original attachment studies in Baltimore. Presently a 
professor at the University of California at Berkeley, Main, with her students 
Carol George and Nancy Kaplan, developed a series of questions to ask the 
parents in her attachment studies to recollect their own childhood experi-
ences.63

In the early 1980s, Mary Main and Ruth Goldwyn (then a visiting 
graduate student from London), later joined by Erik Hesse, created a way of 
analyzing the transcripts of this protocol—now called the Adult Attachment 
Interview (AAI).64 What they found was that a parent’s pattern of narrating 
the “story” of her early family life within a semistructured interview could 
be correlated with the Strange Situation classification of that parent’s child. 
In this manner, Main began what is now a powerfully rewarding set of inves-
tigations. Studies using the AAI are being carried out throughout the world, 
with over ten thousand AAIs having been analyzed and over two hundred 
peer- reviewed studies published.65 The AAI is a narrative assessment of an 
adult’s “state of mind with respect to attachment,” which reflects a particular 
organizational pattern or engrained state of mind of that individual at the 
time of the interview. As mentioned earlier, this developmental assessment of 
adult attachment is quite distinct from the romantic form of adult attachment 
as measured by self- report inventories.66 The AAI’s robust correlation with 
an adult’s relationship with his offspring suggests that developmental attach-
ment is in fact quite tenacious in the person’s life.67 Furthermore, attempts to 
correlate the AAI with features of an adult’s personality as assessed by brief 
self- report measures have not revealed any significant associations.68 This 
demonstrates that some of the measures of personality found in behavioral 
genetics to have a large degree of heritability are not associated with AAI 
findings; it therefore supports the notion that the AAI is measuring some 
feature of the adult derived primarily from the individual’s experiences.69 
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Results from carefully performed longitudinal studies using Main and Gold-
wyn’s analysis of the AAI in fact have found that secure versus insecure 
childhood attachment status as observed in Ainsworth’s Strange Situation 
can often predict later adult attachment findings, although this relation is not 
observed in all studies.70

All indications point to a primary role of experiential factors (includ-
ing childhood attachment and more recent relationship experiences in cer-
tain AAI results, as discussed later); however, the possible contributions 
of genetic factors will need to be further examined in future studies that 
utilize standard behavioral genetics approaches, such as twin and adoption 
studies. A few such studies have already been conducted.71 Because of the 
research- supported way in which the AAI reveals how an adult’s mind has 
been shaped by and has made sense of early attachment experiences, this 
instrument is a valuable tool in the basic assessment of individuals at the start 
of psychotherapy. I have used the AAI in clinical practice for over twenty 
years, and it is a profoundly useful instrument in both the assessment and the 
treatment- planning phases of clinical work.72

The strength of the correlations between parents’ AAI results and their 
infants’ Strange Situation results across socioeconomic and cultural groups 
has been reinforced by a number of findings suggesting that the AAI is 
measuring some feature of the adults that is robust, persists across time, 
and is independent of other variables. The psychometric properties of this 
instrument include that the AAI is stable over repeated assessments across 
a one-month to four-year period, as well as unrelated to most measures of 
intelligence.73 It is also unrelated to long- and short-term memory, social 
desirability, or interviewer style.74 The AAI is even more predictive of the 
Strange Situation results than it is predictive of direct research observations 
of parenting behavior available in prior studies. Marinus van IJzendoorn and 
his colleagues have termed this a “transmission gap”75—a finding that has yet 
to be fully understood. One preliminary suggestion is that parental “mind-
 mindedness” or “reflective function” may be a crucial feature that is present 
in the caregiver but not directly measureable in standard parental “sensitiv-
ity” observations in many prior studies.76 Essentially, “reflective function” 
is the capacity of the parent to perceive the internal mental world—to have 
mindsight or mentalization—so that the child is seen as having an internal 
center of subjective life worthy of being the focus of the parent’s attention.77 
In fact, this aspect of a parent’s sensitivity was initially a fundamental part of 
Mary Ainsworth’s original formulation of the key factors involved in attach-
ment security in which she postulated that a sensitive parent would be able to 
see things “from the baby’s point of view.”78 The concept of the transmission 
gap reinforces the notion that the AAI is assessing some fundamental mental 
process of the parent that ultimately influences the parent’s communication 
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and interactions with the child. Many factors yet to be determined may also 
play a role in influencing this gap, including neurobiological factors (some 
related to genetics), in both the behavioral output of parents79 and children’s 
differential susceptibility to environmental influences.80 All of these find-
ings suggest that understanding the processes underlying the AAI, includ-
ing memory, social communication, and some integrating process creating 
coherence of mind, will enable us to explore more fully the interpersonal 
nature of the mind’s development.

The AAI is a semistructured autobiographical narrative in which an 
adult, or sometimes a teenager (usually a parent or parent-to-be), is asked a 
series of questions about her own childhood.81 These questions include ver-
sions of the following: What were growing up and the person’s early rela-
tionship with each parent like? What was the experience of being separated, 
upset, threatened, or fearful? Was there an experience of loss, and, if so, what 
was the impact on the individual and the whole family? How did the person’s 
relationship with her parents change over time? How have all of these things 
shaped the development into adulthood of the individual’s personality and 
parenting approach?

The AAI narrative is a subjective account of the individual’s recollec-
tions. It does not claim to be an exact accounting of what occurred in the 
past. The method of interview analysis developed by Main and her colleagues 
begins with an examination of the elements of the recalled and inferred 
experiences with parents. Each of the speaker’s parents is ultimately scored 
for the extent to which the rater concludes that the parent was loving, reject-
ing, involving/role- reversing, neglecting when present, and pressuring to 
achieve.82 However, the most critical aspects of interview analysis rest upon 
the speaker’s ways of presenting and evaluating his history. It is here that 
the AAI offers a unique perspective on the relationships among attachment, 
memory, and narrative.

The AAI rater also examines the transcript for the pattern of commu-
nication between the interviewer and the speaker.83 In the discourse, and 
indeed in our daily conversations, how we talk with people reflects our 
internal processes and our response to the social situation of a conversation 
with another person. The analysis leads to ratings of what is called the cur-
rent “state of mind with respect to attachment.” Domains of this state of 
mind include the overall coherence of the transcript, idealization of parent, 
insistence on lack of recall, involved/involving (preoccupying) anger, passiv-
ity or vagueness of discourse, fear of loss, dismissing derogation, metacogni-
tive monitoring, and overall coherence of mind. In some individuals, there 
is some disorganization or disorientation in reasoning or discourse when 
focusing on the topic of loss (of a family member by death) or abuse; this is 
assessed by scales for unresolved loss and/or trauma.84
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The final classification, ascertained after several in-depth readings of the 
transcript, is based on examination of the numerically determined profiles 
across the domains of mental states with respect to attachment, together with 
directions for classifying the speaker’s current state of mind (determined by 
the discourse analysis). This interview has a tremendous capacity to bring out 
subtle aspects of autobiographical narratives. Interviewees are often amazed 
at how this forty-five- to ninety- minute interview with a stranger can bring 
out such personally meaningful and often previously unrealized aspects of 
their early histories. As a parallel to the Strange Situation, the AAI also places 
a participant in an unusual setting in which “the unconscious is surprised” 
by the discussion of such intimate attachment issues, early memories, and 
reflections on how these experiences have shaped the adult’s development 
and parenting behavior.85

As Erik Hesse has suggested, the AAI requires that the speaker perform 
the dual tasks of collaborative communication and searching for memories.86 
The search for memories of one’s own childhood while maintaining typical 
discourse can lead to characteristic violations of Grice’s four maxims of dis-
course that pertain to quality, quantity, relation, and manner. Violations are 
seen as types of incoherences in the narrative process.87 These maxims form 
a core feature of the AAI assessment: “1) 
Quality—be truthful, and, have evidence 
for what you say; 2) quantity—be suc-
cinct, yet complete; 3) relation—be rele-
vant or perspicacious, presenting what has 
to be said so that it is plainly understood; 
and 4) manner—be clear and orderly.”88 According to Main and Goldwyn, 
optimal discourse can be succinctly described as “truthful and collaborative,” 
and they conceptualize violations of Grice’s maxims as having to do with 
(internal) consistency (quality) versus collaboration with the interviewer or 
interview process (quantity, relation, and manner).89 Assessment of the AAI 
examines how a speaker’s state of mind at the time of the interview facilitates 
or impedes the ability to carry out a truthful/collaborative discourse while 
simultaneously conducting autobiographical reflections.

The ways in which the narrative reflects such a process is encoded in the 
scale assessing the overall coherence of the transcript. With the addition of 
the other elements that examine features of the narrative process, an overall 
“coherence-of-mind” rating is achieved, which assesses the global state of 
mind with respect to attachment. It is important to note that generally this 
adult stance represents an overarching state of mind toward attachment—not 
the attachment to each of the adult’s parents. In contrast to a child’s Strange 
Situation classification, an adult receives a single “state-of-mind” classifica-
tion, not a relationship- specific category. Hesse has described an emerging 

The AAI requires that the 
speaker perform the dual tasks of 
collaborative communication and 
searching for memories.
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“cannot classify” category— revealed in about five to ten percent of low-risk 
samples—which may reveal those individuals who are unable to attain such 
a unifying overall stance toward attachment.90 As we’ll explore in detail in 
Chapter 9 of this book, the capacity to integrate various elements of mental 
functioning, including autobiographical memory and social communication, 
can be viewed as a fundamental integrating process with which the mind 
creates coherence across its various states and mental processes.

The AAI results in an interviewee’s being assigned a classification. The 
left side of Table 3.1 lists the four adult classifications. A parent’s insecure– 
secure classification tends to correspond to the quality of her infant’s attach-
ment to her in sixty-five to eighty-five percent of cases.91 These percentages 
are statistically quite meaningful, even without one hundred percent pre-
dictability.92 Future research will need to examine the role of a parent’s nar-
rative functioning and other variables related to parental sensitivity, and how 
these may serve as mediating factors in the correlation of AAI results and 
the child’s attachment classification at one year of age. As of this time, of all 
available measures— including intellectual functioning, personality assess-
ments, and socioeconomic factors—the AAI remains the most robust pre-
dictor of how infants become attached to their parents,93 probably because 
it reveals coherent autobiographical reflections and the capacity to reflect on 
the mind.

The AAI has been administered to parents at various stages of their chil-
dren’s lives: during pregnancy, at one year of age when the Strange Situation 
is performed, and at six years of age.94 In each of these contexts, the AAI 
has a robust association with the specific classification of the infant– parent 
attachment. This means that the AAI findings are strong, seem to be stable 
across time, and have predictive power even before an infant is born. The 
prebirth research studies support the idea that the AAI is measuring some 
variable of a parent—not just some reaction of the parent to a feature of the 
child’s inborn characteristics, such as temperament.95

An infant’s attachment is specific to each parent and corresponds to each 
parent’s AAI classification in a largely independent manner.96 This paren-
tal specificity also suggests that the adult– infant correlations are not merely 
determined by genetic or other features of the child alone, but are a func-
tion of the history of parent–child interactions. Having differing attachment 
statuses dependent on the state of mind with respect to attachment of each 
parent (or other caregiver) is an important factor in understanding the devel-
opment of these attachment patterns. Overall, these findings support the 
view of childhood attachment as relationship-based.97

Studies have also been done in which children who received Strange 
Situation classifications as infants were administered the AAI in late 
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adolescence. In the majority of these studies, the Strange Situation results 
generally predict, about two decades later, the AAI classifications for the 
now grown children.98 Some deviations from these predictions seem to be 
related to adverse life events, such as trauma and loss during the later years of 
childhood and adolescence.99

Temperament plays a role in eliciting particular reactions from parents, 
but it is not the major variable in determining attachment classifications 
within the child– parent relationship.100 The temperament and genetically 
determined features of the parent certainly play a role in overt behavior. 
Some studies of parenting behavior suggest a strong genetic influence on 
particular patterns of emotional availability and parental discipline, for 
example.101 As noted earlier, future studies of infant attachment and of the 
AAI will need to specifically examine the genetic contribution to these dif-
ferent patterns of attachment, and how such experiences might predispose 
individuals to various developmental pathways. Thus far, studies of identical 
twins compared to fraternal twins and research on foster children have been 
helpful in revealing the statistical finding of a minimal role of genetic factors 
in attachment.102 At this point, the findings from attachment studies support 
the notion of child attachment as the result of a relationship, not of a feature 
of the child alone.

If a child has different attachment patterns with different caregivers,103 
how does this affect the child’s future adult attachment status? The most 
dominant experiences—for example, those with a primary caregiver—may 
be those that tend to exert the most influence on the adult’s narrative and 
attachment status.104 Research correlations between Strange Situation status 
and later AAI classification are based on the infant’s primary attachment rela-
tionship, most often with the mother. One notion is that different attachment 
patterns may be activated in the future, depending on the social situation. 
This might be revealed in the therapeutic setting, in which a clinician finds 
different “states of mind with respect to attachment” evoked within differ-
ent moments of psychotherapy. The distinct findings of romantic attach-
ment may reveal some elements of an overlap between the developmental 
attachment states of mind and how an individual may behave with different 
romantic partners in an adult-to-adult pair bond.105

The centrality of our attachment relationships was captured well by 
Mary Ainsworth:

Many of the most intense emotions arise during the formation, the mainte-
nance, the disruption, and the renewal of attachment relationships. The for-
mation of a bond is described as falling in love, maintaining a bond as loving 
someone, and losing a partner as grieving over someone. Similarly, threat of 
loss arouses anxiety, and actual loss gives rise to sorrow; whilst each of these 
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situations is likely to arouse anger. The unchallenged maintenance of a bond 
is experienced as a source of security, and the renewal of a bond as a source 
of joy.106

Our various ways of engaging in close attachment relationships and main-
taining these bonds as sources of security and joy may depend in part on our 
developmental histories as well as on our temperaments as we move into 
adulthood. The developmental influences on this capacity for intimate con-
nections are the primary focus of attachment theory and research.

Different child– parent pairs may evoke different patterns of relating 
from the same parent, which may lead to different attachment classifications 
for different offspring of this parent. These variations may explain why the 
AAI does not have one hundred percent predictability to the Strange Situ-
ation.107 It also raises the important issue of how the AAI may change with 
life experiences, such as the establishment of new forms of emotional rela-
tionships in parenting, romance, friendship, or psychotherapy.108 In this way, 
different relationships may evoke different patterns of relating in each of us. 
The states of mind we experience, including the mental models activated in 
response to communication patterns with others, can in turn shape the man-
ner in which we establish new relationships. We can find ourselves with a 
very different experience of the self and the self with others within different 
relationship contexts.

These social- context- dependent changes reflect the mind’s capacity to 
adapt to new situations. However, attachment research and clinical experi-
ence suggest the existence of some tenacious process that maintains similar 
characteristics of the individual over time. Some of these traits can be seen 
as elements of implicit memory: mental models of the self and others, behav-
ioral response patterns, and emotional reactions. As an individual reflects 
on the self across time, these characteristic traits can be seen in the auto-
biographical narrative process within the AAI. Main’s term “state of mind 
with respect to attachment” refers to an engrained, temporally stable, self-
 organizing mental state.109 This is not a transient, randomly activated state; 
rather, from repeated experiences with caregivers, it has become a character-
istic self- defining state—or “trait”—of that individual. We will explore the 
notion of self- defining states of mind later in the book.

Let us now review in more detail the findings from attachment research 
with both children and adults, in order to explore these topics more fully. A 
complete review of this fascinating and important area of research is beyond 
the scope of this chapter, but such surveys are available in a number of helpful 
references.110 Attachment research provides us with a set of rigorously col-
lected data about human communication and mental coherence, which, as 
noted earlier, can teach us important principles about how the mind develops 
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within interpersonal relationships. In the detailed discussions that follow, we 
explore the implications of this important work for understanding develop-
mental processes, as well as the functioning of the human mind.

aTTaCHMEnT, MInD, anD PSyCHOPaTHOLOGy

Experiences throughout life shape the functioning of the mind. Those that 
occur in the early years mold our synaptic connections and so may set the 
stage for continued transactions with the world, which then reinforce those 
mental functions. Longitudinal research on attachment suggests that cer-
tain early relationship experiences promote emotional well-being, social 
competence, cognitive functioning, and resilience in the face of adversity.111 
However, because development is a process, older children, adolescents, and 
adults may be able to continue to grow and change despite suboptimal early 
life experiences.

Insecure attachment is not equivalent to mental disorder, but it creates 
a risk of psychological and social dysfunction.112 For example, social compe-
tence in those with avoidant attachments may be compromised: Avoidantly 
attached children have been found to be controlling, aggressive, and disliked 
by their peers.113 Ambivalently attached children may have a predisposition 
for social anxiety.114 Disorganized/disoriented attachments are sometimes 
associated with dissociative symptomatology, and if such individuals are 
exposed to overwhelming experiences later in life, they may be prone to 
developing PTSD, as MacDonald and colleagues report:

Disorganized attachment status at 12 months, compared with nondisorga-
nized attachment status, significantly predicted both higher avoidance cluster 
PTSD symptoms and higher reexperiencing cluster PTSD symptoms. These 
findings suggest that the quality of early dyadic relationships may be linked to 
differences in children’s later development of posttraumatic stress symptoms 
following a traumatic event.115

Persons in this attachment grouping, along with others who have experienced 
significant maltreatment in early childhood, also have deficits in attention 
and the regulation of emotion and behavioral impulses.116 Intervention stud-
ies that offer young children the opportunity to develop secure attachments 
with their caregivers have yielded positive outcomes in the development of 
emotional, social, and cognitive competence.117

For example, if an infant does not receive predictable, warm, and emo-
tionally available communication from caregivers, he may adapt by avoid-
ing dependence on others in the future and deactivating the attachment 
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system.118 If his caregiver’s behavior does not undergo a favorable change, or 
if other secure attachments do not predominate, this adaptation may make 
him withdraw from others’ attempts to establish close, warm relationships 
with him. At five, ten, or twenty years of age, such an individual may be 
experienced by others as “aloof.” Some might interpret such a trait as con-
stitutional rather than as adaptive to the past environment. Of note is that 
studies of rats have found that maternal deprivation is associated with social 
behavioral problems. Rentesi and colleagues studied the impact on a nine-
day-old rat of a twenty-four-hour period of separation from its mother. They 
state: “The findings of this study showed that maternal deprivation results 
in long-term modifications in HPA axis and serotonergic activity indicating 
a clear relationship between early life stressful events and the development 
of anxiety-like disorders later in adulthood.”119 Of note, too, some studies 
suggest that these behavioral and social abnormalities can be ameliorated 
by serotonin medications.120 These findings support the notion that early 
attachment experiences directly affect the development of the brain.121 The 
fact that the behavioral problems return after cessation of the medications also 
supports the view that these brain changes are engrained within the neural 
pathways and possibly within the related epigenetic regulatory mechanisms 
that also shape basic functions, such as behavior, emotional reg ulation, and 
social relations.122 Furthermore, such findings importantly remind us that 
an individual’s favorable response to a medication does not deem the dys-
function as “due to genetics, not experience.” Early experience shapes the 
structure, function, and epigenetic regulation of the brain. This reveals the 
fundamental way in which gene expression is determined by experience.123

As Brodsky and Lombroso have noted,

The fact is that neither genetics nor environmental theories have led to a 
fundamental understanding of the etiologies of the vast majority of psychi-
atric disorders. If we have learned anything from recent studies, it is that a 
delicate interplay exists between nature and nurture. [They go on to address 
the consistent finding that even in studies of inherited disorders with identi-
cal twins, the concordance is rarely complete:] These results suggest that 
although genetic factors may provide [the] underlying diathesis or vulner-
ability for a disorder, environmental factors play a critical role in the ultimate 
expression of symptoms.124

Environmental factors play a crucial role in the establishment of synaptic 
connections after birth.125 For the infant and young child, attachment rela-
tionships are the major environmental factors that shape brain development 
during its period of maximal growth. Therefore, caregivers are the archi-
tects of the way in which experience influences the unfolding of genetically 
preprogrammed but experience- dependent brain development. Genetic 
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potential is expressed within the setting of social experiences, which directly 
influence how neurons connect to one another. Human connections create 
neuronal connections.

One example of risk for emotional 
disturbances is seen in the development 
of children who experience trauma at an 
early age.126 As Glaser and colleagues sug-
gest,

[childhood trauma] may have long- lasting and enduring effects on adult 
 psychological functioning, as exposed individuals continually react more 
strongly to small stressors occurring in the natural flow of everyday life. The 
finding that emotional stress reactivity is most pronounced for subjects who 
experienced trauma early in life confirms prior evidence suggesting that the 
effects of trauma are more detrimental when trauma occurs at a younger 
age.127

Allan Schore addresses a relevant aspect of the neurobiology of this situa-
tion:

Although the critical period of overproduction of synapses is genetically 
driven, the pruning and maintenance of synaptic connections [are] environ-
mentally driven. This clearly implies that the developmental overpruning of 
a corticolimbic system that contains a genetically encoded underproduction 
of synapses represents a scenario for high risk conditions.128

“Developmental overpruning” refers to a toxic effect of overwhelming stress 
on the young brain: The release of stress hormones leads to excessive death of 
neurons in the crucial pathways involving the neocortex and limbic system—
the areas responsible for emotional regulation.129 Children who may have 
a “genetically encoded underproduction of synapses,” or who may have a 
genetic variant that dysregulates the production of related neurotransmitters 
such as dopamine, may be at especially high risk if exposed to overwhelm-
ing stress. In this way, we can see how experience and genetics interact in 
the development of risk for future disorder. Such risk is ultimately expressed 
within the neural connections of the brain.

An individual’s personality is created from the continual interaction of 
genetically determined constitutional features and experiential exchanges 
with the environment, especially the social environment shaped by the fam-
ily and by culture.130 Vulnerability to dysfunction emerges from this inter-
action—not from genes and experience in isolation from each other. If the 
capacity of the mind to adapt remains into adulthood, then the emotional 
relationships we have throughout life may be seen as the medium in which 

For the infant and young child, 
attachment relationships are the 
major environmental factors that 
shape brain development during its 
period of maximal growth.
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further development can be fostered. These attachment relationships and 
other forms of close, emotionally involving interpersonal connections may 
serve to allow synaptic connections and possibly epigenetic alterations to 
continue to be molded, even into adulthood.

But how “plastic” is the brain? How open is the brain to further devel-
opment beyond the early years of life? Which circuits remain capable of 
establishing new connections, and which are relatively “fixed” after certain 
early periods of development? Though these are open questions in neurosci-
ence, we are discovering that the adult brain continues to change through-
out the lifespan.131 For some individuals who have experienced suboptimal 
attachment relationships, the brain may remain open to further growth and 
development. For others, early life histories that lack any attachment expe-
rience (as in severe neglect) or that include experience of overwhelming 
trauma (as in physical, sexual, or emotional abuse) may markedly alter the 
neurobiological structure of the brain in ways that are long- lasting and chal-
lenging to repair.132 The questions that need to be asked are these: How 
can such experiences be prevented? And if they have already occurred, how 
can lasting improvement in these individuals possibly be achieved? A major 
theme of attachment research and effective treatment studies is that interven-
tion via the medium of the attachment relationship is the most productive 
approach to creating lasting and meaningful results. Attachment research 
suggests a direction for how relationships can foster healthy brain function 
and growth: through contingent, collaborative communication that involves 
sensitivity to signals, reflection on the importance of mental states, and the 
nonverbal attunement of states of mind.133

Research into the relationship of attachment to psychopathology sug-
gests a number of findings.134 A meta- analysis of AAI studies conducted by 
van IJzendoorn and Bakermans- Kranenburg indicates that insecure attach-
ment appears to be associated with a higher prevalence of mental disturbance, 
including anxiety (ambivalent attachment) and dissociative (disorganized 
attachment) disorders.135 In general, ambivalent attachment predicts vulner-
ability for anxiety problems,136 whereas avoidant attachment and disorga-
nized attachment predispose an individual to develop conduct problems,137 
and disorganized attachment also predicts dissociation and personality disor-
der symptoms.138 A study conducted by Carlo Schuengel and his colleagues 
suggests that the presence of an unresolved loss in a parent who has a primary 
insecure state of mind with respect to attachment leads to a less optimal 
outcome for children than does the presence of unresolved loss in a parent 
who has a primary secure status.139 Adult security of attachment therefore 
appears to convey a form of resilience—at least for offspring—even in the 
face of trauma or loss. This finding is consistent with the general conclu-
sion that attachment provides a framework for adaptation to life experiences: 
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Security conveys resilience, whereas insecurity conveys risk. Also, a genetic 
variant may make a child’s response to suboptimal parenting related to unre-
solved loss or trauma in the parent more 
intense.140 Van IJzendoorn’s meta- analysis 
indicated that in psychiatric populations, 
insecurity in the AAI is far more preva-
lent and security (“secure/autonomous” 
status; see below) is far less prevalent than 
in the general population.141

The essential issue here is how the pattern of communication with 
attachment figures has allowed the mind to maintain proximity to them 
and establish self- organizing processes.142 In this manner, Main suggests that 
the “maintenance of a ‘minimizing’ (avoidant) or ‘maximizing’ (resistant) 
behavioral strategy is therefore likely eventually not only to become depen-
dent on the control or manipulation of attention but also to necessitate over-
riding or altering aspects of memory, emotion, and awareness of surrounding 
conditions.”143 Attachment history is correlated with a wide variety of men-
tal processes central to the regulation of emotion and behavior. This finding 
may be understood in the context of neurobiological studies that implicate 
the same attachment- experience- dependent regions (prefrontal, especially 
the orbitofrontal cortex) in integrating these functions.144 In this way, the 
link between insecurity of attachment and risk for psychopathology may be 
found within the brain regions that are dependent upon patterns of com-
munication early in life for proper development, and also responsible for the 
regulation and integration of various processes (including memory, percep-
tion, and emotion). Dysregulation of this central integrating process will 
undermine successful self- organization, which may produce various forms of 
disturbances in emotional regulation and lead to mental suffering.

The rest of this chapter takes a closer look at each Infant Strange Situ-
ation classification and the corresponding parental state of mind regarding 
attachment from the AAI, in order to explore more fully the interactions 
between child and parent. These interactions—the patterns of the sharing of 
energy and information between caregiver and infant—are what influence 
neural growth and directly shape the developing mind of the child.

SECURE aTTaCHMEnTS

In the Strange Situation, securely attached one-year-old infants (classified as 
“B”) seek proximity after separation, are quickly soothed, and return rapidly 
to play. In Ainsworth and her colleagues’ home observations of secure par-
ent–child dyads during the first year of life, the parents were sensitive to the 

Adult security of attachment 
therefore appears to convey a 
form of resilience—at least for 
offspring—even in the face of 
trauma or loss.
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children’s signals— emotionally available, perceptive, and effective at meet-
ing the children’s needs.145 One could say that these parents were “tuned in” 
to the infants’ emotional state of mind.146 Peter Fonagy and Mary Target 
have described this ability as a product of the adults’ “reflective function,” in 
which parents are able to reflect (using words) on the role of states of mind 
in influencing feelings, perceptions, intentions, beliefs, and behaviors.147 For 
this reason, reflective function has been proposed to be at the heart of many 
secure attachments, especially when the parent has had a difficult early life. 
The nonverbal component of this reflective ability can be seen in the capac-
ity for affect attunement as seen in these dyads, in which the emotional 
expression of each member of a pair is contingent with that of the other.148 
Attunement involves the alignment of states of mind in moments of engage-
ment, during which affect is communicated with facial expression, vocaliza-
tions, body gestures, and eye contact. This attunement does not occur for 
every interaction.149 Rather, it is frequently present during intense moments 
of communication between infant and caregiver.150

Healthy attunement therefore involves the parent’s sensitivity to the 
child’s signals and the collaborative, contingent communication that evokes 
what has been described earlier as a “resonance” between two people’s states 
of mind: the mutual influence of each person’s state on that of the other. 
Such attunement involves disengagement at moments when alignment is not 
called for, and reengagement when both individuals are receptive to state-
to-state connection. The states being aligned are indeed psychobiological 
states of brain activity.151 Each individual becomes involved in a mutual co- 
regulation of resonating states.152

In emotional relationships of many sorts— including romance, close 
friendships, psychotherapy, and student– teacher relationships—there may be 
aspects of attachment present in which there are the basic elements of seeking 
proximity, using the other as a safe haven to help soothe oneself when upset, 
and internalizing the other person as a mental image providing a sense of a 
secure base.153 These later forms of attachment can be established in the same 
manner that allows a secure attachment to develop in childhood. For the first 
two, “symmetrical” forms of relationship (friendship and romance), each 
member of the dyad demonstrates consistent, predictable, sensitive, percep-
tive, and effective communication. In therapist– patient and teacher– student 
relationships—which, like parent–child relationships, are “asymmetric”—
the sensitivity to signals is the primary responsibility of the former indi-
vidual, who serves as the sole “attachment figure” providing a safe haven and 
secure base for the other. The capacity of an individual to reflect upon the 
mental state of another person may be an essential ingredient in many forms 
of close, emotionally engaging relationships. This reflection on mental states 
is more than a conceptual ability; it permits the two individuals’ minds to 
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enter a form of resonance in which each is able to “feel felt” by the other. 
This intense and intimate form of connection is manifested both in words 
and in the nonverbal aspects of communication: facial expressions, eye con-
tact, tone of voice, bodily movement, and timing of responses. This type of 
communication is what reveals attunement of states of mind.

The verbal component of communication can encompass many issues. 
Communication that is about the content of the other person’s mind—such 
as “memory talk” or the elaborative style of discourse that focuses on the 
perceptions, memory, and imagination of another, as discussed in Chapter 
2—enhances the mental processes of memory and self- reflection.154 Intimate 
elaborative dialogues also focus on the 
other essential features of mental states: 
thoughts, feelings, intentions, beliefs, 
and perceptions. At the most basic level, 
therefore, secure attachments in both 
childhood and adulthood are established by two individuals’ sharing a non-
verbal focus on the energy flow (emotional states) and a verbal focus on the 
information (representational processes of memory and narrative) of mental 
life. The matter of the mind matters for secure attachments.

aDULT SECURE/aUTOnOMOUS STaTE OF MInD  
wITH RESPECT TO aTTaCHMEnT: FREEDOM TO REFLECT

Securely attached children tend to have parents who have an AAI classifica-
tion of “secure/autonomous” present state of mind with respect to attach-
ment (coded as “F”; think of “free”).155 A parent of a securely attached child 
stated:

“My mother was a very caring person, and I remember feeling very 
close. My mother used to ask me what happened during the day 
after I came home from school. I remember one day when I was 
very upset. She was a very busy person. I came in the room, and I 
remember her putting her books down, and she went with me to 
my room so that we could talk in private. I don’t remember exactly 
what she said, but I do remember how good she made me feel.”

This portion of this adult’s AAI narrative reveals a balanced perspective that 
is not overly idealizing. There is an ease of access to general autobiographical 
knowledge (e.g., the person’s mother was caring and she felt close to her), and 
specific autobiographical details are provided to support these terms. This 
narrative segment reveals that there is general knowledge of what occurred 

The matter of the mind matters for 
secure attachments.
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and evidence for what is being said. The overall coherence of the narrative 
is very high and satisfies Grice’s maxims of discourse. As Hesse has noted, 
such narratives reveal that an adult has the capacity to engage in collabora-
tive and coherent discourse while simultaneously examining memories of 
attachment- related experiences.156 Another aspect frequently found in these 
adults is the ability to reflect on mental processes within these narrative 
accounts.157 Such a reflective function, in which the mind is able to represent 
other minds, reveals that the adult has what Fonagy and colleagues suggest is 
a “mentalizing” capacity.158 This may be essential for a child’s states of mind 
to be perceived and responded to by a parent.

Even though some narratives may contain descriptions of less-than-
ideal parenting experiences, a coherence of mind is reflected in the flow of 
the narrative discourse; this coherence reveals an ease in talking objectively 
about the past and an ability to see parents as influential in the adult’s devel-
opment. The parent quoted above had this to say about her father:

“My father was very troubled by his being unemployed. For sev-
eral years, I think that he was depressed. He wasn’t very fun to be 
around. He’d go out looking for work, and when he didn’t find 
any, he would yell at us. When I was young, I think that it was very 
upsetting to me. I didn’t feel close to him. As I got much older, 
my mother helped me understand how painful his situation was 
for him, and for me. I had to deal with my anger with him before 
we could have the relationship we developed after my teen years. I 
think that my drive today is in part due to how difficult that period 
was for all of us.”

These reflections on her relationships reveal an ability to balance positive 
and negative aspects of her experiences and to reflect on how they may have 
affected her during youth and then into adulthood.

Adults with a secure/autonomous state of mind may have a fluidity 
in their narratives, self- reflection, and access to memory. They may have a 
range of mental models of attachment relationships, which allows them to be 
flexible in their perceptions and plan of action. As Main has described, their 
attentional/representational state does not require a minimizing or maxi-
mizing strategy in addressing attachment- related issues.159 Informal observa-
tions suggest that they can also be seen as having the ability both to enjoy and 
to modulate high levels of emotional intensity, and to experience rewarding 
emotional connections with others.

The narratives of secure/autonomous parents reveal that their inter-
nal working models of attachment are secure, that they acknowledge the 
importance of attachment relationships, and that they are free to live in the 
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present. If their internal working models of attachment are secure, there 
is little “leftover business” that interferes with their narratives or, presum-
ably, with their parenting approach to their children. There is a sense that 
secure/autonomous parents have life stories that allow them to live fully in 
the present, unimpaired by troubles from the past, denial in the present, or 
attachment- related worries about the future. The minds of such individu-
als can be described as having an organized and unimpaired flow of energy 
and information. We can propose that the coherence of narrative seen in 
this group of individuals may reflect a well- functioning ability to integrate 
aspects of the self over time—a subject we will explore in greater detail in 
Chapter 9.

An informal subset of secure/autonomous adults consists of those with 
an “earned” secure/autonomous status.160 These are individuals whose 
described experiences of childhood would have been likely to produce some 
form of insecure attachment (avoidant, ambivalent, or disorganized). How-
ever, the coherence of their transcripts reveals a fluidity in their narratives 
and a flexibility in their reflective capacity, so that their present state of mind 
with respect to attachment is rated as secure/autonomous. From information 
contained within their AAI narratives, these individuals often appear to have 
had a significant emotional relationship with a close friend, romantic part-
ner, or therapist, which has allowed them to develop out of an insecure status 
and into a secure/autonomous AAI status.161 In studies comparing “earned” 
secure/autonomous, “continuous” secure/autonomous, and insecure par-
ents, several findings emerge.

One overall finding is that the attachment of children to parents in 
the “earned” and “continuous” secure/autonomous categories appears to 
be indistinguishable.162 When parent–child interactions were assessed, even 
under conditions of significant stress, these two groups were indistinguish-
able from one another. This may be a limitation of the present assessment 
measures, or an illumination of the ways in which one can significantly alter 
present functioning even in the face of difficult childhood experiences that 
resulted in earlier insecurity. Another general finding is that a subset group 
called “retrospective earned” secure/autonomous parents tends to report 
more depressive symptomatology than either a “prospective earned” or a 
“continuous secure/autonomous” group, and as much symptomatology as 
(or more than) the insecure group. How can this be explained? There are 
various ways of interpreting the notion of “earned security,” and researchers 
will need to explore its retrospective and prospective nature in future assess-
ments to clarify these important issues.163

In terms of our discussion, these findings with the “earned” secure/
autonomous adults may reflect a flow of knowledge about the self across 
time. Implicit elements from early life experiences are quickly activated in 
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intense emotional relationships, such as those with children and spouses. If 
the “prospective earned” category truly represents the emotional develop-
ment of an individual from an insecure to a secure/autonomous state of 
mind with respect to attachment, then the narrative coherence within the 
AAI may reflect some important integrative process that enables parents to 
break the transgenerational passage of insecure attachment patterns.164 Fur-
ther studies of this population may be helpful in understanding the factors 
and mechanisms the mind can use to achieve a coherent integration in the 
face of suboptimal attachment history.

avOIDanT aTTaCHMEnTS

In the Strange Situation, avoidantly attached one-year-old infants (coded 
“A” in Table 3.1) demonstrate no overt response to the return of their par-
ents, who are likely to have a “dismissing” stance toward attachment (see 
below).165 They continue to play and behave as if the parents hadn’t left 
or returned. Studies have revealed, however, a significant response by their 
nervous systems, as measured by heart rate changes.166 Externally, to an 
observer, they appear avoidant of the parents’ return.

Ainsworth and colleagues found that during the first year of life, these 
pairs were characterized by emotional distance and by neglectful and reject-
ing behavior on the part of the parents.167 These parents appeared to be emo-
tionally unavailable, relatively insensitive to their children’s state of mind, 
imperceptive of their children’s needs for help, and not effective at meeting 
those needs once perceived. Later studies would show that such parents dem-
onstrated low degrees of affect attunement; language expression independent 
of facial emotions; and difficulty in relating to their children at the children’s 
level of development in various situations, such as problem- solving tasks.168

The view of such a child’s internal working model of attachment is that 
the parent has never been useful at meeting his emotional needs and is not 
attuned to his state of mind; therefore, behaviorally, it serves no purpose 
to seek the parent upon reunion. Connecting or emotionally joining in an 
avoidantly attached pair is limited, keeping parent and child relatively isolated 
compared to a securely attached dyad. In this manner, the organized adaptive 
strategy is to have an attentional/representational state that minimizes prox-
imity seeking, reduces expectations, and shapes other attachment- related 
behaviors and mental processes accordingly.169 The sense of self in this state 
is disconnected.

In an avoidantly attached dyad, the parent is significantly lacking in 
the enactment of the ability to conceptualize the mind of the child.170 This 
lack may be evident in the decreased tendency of the parent, and then of the 
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child, to reflect on the mental states of others or of the self. Some individu-
als may have a sense of disconnection of which they may be quite unaware. 
This sense of distance from others, and from the self, may dominate their 
experiences. It may also be apparent in how they describe their awareness of 
their own emotions. Informal observations suggest that they tend to engage 
in dry, logical, analytic thinking that lacks a sensory or intuitive component. 
As we’ll see below in the discussion of adults classified as dismissing with the 
AAI, there is also a characteristic lack of richness and depth in the autobio-
graphical narrative and self- reflections.171

As described at the beginning of this chapter, and as Bowlby proposed 
many years ago,172 human infants have an inborn, genetically determined 
motivational system that drives them to become attached to their caregivers 
like other ground- living primate infants. Infants become attached to their 
caregivers whether or not those caregivers are sensitive and responsive. If pri-
mary caregivers do not offer the elements of secure attachment, the children 
must adapt to suboptimal interactions. In avoidantly attached children, such 
experiences seem to shape expectations and produce an organized adaptation 
involving a behavioral response that minimizes frustration: The children act 
as if the parents never left and show no 
outward signs of needing the parents. At 
the same time, however, the physiologi-
cal studies of avoidantly attached children 
and their dismissing parents clearly dem-
onstrate that the internal value placed on 
attachment has remained intact and intense.173 The behavioral adaptations in 
infants, and the cognitive adaptations in older children and adults (paucity 
of autobiographical memory and narrative; beliefs in the unimportance of 
relationships in development and in life), are in contrast to the continued 
internal and nonconscious importance placed on attachment.

aDULT DISMISSInG STaTE OF MInD wITH RESPECT TO 
aTTaCHMEnT: MEMORIES FROM an EMOTIOnaL DESERT

“My parents were very helpful to me growing up. They gave me 
excellent experiences with classes in school and outside of the regu-
lar curriculum. I was able to learn a foreign language and to play 
two instruments proficiently. [In response to a query about her rela-
tionship with her parents from early on, she stated:] My parents 
were very generous people. My father was very, very funny, and he 
taught me the importance of a good sense of humor. My mother was 
very neat, and she taught me the benefits of organization. Overall, 

If primary caregivers do not offer 
the elements of secure attachment, 
the child must adapt to suboptimal 
interactions.
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my family was very good. [When asked for specific memories of her 
childhood, she stated:] I have very fond memories of my childhood. 
I don’t remember specific experiences, but I do know that we had 
a very good family life. There were a lot of good times. [She also 
stated:] I believe in hard work and finding your own way in life. I 
am raising my children to achieve what I was able to: independence 
and stick-to-it-ness.”

This excerpt from an AAI narrative shows the individual’s lack of interper-
sonal connections from her childhood. Adults with this type of narrative 
often have the unique feature of insisting that they do not recall their child-
hoods. Their general descriptors are not supported by specific memories, and 
hence their transcripts have an incoherence defined by violations to Grice’s 
maxim of quality (consistency) of discourse. Their responses are also gener-
ally excessively brief, violating Grice’s maxim of quantity. For example, in 
response to a question about the mother–child relationship, they may state, 
“My mother was good. I cannot remember anything she did to support that 
word. I just think she was good, that’s all.” Often the implied sense in the 
interview is that there was not much emotional connection between parent 
and child. There are also reported examples of subjects’ describing reject-
ing or neglecting behaviors on the part of the parents to support positive 
general statements offered about them. Overall, these narratives suggest that 
the mentalizing processes of the interviewees and their primary attachment 
figures may have been minimal.174 The parent–child interaction appears to 
have had a suboptimal quality and quantity of mutual sharing of reflections 
on the mental states of others.

The internal working model of attachment in a “dismissing” (coded as 
“Ds”) adult is thought to resemble that of an avoidantly attached child: “My 
parent is rejecting, and I cannot expect any emotional comfort or connection 
from this parent, so I will live on my own as an adaptation.” This is a mental 
adaptation, not a conscious, deliberate choice on the part of the young infant. 
If a parent has shown little attunement to a child’s internal state, the child 
will experience a world that remains emotionally isolated from the parent’s 
world. The child’s sense of self also remains fundamentally separate from that 
of the parent.

The narrative of past experiences quoted above has an underlying theme: 
“Life was good. I learned important things from my parents. I want my chil-
dren to learn to be independent too.” This person’s account does not actually 
address the question about the quality of her relationship with her parents. 
Her past is summarized positively in terms of the products her parents gave 
her, not their connection to or communication with her. As noted earlier, 
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another feature of the narrative is the person’s insistence on her inability to 
recall details of her childhood. This amnesia seems to include a period far 
beyond five years of age (the time when most of us begin to have ease of 
access to explicit autobiographical memory). Her “blockage” of memory for 
her childhood experiences includes most of her adolescent years as well. We 
can view these findings as suggestive of the possibility that autonoetic con-
sciousness may be quite underdeveloped in dismissing individuals, at least for 
childhood events.

Dismissing adults’ insistence that they do not recall their childhood is 
often robust. Main and her colleagues are cautious, however, in their inter-
pretation, since it could also serve to block discourse. This lack of recall 
should not be misinterpreted as a blocked memory of some trauma. Attach-
ment studies suggest that this lack of recall is associated with the neglect-
ing, rejecting, and emotionally disconnected pattern of relationships seen in 
avoidant attachments, rather than with some form of trauma- induced block-
age as might be seen with physical or sexual abuse.175 Studies also suggest that 
other aspects of personal knowledge, such as which television shows were 
popular or what major world events occurred at particular times in these 
adults’ lives, are normally present.176 In other words, noetic consciousness 
appears to have developed normally in these individuals.

The emotional distance and rejection that dominate avoidant relation-
ships create a kind of low- affect environment. It is particularly interesting that 
preliminary findings from the prospective Minnesota Longitudinal Study of 
Parents and Children suggest that avoidantly attached children reveal disso-
ciative symptoms throughout childhood, which seem to remit as adulthood 
approaches.177 This project is an ongoing study examining adaptation in an 
“at-risk” sample of over 150 children and their families, who have been fol-
lowed since the late 1970s (before the births of the children). These children 
were considered to be at high risk for poor adaptational outcome due to 
poverty and other factors, such as the youth of the mothers. In general, the 
findings from this study support the view that interpersonal relationships 
shape the way the mind develops. Specifically, the relationships that lead to 
avoidant attachments appear to foster a dis- association among, or disavowal 
of, elements of mental life.178 For example, the need for emotional connec-
tion is repeatedly met with frustration within the interpersonal matrix of 
avoidantly attached dyads.

Why would such an emotional climate produce a lack of access to 
explicit autobiographical details of family life? Are these events encoded, 
but is access then blocked? Is there some different process of encoding in 
avoidantly attached children and in adults with dismissing states of mind 
with respect to attachment? Could it be that the lack of emotion does not 
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allow the relationship experiences to be encoded as “value-laden” memories, 
which are then more likely to be recalled? Do these families not engage in 
the sorts of elaborative discussions that would develop the contents of the 
children’s memories and imaginations more fully and enable them to express 
these more readily? The answers to these questions are open for investiga-
tion.

These questions suggest a number of possible routes to the lack of 
recall and lack of autobiographical narrative richness seen in dismissing and 
avoidant attachments. If future studies confirm their validity, then they may 
also point the way to what approaches might be useful to enable reflection 
to develop in these individuals’ lives: emotionally involving, elaborative, 
and contingent communication with others. As noted briefly earlier, and as 
we’ll explore in the chapters ahead, the region of the brain most central to 
attachment also appears to be the primary mediator of autonoetic conscious-
ness. This right orbitofrontal region, along with other areas of the middle 
prefrontal cortex, serves the vital integrative function of coordinating social 
communication, empathic attunement, emotional regulation, registration of 
bodily state, stimulus appraisal (the establishment of value and meaning of 
representations), and autonoetic consciousness.179 These exciting convergent 
findings suggest a preliminary view of how early emotional relationships 
shape self- knowledge and the capacity to integrate a coherent state of mind 
with respect to attachment.

The assessment of AAI narratives examines how specific explicit recol-
lections correspond with generalized autobiographical themes and descrip-
tions. In this way, the rater is able to uncover inconsistencies among the 
subjects’ episodic recall, their semantic knowledge, and the themes of their 
life stories. Life narratives are not merely accumulations of autobiographical 
detail, but are driven by both explicit memory and implicit recollections of 
repeated experiences. We’ve discussed in Chapter 2 how the themes of life 
stories may be created by generalizations of the past (such as mental models), 

as well as by nonconscious wishes and by 
fantasies of what could have been a more 
desired past. This reconstructive aspect of 
memory can have strategically adaptive 
functions in creating a narrative sense of 
self that can serve to reduce anxiety about 

the actually lived past.180 The “minimizing” strategy of the avoidant or dis-
missing stance may produce very specific adaptations of the access to and 
focus of autonoetic consciousness. As we’ll see next, the “maximizing” strat-
egy of the ambivalent or preoccupied stance may also produce characteristic 
patterns of autonoetic consciousness in which there is a blurring of past, pres-
ent, and future representations during the AAI. Because autonoesis permits 

Life narratives are . . . driven 
by both explicit memory and 
implicit recollections of repeated 
experiences.
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mental time travel, it can involve quite distinct dimensions of the experience 
of recollection during the challenging setting of the AAI.

We can think of autobiographical memory as organized into three cat-
egories of recollection: general periods, general knowledge, and specific 
events.181 We can first think of our past in general periods, such as “when 
I was in high school.” Next, we may have general autobiographical knowl-
edge, such as the view that “I was good at basketball.” Finally, we may recall 
specific events from our past, such as “when I was at that last basketball game 
during my junior year in high school.” AAI narratives show that dismiss-
ing adults appear to lack recall for the details of specific relationship- related 
events in their lives.

This finding may be understood in terms of Wheeler, Stuss, and Tulv-
ing’s notion of autonoetic consciousness as distinct from autobiographical 
memory.182 Autonoesis is the mind’s ability to perform mental time travel 
with a sense of the self in the personally experienced past, as described in 
Chapter 2. Memory for general periods or general knowledge of events in 
one’s past can exist as a part of autobiographical memory, but may be experi-
enced only within noetic consciousness. In other words, we may know that a 
past event occurred, but we do not have a sense of ourselves in the past. This 
factual knowledge of even personal past events is recalled as a semantic (fac-
tual) recollection, rather than as part of the episodic process of mental time 
travel. In episodic recall, the self as experienced is represented in memory. 
The finding that differing brain structures support autonoetic versus noetic 
recollection suggests that those with dismissing states of mind with respect 
to attachment may in fact be utilizing differing neurological mechanisms in 
their narrative recounting. Most individuals look to the left when recalling 
autobiographical memories, a process thought to activate right- hemisphere 
circuits predominantly.183 Do those with dismissing states of mind look to 
the right side during the AAI—suggestive of the activation of the left hemi-
sphere, where semantic recall is thought to be mediated? Main and Hesse, as 
well as others, have been examining the answer to this question both with 
respect to the AAI and with respect to a self- visualization task conducted at 
Berkeley.184 An exploratory study by Behrens and colleagues supporting this 
hypothesis reveals the following findings:

For the hemispheric activation analyses, the mother with Dismissing status 
had significantly stronger brain activation in her left hemisphere regardless 
of picture type, consistent with the idealization that characterizes a Dismiss-
ing status (Main, et al., 2002), and indicative of this mother’s disconnect in 
perceiving even Negative pictures in a positive manner. The mother with 
Preoccupied status showed stronger activation in her right hemisphere for all 
but the Neutral pictures, consistent with the involving anger often present in 
the Preoccupied status (Main, et al., 2002).185
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Further research will need to validate these initial supportive findings of an 
asymmetric bias across the patterns of insecure attachment.

Some of those with dismissing states of mind insist on complete lack of 
recall for personal events in their lives. Not only do they appear not to recall 
themselves in the past; they do not seem even to recall the facts of experi-
ences. Beyond mere autonoetic impairments, there appears to be a blockage 
in recall or impaired encoding of facts about relationship- related experiences. 
To attempt to understand this insistence on lack of recall, we can look toward 
the general studies of memory and emotion, which suggest that emotionally 
charged experiences are more likely to be remembered.186 The parts of the 
brain responsible for assigning priorities to incoming engrams, including 
the amygdala and orbitofrontal cortex, probably mediate this “red- flagging” 
of experiences as being value-laden, emotionally meaningful, and therefore 
memorable.187 Emotional experiences are more likely to be remembered 
in the long term, suggesting that the cortical consolidation process selects 
these memories above others for entry into permanent storage. This may be 
the way in which our life stories come to contain emotionally meaningful 
themes and corresponding supportive details.188

Could it be that in avoidantly attached children, the lack of emotional 
involvement keeps the amygdala, orbitofrontal cortex, and other appraisal 
centers from labeling relationship- related experiences as worthy of recall? In 
one study, ten-year-olds who had been found to be avoidantly attached to 
their primary caregivers at one year of age were also found to have a unique 
and marked paucity of autobiographical narrative detail.189 They would say 
things like “I don’t know what to say about my life,” or “I live at home with 
my brother; that’s about it.” Their dismissing parents had this same quality 
of minimal elaboration of their life stories, especially as these pertained to 
relationships with other people.

If parents are uninterested in reflecting or unable to reflect upon their 
children’s minds, then we can hypothesize that they may also provide less 
elaboration via memory talk and co- construction of narrative, both of which 
appear to be important in making memories accessible. With these dimin-
ished mentalizing or reflective functions (thinking about the subjective 
experience of one’s own or another’s mind, narrativization, autobiographical 
memory, and emotional connections with others), it may well be that these 
individuals’ subjective experience of life lacks a certain vitality shared by 
those in the other attachment groups. Overall, self- awareness and autonoetic 
consciousness itself may differ as a reflection of these differences in develop-
mental experience.

Avoidant or dismissing attachment can be conceptualized as involving 
restrictions by the mind on the flow of energy and information. Acquired 
from emotionally distant communication patterns, this pattern of attachment 
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organizes the mind to reduce access to emotional experience and information 
in memory. These restrictions impair the mind’s ability to develop an inte-
grated sense of the self across time in relationship to others. The view of the 
self is limited to nonemotional domains, which are seen as quite independent 
of the influence of interpersonal relationships. Although one can certainly 
argue that this is just an “adaptation” to prior experience and not an impair-
ment in mental functioning, an organization of the mind that excludes emo-
tion and interpersonal relationships is quite inflexible. If one believes that 
emotion and relationships play an important role in determining meaning 
and mental health throughout the lifespan, then such a restrictive approach 
to living in the world can be seen as an impairment to the healthy function-
ing of the mind.

aMBIvaLEnT aTTaCHMEnTS

The second form of insecure attachment is called “resistant” or “ambivalent” 
(“C”). I prefer to use the term “ambivalent,” because it denotes the mixed 
and anxious feelings often associated with this form of relationship. During 
the Strange Situation, ambivalently attached infants return to their parents 
upon reunion, but are not easily soothed and do not quickly return to play. 
They cry, show relief, then cry again; they appear difficult to console.

In their home observations during the first year of life, Ainsworth and 
colleagues found that the parents in these dyads were inconsistently available, 
sensitive, perceptive, and effective.190 Such a parent would have moments of 
intrusiveness that appeared to be emotional invasions into an infant’s state of 
mind. These were generally not hostile in nature; a parent might suddenly 
grab a happily playing child and shower him with excited hugs and kisses 
without warning, disrupting the child’s focus of attention and state of mind. 
That is, the parent would try to be connected, but in a way that was not 
contingent to the child’s communication. In ambivalently attached dyads, 
the parents’ emotions and mental states appear to interfere repeatedly with 
the ability to consistently and accurately perceive those of their infants. As a 
result, the infants remain uncertain whether their own emotional states and 
hence needs will be attuned to and satisfied. Sometimes they will, some-
times they won’t. As Mary Main has suggested, this leads to an attentional/
representational state that “maximizes” a focus on the attachment system.191 
Mental state resonance or alignment does occur in these dyads, but it is 
unpredictably available and is at times dominated by the parents’ intrusion of 
their own states into those of the children.

Each of us goes through cycles of needing connection with others and 
needing to be left alone. These natural oscillations between an external focus 
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with communication to others and an internal focus with periods of solitude 
are part of what sensitive caregivers perceive in the changing states of their 
children. Knowing when to go toward a child (or adult) in an effort to com-
municate, versus knowing when to “back off” and give emotional space to 
another person, is a fundamental part of attunement. In ambivalent attach-
ments, there appears to be a significant inconsistency in the parents’ ability 
to perceive and respect these natural cycles.

How do interactions with parents create an ambivalent attachment strat-
egy in their children? Examination of AAI findings (see below) reveals that 
elements of the past significantly intrude into the narratives of “preoccu-
pied” parents, shaping their experience in the present. Is there anyone for 
whom the past doesn’t shape the present? Of course not; our brains are always 
automatically comparing past experiences with present perceptions as we 
anticipate the next moment in time. This comparing process is a natural 
outcome of the interplay among memory, perception, and consciousness, 
and defines the brain as an “anticipation machine.” However, the states that 
children evoke in us as parents create challenges beyond merely cognitively 
comparing forms of representations and matching our expectations. These 
parental states of mind are in fact responses to a child’s behavior, some might 
argue. But are they contingent? The issue with “preoccupied “ parents is that 
their responses to the AAI and to their children’s behavior are dominated 
by their entanglements with their own past. Their responses to the external 
world are shaped intermittently by their internal mental processes, which are 
independent of the signals sent by their children at the moment.

In this way, an ambivalently attached child experiences inconsistent 
parental sensitivity and has a degree of distress that is not reliably soothed 
by the parent. Unlike the avoidantly attached child, who learns to dismiss 

the mental state of the parent and devel-
ops a deactivating strategy, an ambivalent 
attachment forces the child to be more 
preoccupied with her own distress192 and 
to maximize her attention to the (unpre-
dictable) attachment relationship.

One way of conceptualizing this finding is seen in Aitken and Tre-
varthen’s discussion of “intersubjectivity.”193 In this view, attuned commu-
nication has an initial phase during the first few months in which there is 
a direct form of contingent communication between infant and caregiver. 
This is called “primary” intersubjectivity. By about nine months, the infant’s 
increasingly complex representational capacities allow for the development 
of an internal image of the parent, which Aitken and Trevarthen call a “vir-
tual other.” This is “secondary” intersubjectivity, in that now the infant (like 
the parent since the beginning of their relationship) filters perceptions of the 

An ambivalently attached child 
experiences inconsistent parental 
sensitivity.
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other person through the secondary process of a “virtual other” representa-
tion. This intermediate step is the typical way in which the mind connects 
the memory of past experiences with ongoing perceptions. Beyond the first 
half year of life, we each have a set of “virtual others,” which are continually 
evoked during interactions with other people. If past attachments have been 
filled with uncertainty and intrusion, then the virtual other—the internal 
representation of the attachment figure—may interfere with our ability to 
clearly perceive others’ bids for connection. We may (mis)perceive others’ 
behaviors in light of a virtual other that creates caution and uncertainty.

Daniel Stern has described in detail the ways in which such interactions 
become represented and generalized in the infant’s experience.194 These 
generalizations form the building blocks of the internal working models. 
Main has clarified Bowlby’s original meaning: Parenting that generates mul-
tiple, contradictory models of attachment creates a sense of insecurity,195 
and insecure attachment is generated by multiple “incoherent” models of 
attachment.196 In the Strange Situation, the child is not easily soothed by 
the return of a parent who, in this particular setting, may be acting in a per-
fectly attuned and comforting manner. The past, encoded within the child’s 
memory, directly shapes both the implicit mental models and the “evocative 
memory” that creates the image of the virtual other in the child’s mind dur-
ing interactions. We can propose that these processes are state- dependent 
and can be activated in certain mood states (such as feeling threatened) or 
within interactions with specific people. The virtual other can be so domi-
nant in an individual’s mind that an actual other has little chance of being 
directly and accurately perceived during a current experience. Informal 
observations suggest that for the child of such a person, the sense of being 
“unseen” or “absent” may fill many interactions and create a sense of a “false 
self.” The result is that this attachment history shapes the child’s perceptions 
and expectations of the world, others, and the self in the direction of ambiva-
lence. The result is a confused sense of self.

The ambivalently attached child has learned that his own mental state 
may be intruded upon by the parent in unpredictable ways. The flow of 
energy and information within the child will be unpredictably disrupted 
rather than predictably enhanced by communication with the parent. Never-
theless, the developing child needs to have the attachment figure psychologi-
cally accessible in order to feel secure. Ironically, the ambivalently attached 
child is left with an internal sense of uncertainty, which gives him an even 
more urgent and continuing need for comfort from external interactions. In 
this way, the unpredictable and intrusive patterns of communication have 
established ambivalence in the child’s self- regulatory capacities. Combined 
with the parent’s own continuing preoccupations and inconsistent sensitivity 
to the child’s signals, the dance of (mis)attuned communication in such a 
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dyad continues to reinforce the intense, inconsistent, and intrusive nature of 
the alignment of states of mind.

aDULT PREOCCUPIED STaTE OF MInD  
wITH RESPECT TO aTTaCHMEnT:  

InTRUSIOn OF THE PaST UPOn THE PRESEnT

“We were a close-knit family. We used to play all the time, have fun, 
walk around. There were never any times when things became too 
loud, or sometimes they would. But it was OK. One time we went 
to Disneyland with my uncle. It was a lot of fun. But last week my 
parents took my brother’s kids there and they didn’t even call us. 
Why they do this, I don’t know. It doesn’t bother me now, but it 
does. I mean it did. I think. I wish they would stop favoring him 
over me; but I’m through caring about it, I’m through with the 
whole thing. When will it stop?”

The person just quoted was responding to the direct request “Tell me about 
your family from your earliest memories.” Her account reveals an adult with 
an AAI classification of “preoccupied” (coded as “E”) state of mind with 
respect to attachment.197 The narrative indicates that the past is emerging 
into this adult’s present. The response to the question about early memories 
begins to include issues about current relationships that contain overt hostil-
ity, fear, and passivity. According to Main and Goldwyn, the linguistic anal-
ysis reveals the violation of the discourse maxims of quantity, manner, and 
relevance:198 The narrative is not succinct and does not directly address the 
interviewer’s queries. Individuals like this woman have easy access to a flood 
of childhood memories that still actively and profoundly influence their lives 
in the present. Present reality begins to blend with the past (whether this is 
directly stated or not).

Preoccupied adults’ contradictory models of attachment include con-
cerns that their attachment figures may or may not be able to meet their 
needs. There is simultaneously a powerful wish for closeness and at times a 
disabling fear of losing it. This preoccupied state is filled with emotional tur-
moil centering around attachment- related issues. Mental models of relation-
ships will bias present perceptions and expectations, as we have seen, in such 
a way that these persons may create their own worst nightmare of uncer-
tainty in their relationships with others, including their own children. The 
inconsistent emotional availability and intrusiveness of these adults can be 
seen as resulting from their preoccupation with previous attachments. Using 
Aitken and Trevarthen’s model of the “virtual other,” I would propose that 
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one way of conceptualizing this preoccupation is that the virtual other of an 
adult’s attachment figure is so dominant that it distorts the parent’s ability 
to perceive the child directly. In this way, the child may be repeatedly seen 
through the filter of the parent’s preoccupations with the dominant virtual 
other, and thus may be at risk of developing a sense of inauthenticity within 
the parent–child relationship. As noted above, such a process may encourage 
the development of a sense of a “false self” in the child. In this manner, both 
parent and child become filled with representations of the self and of the 
other that interfere with contingent, collaborative communication. Their 
inner worlds may each be dominated by intrusive emotional concerns (“Am 
I loved enough? Will I be abandoned?”), which will be activated within a 
variety of relationships.

A parent’s emotional turmoil, preoccupations with the past, and preoc-
cupations with his own mental state can create repeated patterns of inconsis-
tent attunements with his child. This may also repeatedly lead to an adult’s 
relating to a child as if the child were a mirror of himself at an earlier age. 
In this way, entanglements with his own childhood intrude on the way he 
relates to his child. This may be especially true in one particular subcategory 
of this adult classification, “preoccupied/overwhelmed by trauma,” in which 
the AAI reveals frequent references to past traumatic experiences.199 Though 
these repeated references are not disoriented, they do reveal that the adult 
continues to have the trauma intrude upon his narrative discourse.

In ambivalently attached children and their preoccupied parents, mental 
models of the self with others are full of leaky boundaries between past and 
present. The adults’ experience becomes influenced by activations of mod-
els of insecure attachment from their own childhoods. As perception and 
emotional meaning are established through the filter of this uncertainty, a 
self- fulfilling prophecy is created: New relationships are again experienced 
as inconsistent and unreliable. Emotional joining or connecting is a longed-
for but inconsistently achieved goal in the minds of ambivalently attached 
individuals.

A parent’s preoccupation with her own past—for example, how she felt 
abandoned by her mother or how her father was disappointed in her—can 
continually intrude itself into her present perceptions. Being with a child can 
produce the most intense entanglements with these images and ideas from 
the past within the parent’s mind. The parent enters an old state of mind 
and can become filled with sensations of fear, rejection, disappointment, or 
anger, which color her experiences with 
her own child. The parent often remains 
unaware of how disabling this preoccupa-
tion with the past is to her functioning as 
an effective parent in the present.

A parent’s preoccupation with 
her own past . . . can continually 
intrude itself into her present 
perceptions.
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In memory terms, such parents are being “primed” to recall their child-
hood experiences. Priming is a normal part of memory, in which elements 
become more likely to be retrieved following certain contextual cues.200 For 
preoccupied parents, the context of being with children who may share some 
of the features of their own childhoods (e.g., shyness or parental rejection) 
creates a context in which the parents begin to relive their own childhood 
struggles. Marital difficulties can also evoke emotional states that tend to 
reinstate old memories. For example, a father may feel a sense of rejection 
because of his wife’s possibly distant, emotionless pattern of relating, which 
then creates a mental state within him that resembles the rejected, frustrated 
state of mind of his youth. His wife’s interest in a child may also evoke 
a sense of rejection resembling the feeling of the birth of a sibling in the 
father’s own childhood history.

“State- dependent” memory is a second fundamental way in which par-
ents’ childhood memories are primed. This refers to the way in which events 
encoded in particular mental states will be more likely to be recalled if a 
person is in a similar state in the future.201 This typical feature of memory is 
prominent throughout life and is particularly relevant to how being a parent 
can induce states resembling those of one’s youth. This happens in every-
one, regardless of attachment history. But how these memories are expe-
rienced may vary considerably with attachment history. For example, pre-
occupied parents may be flooded with emotional and behavioral responses 
within implicit memory. They may begin to remember, both explicitly and 
implicitly, particular aspects of memories from their own childhoods as 
they raise their children through the various stages of development. Explicit 
recollections may return in the form of facts about child rearing or other 
autobiographical events, or general knowledge from the past. Implicit recall 
may take the form of many components of “personality,” including learned 
behavioral responses, emotional reactions, mental models, attitudes and 
beliefs, perceptual images, and possibly internal bodily sensations. The acti-
vation of implicit memory by itself does not involve a sense of recollection. 
When situations activate implicit memories without their explicit counter-
parts, parents merely act, feel, perceive, or sense in the here-and-now. These 
implicit recollections are not usually subject to a process of self- reflection, as 
in “Why am I doing this or feeling this way?” Individuals may sense these 
experiences as just defining who they are.

There is a direct connection between how past experiences have shaped 
implicit memory and how they are reactivated in the setting of being with a 
child. If parents do not recognize this link, then they are at risk of enacting, 
without conscious awareness, learned behaviors and emotional responses that 
will dominate their actions and create their children’s attachment experiences. 
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If these implicit memories are of healthy forms of relating, then the outcome 
will be a secure attachment. If instead the parents had less than optimal 
experiences, without self- reflective work they may be at risk of passing on 
either imitated patterns or adaptations to these relationships; these will keep 
their children from experiencing a dependable emotional closeness (which 
secure attachments require).

Preoccupied attachment can be described as reflecting an impairment 
in the flow of information and energy in attachment- related contexts. The 
intrusion of information (memory) from the past into present situations 
impairs an adult’s ability to have contingent, collaborative communication 
with a child. We can propose here that one mechanism by which this intru-
sion of memory influences social communication is within the integrat-
ing circuits of the middle prefrontal region, described earlier. As autono-
etic consciousness mediates the mind’s ability to travel through time—to 
experience the self in the past, present, and future—then the settings of the 
AAI, emotional relationships, or ongoing parenting experiences may evoke 
attachment- related contexts that activate the prefrontal cortex’s retrieval of 
autonoetic representations. For the preoccupied state of mind, autonoetic 
awareness then evokes a range of intense mental representations that slip eas-
ily into this state of roving among past, present, and future preoccupations. 
This may be how the characteristic AAI pattern is created.

The middle prefrontal region also specifically mediates the perception of 
emotional signals and social cognition. The dual tasks of the AAI as described 
by Hesse202—to carry out collaborative and coherent discourse while search-
ing for memory—may be particularly challenging to the prefrontal region 
in insecure states of mind with respect to attachment. For the preoccupied 
state, such a challenge may lead to a flood of episodic representations, which 
can be postulated to impair the emotional perception and social cognition 
functions of this same region. Furthermore, within the context of parent-
ing, such flooding may also impair the capacity of the prefrontal region to 
mediate sensitivity to the child’s signals, to achieve attuned communica-
tion, and to regulate emotional states within the parent—the processes that 
ordinarily allow a child to achieve consistent and predictable social referenc-
ing. In an ambivalently attached dyad, these processes, in which the child 
looks to the parent’s often nonverbal responses to “know how to feel,”203 are 
inconsistently useful in helping the child learn to regulate her own internal 
states. Mirror- neuron-related processes may also be at play leading to the 
child’s simulation of her parent’s noncontingent emotional response. These 
transactions may be at the core of the inconsistency and intrusiveness of the 
ambivalently attached child’s experience with the preoccupied parent. Such 
a distorted “mirror” may add to the child’s sense of a confused self.
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DISORGanIzED/DISORIEnTED aTTaCHMEnTS

After reunion following separations, a one-and-a-half-year-old girl sought 
her father’s attention and got on his lap, but continued to cry and did not 
return readily to play. This behavior was quite distinct from her secure 
attachment to her mother, in which she sought proximity and then was 
easily soothed and returned to exploration in the room. Unfortunately, the 
Strange Situation for this young girl and her father revealed more than these 
elements of an ambivalent attachment. When he returned to the room, she 
first got up from playing and moved toward the wall, away from him; then 
she seemed to walk toward him, but with her gaze focused in the opposite 
direction from where she was walking. Main and colleagues have classified 
this type of approach– avoidance during the Strange Situation with a parent 
as “disorganized/disoriented” (“D”), with a primary or best- fitting alterna-
tive classification of ambivalently attached.204

During the reunion in the Strange Situation, an infant with a disorga-
nized/disoriented attachment frequently exhibits chaotic and/or disoriented 
behavior.205 Examples of this may include first going toward the mother 
or father and then backing away. In more severe cases, children may go in 
circles, fall down, enter trance-like states of “freezing,” or avert their gaze 
and rock back and forth. In the first year of life, these dyads are character-
ized by unusual forms of communication from the caregiver. These have 
the quality of a “paradoxical injunction.”206 “Come here and go away” is 
a mild version; they may also involve the parent’s frightened, disoriented, 
or frightening behaviors toward the infant. These communications present 
a child with an unsolvable and problematic situation. Main and Hesse have 
proposed that these dyadic interactions are inherently disorganizing.207 The 
infant cannot make sense of the parental responses. Furthermore, the child 
cannot use the parent to become soothed or oriented, because the parent is in 
fact the source of the fear or disorientation. There is no organized adaptation 
available for the child. The infant’s internal state of mind is thought to lack 
internal coherence because the attachment system is such that the caregiver 
is intended to confer safety to the child. Hesse has pointed out that disor-
ganized attachment is seen in many situations that do not involve abuse in 
which parents exhibit frightened, dissociated, or disoriented behavior.208

At another extreme are children who experience physical, sexual, or 
emotional abuse and develop disorganized/disoriented attachments. In stud-
ies of these high-risk, parentally maltreated infants, disorganized attachment 
was found in about seventy percent of samples; in one such study, in the con-
text of home intervention, the rate was fifty-five percent.209 In this setting, a 
child experiences fear or terror of the attachment figure, not just loss of the 
ability in the moment to use the attachment figure as an orienting, soothing 
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haven of safety. The infant experiences a bind in which the feeling of fear 
cannot be modulated by the very source of that fear. Without the option to 
fight or flee, stuck between approach and avoidance,210 the infant can only 
“freeze” into a trance-like stillness, which may be the beginnings of a ten-
dency toward clinical dissociation—the phenomenon in which conscious-
ness, states of mind, and information processing become fragmented.211 The 
parental behavior of either abuse (frightening) or sudden shifts into men-
tal states independent of the child’s signals (frightened or disoriented) are 
thought to be the mediators of disorganized/disoriented attachment.212 The 
child’s sense of self can be described as fragmented.

Children with disorganized/disoriented attachment have been found 
to have the most difficulty later in life with emotional, social, and cog-
nitive impairments.213 These children also have the highest likelihood of 
having clinical difficulties in the future,214 including affect regulation prob-
lems, social difficulties, reasoning problems under stress, and (as suggested 
just above) dissociative symptomatology. 
Unlike the other forms of insecure attach-
ment, which are “organized” approaches 
to the pattern of parental communica-
tion, this form of insecure attachment 
appears to involve significant problems 
in the development of a coherent mind. The sudden shifts in these chil-
dren’s states of mind yield incoherence in their cognitive, emotional, and 
behavioral functioning. Their social interactions become impaired. Studies 
have found that these children may become hostile and aggressive with their 
peers. They tend to develop a controlling style of interaction that makes 
social relationships difficult. These peer interactions in a school-age child 
often occur when the child is having continuing difficulties in the home 
environment that engender unsolvable paradoxes or overwhelming feelings 
without solution. Disorganized attachment has been associated with serious 
family dysfunction, such as impaired ability to negotiate conflicts; chronic 
and severe maternal depression; child maltreatment; and parental control-
ling, helpless, and coercive behaviors.215 As the children develop and con-
tinue to have such experiences, the recursive aspect of mental development 
suggests that the very incoherence that is creating their difficulties will be 
reinforced. Disorienting relationships create internal disorganization that in 
turn impairs future interactions with others, which disorganize the develop-
ment of the mind still further.

In these dyadic situations, the child has the double trauma of experienc-
ing terrifying events and the loss of a trusted attachment figure. Terrify-
ing experiences that have occurred early in life, during the typical period 
of infantile amnesia (before explicit episodic memory is available), will be 

Children with disorganized/
disoriented attachment have been 
found to have the most difficulty 
later in life.



136 T H E  D E V E L O P I N G  M I N D  

processed in only an implicit manner. If such experiences occur later in life, 
then family denial and lack of memory talk can impair explicit recall, which 
in turn may impair the consolidation process and prevent experiences from 
becoming a part of permanent explicit autobiographical memory.216 Instead, 
these events may remain in an unresolved, unconsolidated form. In this state, 
they may be more likely to influence implicit recollections automatically, 
creating elements of emotional, behavioral, perceptual, and perhaps somatic 
reactions without conscious awareness of their origins.217 The mind’s abil-
ity to integrate these aspects of memory is severely impaired in unresolved 
trauma and in disorganized/disoriented attachments, leading to dissociative 
tendencies and incoherence of mind.

aDULT UnRESOLvED/DISORGanIzED STaTE OF MInD  
wITH RESPECT TO aTTaCHMEnT: InCOHEREnT LIFE 
STORIES anD aBRUPT SHIFTS In STaTES OF MInD

In Main and colleagues’ adult attachment studies, episodes of marked dis-
organization and disorientation in reasoning or discourse during attempted 
discussions of loss or abuse in the AAI lead to assignment of “unresolved/
disorganized” status. As Main and Hesse first discovered, unresolved parents 
tend to have infants whose Strange Situation behavior is disorganized.218 A 
meta- analysis conducted by van IJzendoorn and colleagues has shown that 
across a full set of existing studies, a child with a disorganized attachment 
(“D” in Table 3.1, right side) indeed often has a parent with an AAI clas-
sification of unresolved (trauma or grief )/disorganized (coded as “U/d”).219 
As with the child classification, the adult is also given a primary, best- fitting 
alternative adult classification (F, Ds, or E; see Table 3.1, left side).

Disorientation or disorganization during an interview may include an 
individual’s referring to a deceased person as if she were still alive (loss) 
or becoming confused and disoriented when discussing fearful experiences 
with a parent (trauma).220 Examples not classified as unresolved would be a 
person’s crying during the interview or stating that the subject matter is too 
painful and wishing not to discuss the topic. These latter two examples reveal 
that the emotional pain of the loss or trauma can still be active and avail-
able to the person’s conscious mind, but the person is not showing signs of 
discourse disorientation or disorganization. In this view, unresolved trauma 
or loss is reflected in a disruption in the representational processes necessary 
for coherent discourse.221 We can propose that the mind’s ability to integrate 
various aspects of representations within memory into a coherent whole is 
impaired in unresolved states. The middle prefrontal cortex can be hypoth-
esized to be playing a central role in such impairments in integration.222 
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Abrupt shifts in state of mind, intrusive “dissociated” elements of implicit 
and explicit memory, transient blockages in the capacity to carry out col-
laborative social communication, and difficulty maintaining a fluid flow in 
consciousness across these processes may be at the root of unresolved states 
of mind as assessed in the AAI.223

The conditions that elicit abrupt shifts may include questions about the 
topic (as in the AAI), or relationship contexts that resemble those of the par-
ent’s childhood. The latter may include many crucial moments in parenting, 
such as setting limits, tuning in to a child’s distress, responding to a child’s 
testing of limits, and negotiating bedtime and other separations. Hesse and 
van IJzendoorn have found that in a nonclinical sample of young adults, 
individuals whose parents had experienced the loss of a child or another 
loved one within two years of their own birth tended to have higher rates 
of “absorption,” one element of dissociative reactions.224 Loss in a caregiver 
around the time of raising an infant may be less likely to have been resolved 
at that time, and these findings support the view that such lack of resolution 
may contribute to the development of disorganized attachment and the ten-
dency to dissociate.

If one examines the prevalence of loss or of trauma alone (and not the 
indicators of its lack of resolution), there is little statistical correlation with 
the disorganized attachment status of offspring or with any other develop-
mental feature.225 It appears that the AAI is uniquely eliciting this usually 
unstudied feature of unresolved loss, and that unresolved loss, not loss itself, 
is what leads to disorganized infant response patterns. Lack of resolution of 
past trauma or loss directly affects emotional regulation.226 Hesse and Main 
have emphasized the role of unintegrated fear in the lapses in reasoning or 
discourse observed in the speaker.227 Unresolved trauma or grief creates pain 
and suffering in both these individuals 
and their children; for this reason, helping 
people resolve trauma and grief is of vital 
importance for present and future genera-
tions. Failure to identify lack of resolu-
tion can permit dysfunction to continue across the generations within the 
devastating effects of disorganized attachment. Again, these children have 
a marked inability to regulate emotional responses and the flow of states of 
mind; this establishes a tendency toward dissociation, disruptive behaviors, 
and impairments in cognition and coping capacities, as well as a vulnerability 
toward PTSD.228

It is clear that there may in fact be many individuals who do have unre-
solved grief or trauma, but whose AAI narratives may not reveal disorgani-
zation in discourse. It is assumed that the percentages of subjects placed in the 
unresolved category may actually represent underestimates of the prevalence 

Lack of resolution of past trauma 
or loss directly affects emotional 
regulation.



138 T H E  D E V E L O P I N G  M I N D  

of lack of resolution. In spite of this unavoidable procedural limitation, the 
unresolved category has a robust correlation with the group of infants who 
have disorganized/disoriented attachments.229

One father revealed a marked disorientation during discussions about 
his own father’s alcoholism. This incoherence in his narrative suggests unre-
solved trauma. When asked about times when he may have felt threatened 
by his parents, he stated:

“I know I didn’t like my mother’s depression, but I don’t think I felt 
threatened by it. She would be OK sometimes, other times not. I 
think I was mostly disappointed and sad. About my father, well, 
that is a different sort of thing. I try not to think about it much. 
He is always unpredictable, though I think he can control him-
self, though sometimes he can’t, and I couldn’t figure out when 
he would, so I don’t, I mean I couldn’t, know how to deal with 
him . . . [twenty- second pause]. There were things that would hap-
pen . . . [seventeen- second pause]. And they weren’t very fun, I 
mean they were scary. Yes, I feel frightened. He is very big, and 
very threatening. Yes.”

Note the use of the present tense to describe the past—a sign of disorienta-
tion. The incomplete sentences and prolonged pauses in speech are other 
signals of cognitive disorganization. During this part of the interview, some-
thing was happening in this father’s mind that was incompletely processed 
and was impairing his usual ability to tell a coherent story while searching 
for memories.230

Disorganizedly attached children and their parents with unresolved 
trauma or grief each have the potential to activate incoherent, conflictual, 
or unstable mental models. Abrupt shifts in states of mind can occur within 
these individuals, leading to a disorganized form of behavior externally and 
to the experience of a dissociation in consciousness internally. AAI narratives 
such as the one above reveal breaks in the typical flow of communication—
both in the extended pauses without explanation and in the incoherent con-
tent of discourse. Unresolved traumatic experiences or unresolved grief over 
loss of a loved one can be revealed through this disorganization in narrative 
flow.

A young infant, attempting to make sense of the world, is particu-
larly vulnerable to a parent who has abrupt shifts in his own state of mind. 
These state shifts are primarily functions of the internal processes of unre-
solved trauma or grief, rather than directly contingent and hence predictable 
responses to the child’s own behavior. The child’s capacity to anticipate the 
parent’s behavior is severely impaired, and expectations, mediated via mental 
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models, cannot be created in an organized manner. As the two individuals 
interact, the child’s state attempts to align with the shifting sands of the par-
ent’s rapid changes. With these noncontingent shifts, the child’s mind may 
be unable to develop smooth transitions and will continue to have abrupt 
and at times chaotic shifts in state, which are ordinarily seen primarily dur-
ing the first year of life. States of mind begin to have significantly smoother 
transitions by the second year unless mitigating factors, such as frightening or 
conflictual parental responses, prevent this developmental milestone.231 Fur-
thermore, the child may begin to take on a disorganized state as a learned, 
engrained, repeated pattern of neuronal activations. The child learns to re- 
create the parent’s incoherent behavior by attuning to the chaotic shifts in 
parental state.

Parental lack of resolution may explain the findings that, as Hesse and 
Main have hypothesized232 and as several researchers have demonstrated,233 
these parents may behave with fear or fear- inducing actions that are conflict-
ual and confusing.234 For example, with the father whose AAI was described 
above, abrupt shifts into dramatically different states of mind would often 
occur when he initially felt rejected, either by his wife or by his daughter. 
He described the experience as if something would then happen that would 
activate a “crazy feeling”—as if “something was about to pop.” He would 
sense a pressure in his head and a trembling in his arms. He would feel that 
he was going out of his mind, ready to explode, “receding from the world,” 
and drawing away from people as if in a tunnel. At this moment he could no 
longer stop the process. He knew that his face looked enraged and tightly 
drawn, and that the muscles in his body were stiff. Sometimes he would 
hit his daughter. Sometimes he would squeeze her arm. Other times he 
would just yell at her, at the top of his lungs, filled with a rage he could not 
 control.

The father tried to deny his repeated and sudden shifts into a frightening 
rageful state. He felt so ashamed of these outbursts that he did not engage in 
any repair process with his daughter during or after such terrifying interac-
tions. These repeated discontinuities without repair in their communica-
tion produced a mental model in her of a confusing and unreliable relation-
ship with her father. Her implicit memories of these frightening experiences 
might emerge as she grew older and be revealed as sudden shifts in her own 
state of mind, behavioral responses toward others, bursts of rage, or images 
of her enraged father. She might have the general sense that whenever she 
needed something, others might become irritated and betray her.

Such parental behaviors as these reflect parents’ unresolved traumatic 
experiences from their own childhoods. How does this occur?

Traumatic experiences often involve a threat to the physical or psycho-
logical integrity of the victim.235 If the traumatizing individual is someone in 
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a position of trust, such as a parent, relative, friend, or teacher, then the sense 
of betrayal can play an important role in the meaning of the experience(s). 
As a child, the father described above was repeatedly subjected to the alco-
holic outbursts of a drunk and angry father. His withdrawn mother was 
unavailable to protect him, and he was vulnerable to his father’s unpredict-
able whims. The son learned that these sudden shifts in his father could be 
anticipated from the amount of alcohol the father had consumed. He would 
keep a vigilant eye on how much his father drank each night. If it was too 
much, his father would pass out. If it were just a little, he would get berated. 
If it were “just the right amount,” he would be at risk of being chased and 
beaten.

When this man grew up and had a daughter, and the daughter would 
insist on things being done her way (as children often do), he found it 
difficult to be flexible. Her irritation with him (also a typical childhood 
response) was felt by him as a rejection, and set off the patterns of abrupt 
shifts in his state of mind and the enraged reactions that established the dis-
organized pattern of attachment. In memory terms, his present perception of 
her irritation was represented in his mind as a perceptual representation, or 
engram. This engram became linked with other representations connected 
with the perception of an irritated face. We can conceptualize these as part 
of the virtual other from his own childhood. For the father, these linkages 
included the emotional representation of feeling rejected and the associated 
implicit memories from past experiences: behavioral impulses to flee, per-
ceptual images of his enraged father or depressed mother, and bodily sensa-
tions of tension and perhaps pain. These linkages were made quickly and out 
of his awareness. He did not feel that he was recalling anything. As implicit 
memories, they were experienced in the here-and-now, as part of his present 
reality. These implicit processes created his subjective world and organized 
his internal experiences.

In those crucial moments in which his perception of his daughter’s 
response initiated a cascade of implicit memory activations, he would become 
flooded with an emotional response that rapidly shifted his state of mind.236 
This sudden shift could be a sign of a discontinuous experience of the flow 
of consciousness—in other words, dissociation. At times, such a shift might 
appear as the entrance into a frozen, trance-like state of mind. At other 
times, this shift might reveal the sudden onset of explosive rage. The father 
described the sensation of feeling that he was going out of his mind, that he 
was about to explode. In this situation, he was overwhelmed with implicit 
memories and suddenly shifted into a childhood mental state filled with that 
old and all too familiar sense of rejection, fear, anger, and despair. His sense 
of impotence and disconnection was experienced as shame. His subsequent 
perception of his daughter’s irritation as anger at him induced a feeling of 
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humiliation within himself. Before he could pull himself out of this ava-
lanche, he would become enraged. In this altered, dissociated state, he would 
behave in a way terrifying to his daughter, which he would never ordinarily 
choose to do. He was literally out of control.

Repeated entry into these states of mind as a child had allowed these states 
to become engrained in this father’s neural networks. These were dreaded 
states, filled with shame and humiliation— painful, despairing, imprisoning, 
and terrifying. States of mind that are repeatedly activated can become traits 
of an individual.237 The unresolved nature of this man’s traumatic experi-
ences placed him at risk of uncontrolled entry into these dreaded states. 
This disorganization in his internal experience was now directly shaping his 
interactions with his daughter, who in turn was beginning to experience the 
disorganization of her own internal world. Therapeutic work with this fam-
ily would require an understanding of these rapid shifts in states and their 
connection to patterns of relationships from the past. If we can help those 
with unresolved trauma heal, then we can alter the cycle of intergenerational 
transmission of relationship disturbances—a cycle that produces and per-
petuates devastating emotional suffering.

RUPTURE anD REPaIR

Repeated and expectable patterns of interpersonal connection between a 
child and an attachment figure are necessary for proper development. There 
are always times of disconnection, which can be followed by repair and 
reconnection. In each of the forms of insecure attachment, there is a problem 
with connection and repair. In the avoidantly attached dyad, connections are 
consistently infrequent and unsoothing; there is no repair. In the ambiva-
lently attached dyad, connections are unpredictable and at times overwhelm-
ing and emotionally intrusive. There is inconsistent respect for the cycling 
of needs for interaction versus solitude. Repair in these situations may be 
overstimulating, such as an intrusive par-
ent’s wanting to reestablish a connection 
and not letting the infant avert his gaze as 
a means of regulating his level of arousal/
distress. Parents who persist at trying to 
make direct contact or alignment when attunement actually calls for them 
to back away from such efforts will overwhelm their children and teach them 
that there is no reliable comfort in connection with the parents.

In a dyad with disorganized/disoriented attachment, interactions can be 
a source of overwhelming terror and despair, going well beyond misattune-
ment or missed opportunity for connection or repair. In this case, the child 

In each of the forms of insecure 
attachment, there is a problem with 
connection and repair.
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is left in an overaroused state of distress without any comfort from the care-
giver, who is in fact the source of distress. Disorganized attachment devel-
ops from repeated experiences in which the caregiver appears frightened or 
frightening to the child. As Lyons-Ruth and Jacobvitz have observed,238 
repair in the communication rupture of such a dyad after these interactions 
does not occur. Often after such frightening encounters, the parent may 
be so disoriented or in denial that the child is not given the opportunity to 
experience repair. The child remains frozen, in a state of disconnection, and 
with the overwhelming feelings of terror that have created such a large and 
frightening distance between child and parent.

REFLECTIOnS: aTTaCHMEnT anD MEnTaL HEaLTH

It is amazing that such a complex process as interpersonal communication 
and parent–child relationships can actually be understood in a fairly simple 
manner: Attachment at its core is based on parental sensitivity and respon-
sivity to the child’s signals, which allow for collaborative parent–child com-
munication. Contingent communication gives rise to secure attachment 
and is characterized by a collaborative give-and-take of signals between the 
members of the pair. Contingent communication relies on the alignment of 
internal experiences, or states of mind, between child and caregiver. This 
mutually sharing, mutually influencing set of interactions—this emotional 
attunement or mental state resonance—is the essence of healthy, secure 
attachment.

Suboptimal attachments arise with repeated patterns of noncontingent 
communication. A parent’s communication and own internal states may be 
oblivious to the child’s, as in avoidant attachment. In contrast, an ambiva-
lently attached child experiences the parent’s communication as inconsis-
tently contingent; at times it is intrusive, and yet at other times there is an 
alignment of their internal states. If the parent is a source of disorientation 
or terror, the child will develop a disorganized/disoriented attachment. In 
such a dyad, not only is communication noncontingent, but the messages 
sent by the parent create an internal state of chaos and overwhelming fear of 
the parent within the child.

These characteristics of the relationship with a child are features that 
emerge in specific relation to each parent. Furthermore, a parent’s “state of 
mind with respect to attachment” is the most powerful predictor of how 
the parent–child relationship will evolve. The narrative process of the AAI 
reveals characteristic ways in which parents’ coherent or incoherent states 
of mind are associated with the secure or insecure attachment of their chil-
dren, respectively. The AAI finding of an “earned” secure/autonomous 
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status— either prospective or retrospective—is an important point for our 
understanding of coherent functioning. In some cases, therapeutic and per-
sonal relationships appear to be able to move individuals from an incoherent 
to a more integrated functioning of the mind. The fact that these adults are 
capable of sensitive, attuned caregiving of their children, even under stress, 
suggests that this “earned” status is more than just being able to “talk the 
talk”; they can also “walk the walk” of being emotionally connected with 
their own children, despite not having such experiences in their own child-
hoods. We may serve a vital role for this and future generations in enabling 
each other to achieve the more reflective, integrated functioning that facili-
tates secure attachments.

We can also propose that a transforming attuned relationship would 
involve the following fundamental elements: contingent, collaborative com-
munication; psychobiological state attunement; mutually shared interactions 
that involve the amplification of positive affective states and the reduction 
of negative ones; reflection on mental states; and the ensuing development 
of mental models of security that enable emotional modulation and positive 
expectancies for future interactions.

In those adults whose early life probably included a predominance of 
emotional neglect and rejection, a dismissing stance toward attachment may 
be found. These adults often have relationships with their children marked 
by avoidant attachments. Communication appears to have little sensitivity 
to signals or emotional attunement. The inner world of such adults seems 
to function with independence as its banner— living free from the entangle-
ments of interpersonal intimacy, and perhaps from the emotional signals 
from their own bodies. Their narratives reflect this isolation, characterized 
by the insistence that they do not recall their childhood experiences. Life is 
lived without a sense that the past or others contribute to the evolving nature 
of the self.

In those adults who probably experienced inconsistently available care-
giving and intrusive emotional communication, there is a preoccupied stance 
toward attachment filled with anxiety, uncertainty, and ambivalence. The 
children of these adults experience these preoccupied states as often impair-
ing their parents’ ability to perceive their needs consistently. Mental models 
of others may create a sense of caution about impending loss or intrusion 
from others. The result for the inner experience of these adults is to be per-
petually overwhelmed by doubts and fears about relying upon others. Their 
AAI narratives are marked by intrusions of these past states upon their abil-
ity to focus clearly on the present. These narrative intrusions are reflections 
of the shifting emotional states that impair their ability to have consistent 
contingent communication with their own children. In this way, what they 
may have learned from inconsistent and intrusive experiences is laid down 
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directly within their pattern of relating to others and within their own nar-
rative process.

Finally, we have discussed how parental lack of resolution of trauma 
or loss has been demonstrated by attachment research to be a major factor 
associated with the most disturbed child form of attachment, disorganized/
disoriented. Examining the nature of memory processes makes it possible to 
begin to address this basic question: What does lack of resolution truly mean 
for the functioning of the human mind? Answering this question is of press-
ing concern, given the impairment that these adults and their offspring may 
come to experience. These parents appear to enter rapid shifts into states of 
mind that are terrifying to their children. In studies of PTSD, those indi-
viduals who utilize dissociative mechanisms (entering into altered states of 
mind) during and after a trauma appear to be those most likely to suffer later 
disability.239 Understanding how unresolved trauma or loss relates to the dis-
 association of various processes from one another, including explicit from 
implicit memory, is essential to gain insight into what later may become ter-
rifying parental behaviors.

The individuals at greatest risk of developing significant psychiatric dis-
turbances are those with disorganized/disoriented attachments and unre-
solved trauma or grief. From our conceptualization of the developing mind 
and mental health, these attachments involve the most profound distur-
bances in how the self is able to organize the information and modulate the 
energy of emotional states. At a most basic level, these individuals appear 
to have the most seriously impaired capacity to integrate coherence within 
the mind. They are not able to create a sense of continuity of the self across 
the past, present, and future, or in the relationship of the self with others. 
This impairment reveals itself in the emotional instability, social dysfunc-
tion, poor response to stress, and cognitive disorganization and disorienta-
tion that characterize both children and adults in this attachment grouping. 
As we’ve discussed, children with disorganized attachment tend to become 
controlling in their behaviors with others and may be hostile and aggressive 

with their peers. Disorganized attachment 
in children and unresolved/disorganized 
attachment in adults has been proposed by 
a number of authors to predispose these 
individuals to violent behavior.240 Find-
ing ways as a society to identify these 
high-risk individuals and help them to 
heal their unresolved trauma and repair 

the devastating effects of such chaotic attachment histories may enable us to 
help them develop more coherent internal function and more socially adap-
tive and rewarding interpersonal relationships.

The individuals at greatest 
risk of developing significant 
psychiatric disturbances are those 
with disorganized/disoriented 
attachments and unresolved 
trauma or grief.
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It is clear that certain early experiences create a fundamental impairment 
in self- organization. At one extreme are dismissing or avoidant attachments, 
which reveal excessively restrictive and rigid processes. At the other are pre-
occupied or ambivalent attachments, which have chaotic intrusions of past 
elements onto the present. In unresolved or disorganized attachments, there 
is a primary difficulty in organizing the self, which leads both to inflexible 
rigidity and to chaotic internal flooding and disruptions in interpersonal 
relationships. The inability to integrate a sense of self and of the self with 
others across time may be due to disorganization in a more fundamental 
self- organizational process. Studies of early trauma and neglect reveal that 
neural structure and function within the brain can be severely affected and 
lead to long- lasting and extensive effects on the brain’s capacity to adapt to 
stress.241 As we explore the nature of relationships, emotion, and representa-
tional processes in the next chapters, we will lay the groundwork for a more 
in-depth discussion of how the mind regulates its own functioning and how 
making sense of one’s history can cultivate a coherent mind and healthy 
relationships.
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c h A P t e R  4

Emotion

DEFInInG EMOTIOn

The study of emotion suggests that nonverbal behavior is a primary mode in 
which emotion is communicated.1 Facial expression, eye gaze, tone of voice, 
bodily motion, and the timing and intensity of response are all fundamental 
to emotional messages. For example, in the process of “social referencing,” 
a child looks to the facial expressions and other nonverbal aspects of a par-
ent’s signals to determine how to feel and to respond in an ambiguous situ-
ation.2 Children also focus on facial expressions and other nonverbal cues 
from peers and strangers in order to shape their behavior.3 Social referencing 
reveals the fundamental way in which nonverbal communication of emotion 
is the medium in which states of mind are aligned. But what exactly is “emo-
tion”? We can know when others are upset and “emotional,” but what does 
this really mean? This chapter attempts to define emotion and to explore its 
central role in human relationships and the developing mind.

A much- emphasized universal finding has been that certain types of 
affective expression seem to be both expressed and recognized in all cul-
tures throughout the world; however, professionals often have quite different 
notions about what these affective expressions actually represent. There is a 
wide range of ideas about how to define emotional processes.4 The defini-
tions that follow incorporate both research and clinical concepts in an effort 
to outline some fundamental aspects of emotion. The specific purposes of 
providing these definitions are (1) to attempt to clarify the basic functions 
of emotions, and (2) to characterize which features of emotions are shared 
among different individuals and which may be quite distinct.

There is quite a bit of controversy among scientists from various disci-
plines about what emotions actually are.5 For example, some physiological 
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and cognitive psychologists view emotions as existing within an individ-
ual, whereas more interpersonally oriented social psychologists and cultural 
anthropologists view emotions as being created between people.6 Even within 
the fields of affective and social neuroscience, there is a heated debate about 
the nature of emotion in the brain.7 For example, it was generally accepted 
for many decades that emotions emanate from the part of the brain called the 
“limbic system.” Various authors defined this system as the “primitive” or 
“old mammalian” brain, and described it as including such structures as the 
amygdala, orbitofrontal cortex, and anterior cingulate. Research paradigms 
attempted to delineate the boundaries and specific functions of this frequently 
cited system, but often failed to identify its functional limits.8 The essential 
point here is that emotion is not limited to some specific circuit or region of 
the brain that was once thought to be the center of emotion. Instead, this 
same “limbic” region appears to have wide- ranging effects on most aspects 
of brain functioning and mental processes.9 The “limbic” region is special-
ized to carry out the appraisal of meaning or value of stimuli. It is also a 
center for the mental module or information- processing system that carries 
out social cognition, including face recognition, affiliation, and “theory of 
mind” (the view that another person has a subjective experience of mind). 
Some authors use these findings to argue for the socially constructed nature 
of emotion.10 These findings also support the idea that emotion is found 
throughout the entire brain.11

Within cognitive psychology, debate exists over the importance of the 
“discrete” or “basic” emotions: what they are and how important they are in 
helping us understand emotional experience. Some authors argue that there 
is little “basic” about these discrete emotions,12 while others suggest that 
studying the manifestations of these universally expressed states is crucial to 
understanding the role of emotions in both cognitive processing and inter-
personal relationships.13 Within the fields of developmental psychology and 
psychopathology, emotion and emotion regulation are seen as woven from 
the same cloth.14 In this manner, emotions both are regulated and perform 
regulatory functions. Jaak Panksepp views emotion as intricately woven with 
our basic motivational drives that have evolved over millions of years.15 Ste-
phen Porges has developed a “polyvagal theory” of emotion, which identifies 
a reactive state of fight– flight–freeze and a more receptive state that activates 
the “social engagement system” and makes the individual open to inter-
acting with others.16 We continually have “neuroception” for assessing the 
presence of danger, which engages the polyvagal system. One might surmise 
from these viewpoints that emotions are everywhere in the processes of the 
mind. For instance, Kenneth Dodge states that “all information processing 
is emotional, in that emotion is the energy that drives, organizes, amplifies, 
and attenuates cognitive activity and in turn is the experience and expression 
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of this activity.”17 This view describes the ubiquitous nature of emotion and 
the way in which the common distinction between cognition and emotion is 
artificial and potentially harmful to our understanding of mental processes.

Despite these controversial points, most theories of emotion share some 
common themes. One is that emotion involves complex layers of processes 
that are in constant interaction with the environment. At a minimum, these 
interactions involve cognitive processes (such as appraisal or evaluation of 
meaning) and physical changes (such as endocrine, autonomic, and car-
diovascular changes), which may reveal some repeated patterns over time. 
As Alan Sroufe has described, emotions involve “a subjective reaction to a 
salient event, characterized by physiological, experiential and overt behav-
ioral change.”18 A similar view suggests that emotion can be seen as involv-
ing neurobiological, experiential, and expressive components.19

For our purposes, it will be helpful to approach a unifying definition of 
emotions with an open mind. Let us assume that the familiar end products 
of emotion—what we usually consider in everyday thinking as the common 
feelings of anger, fear, sadness, or joy—are actually not central to the initial 
experience of emotion. Let us also assume that emotions do not necessar-
ily exist as we may usually think of them: as packets of sensation that can 
be experienced, identified, and expressed, as implied in the statement “Just 
get your feelings out.” Instead, let’s consider that emotions represent dynamic 
processes created within the socially influenced, value- appraising processes of the brain. 
Emotion reflects the essential way in which the mind emerges from the inter-
face between neurophysiological processes and interpersonal relationships: It 
serves as a set of integrating processes linking various systems in a dynamic 
flow across domains and through time. Emotion readies us for action, for 
evoking motion of the internal or external sort. Within the brain itself, emo-
tion links various systems together to form a state of mind. Emotion serves 
as a set of processes connecting one mind to another within interpersonal 

relationships. In earlier chapters, “inte-
gration” has been defined as the linkage 
of differentiated parts of a system; there-
fore, “emotions” are proposed to be “changes 
in the state of integration.”

When integration is enhanced, our state of well-being is improved, and 
we move toward a more harmonious way of living. We say that we have 
“emotional health.” When two people feel “emotionally close,” both often 
feel honored for their differences at the same time that compassionate com-
munication cultivates their connection. In contrast, if we’ve had an emotion-
ally disturbing experience, the degree of integration has shifted downward, 
and instead of harmony we have moved toward either chaos or rigidity. 
This is an example of emotional distress or impaired emotional well-being. 

“Emotions” are proposed to 
be “changes in the state of 
integration.”
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“Emotion” and its derivative forms, then, refer to ways in which states of 
integration are shifted.

Emotion is a process that weaves together the classic notions of thinking 
and feeling. As Pessoa puts it:

Complex cognitive– emotional behaviours have their basis in dynamic coali-
tions of networks of brain areas, none of which should be conceptualized as 
specifically affective or cognitive. Central to cognitive– emotional interac-
tions are brain areas with a high degree of connectivity, called hubs, which 
are critical for regulating the flow and integration of information between 
regions.20

Emotion, we are proposing, involves shifts in integration within and between 
individuals.

As we examine what emotion might be in the individual, let us keep in 
mind what we have learned about attachment relationships and the align-
ment of states of mind. This requires that we continue the challenging task 
of thinking about the individual mind within the context of human relation-
ships, rather than in isolation from social meaning. Emotion in all its myriad 
manifestations reveals the interplay of the internal and the interpersonal.

Initial Orientation, appraisal, and arousal

In the brain, a signal of heightened activity can be called an “initial orienting 
response.” This expression refers to how the brain and other systems of the 
body enter a state of increased alertness, with an internal message of “Some-
thing important is happening here and now.” This initial orienting response 
activates a cognitive alerting mechanism of “Pay attention now!” that does 
not require conscious awareness and does not initially have a positive or 
negative tone.21 Very rapidly (within microseconds), the brain processes the 
representations of the body and the external world generated with this initial 
orienting process. As this occurs, processes that can be called “elaborative 
appraisal” and “arousal” begin and direct the flow of energy through the 
system.

Elaborative appraisals assess whether a stimulus is “good” or “bad,” and 
determine whether the organism should move toward or away from the 
stimulus. There is an evolutionary benefit to having core processes that rap-
idly assess the value of events in the world; this helps us understand why 
the appraisal and arousal processes are so central to the functioning of the 
brain.22 As the circuits are activated in response to this “good–bad” evalu-
ation, the mind has a further elaboration of the flow of energy through its 
various mental processes involved in approach or withdrawal.23 Emotional 
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processing prepares the brain and the rest of the body for action. Elaborative appraisal 
and arousal extend the initial orienting process of “Pay attention!” to “Act!” 
within a short period of time. The appraisal process evaluates the informa-
tional meaning of stimuli; the arousal process directs the flow of energy 
through the system. Together, they serve to modulate the state of mind by 
directing the flow of activation of certain circuits and the deactivation of 
others.

In the field of affective neuroscience, discussions actively focus on 
whether these appraisal processes are purely serial or whether they in fact 
occur somewhat simultaneously.24 Whether they are serial or simultaneous,

the foundations of orientating and attention are hypothesized to stem from 
activation of defensive and appetitive motivational systems that evolved to 
protect and sustain the life of the individual. Motivational activation initiates 
a cascade of perceptual and motor processes that facilitate the selection of 
appropriate behavior.25

This cascade of responses can be seen as further serial or simultaneous apprais-
als that illuminate how emotion is a pervasive process within the function-
ing of the human brain. In this way, initial orientation sets off a cascade of 
subsequent elaborative appraisal– arousal circuits, which serve to differentiate 
the unfolding states of mind within the individual.26

Appraisal involves a complex web of evaluative mechanisms, in which 
both external and internal factors play active roles. The specific nature of 
appraisal incorporates past experience of the stimulus, including emotional 
and representational elements of memory; present context of the internal 
emotional state and external social environment; elements of the stimulus, 
such as intensity and familiarity; and expectations for the future.

Alan Sroufe has described the central role of “discrepancy” in the 
generation of emotional engagement with the environmental surround.27 
Discrepancy occurs when the external features of a stimulus do not match 
internal expectations. In Sroufe’s terms, the emotional arousal generated in 
response to such a discordance is called “tension.” Emotion and its regula-
tion are examined within a “tension modulation hypothesis”: Such tension 
is not in need of reduction, but is managed within an individual’s interaction 
with the environment, especially with significant others in the social world. 
Emotional forms of arousal are distinguished from other forms of arousal—
such as those arising from exercise or drinking caffeinated beverages—in 
that they reflect a subjective sense of meaning, which is evaluated in response 
to engaging with experience (internal or external). The framework offered 
here is consonant with this view of emotional tension, and I use the general 
term “arousal” with this emotional engagement frame in mind.
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Primary Emotions

I use the term “primary” emotions to describe the shifts in brain state that 
result from the initial orientation and elaborative appraisal– arousal processes 
described above. This concept is distinct from that of “basic” or “discrete” 
emotions, sometimes also called “categorical,” which refer to differentiated 
emotional states such as anger, fear, or sadness. The term “primary” empha-
sizes the initial, core, and ubiquitous quality of these essential emotional 
features. As in “primary” colors, the term also implies that various combina-
tions of primary emotional elements may constitute a wide range of textures 
within the spectrum of emotional experience.

These primary emotional sensations 
are without words and can exist without 
consciousness. They reflect the nonverbal 
sensation of shifts in the flow of activation 
and deactivation—the flow of energy and 
evaluations of information— through the 
system’s changing states. Primary emo-
tions directly reflect the changes in states of mind—that is, changes in how 
a range of differentiated processes become linked. This reveals further how 
emotions are shifts in integration. These changes may be subtle or intense; 
they may be fleeting or persistent; they may continue as gentle sensations, 
like waves lapping on a shore, or they may evolve into larger, global changes, 
like a storm pounding on the beach. Primary emotions are dynamic pro-
cesses of change. Again, they are not discrete packets of sensation, but rather 
are fluctuations in the integration of the energy and informational flow of 
the mind.

When an event has meaning for an individual, because it is discrepant 
from prior experiences or because other evaluative processes label it with 
significance, the brain is alerted: “This is important! Pay attention!” At this 
initial point, the orientation serves as a kind of jolt to the system. The pri-
mary emotional experience is one of increased energy and alertness. Sec-
ond, the brain must further appraise the meaning of the stimulus and of the 
aroused state itself. At this moment, primary emotions are being experienced 
as developing “hedonic tone” or “valence,” meaning their internal qual-
ity of being positive or negative. For example, the elaborative appraisal and 
arousal processes may create a sensation such as “This important thing is bad. 
Watch out! There is danger here.” The flow of energy through the system 
then becomes channeled toward a cautious, hypervigilant stance. In contrast, 
elaborative appraisal and arousal may assess the initial orientation as good, 
and thus the stimulus as something to seek more of; this creates a primary 
emotional state of eager anticipation. In this way, appraisal and arousal create 

Primary emotions directly reflect 
the changes in states of mind—that 
is, changes in how a range of 
differentiated processes become 
linked.
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a state of mind that is predisposing the individual to act in a certain fashion. 
At the most basic level, valence can be labeled as good and involve approach, 
or can be labeled as bad and involve withdrawal.28

In addition to the stimulus, primary emotions themselves can be appraised 
by the value systems of the brain. In this manner, the mind begins to assess 
the value of its own evaluative and activation processes. The recursive nature 
of such a continuing “appraisal of appraisals” is actually quite common in the 
complex system of the mind (we shall return to this characteristic in Chap-
ter 5). It plays a central role in creating the reinforcing loops that engrain 
repetitive thoughts and destructive emotional states, such as depression and 
anxiety. Reframing such states within the setting of a supportive interper-
sonal therapeutic relationship can alter these reentrant loops and liberate a 
person from their imprisoning nature and self- defeating narratives.29 This 
also raises the issue of how both temperament and learning directly affect 
core emotional responsiveness.30 Some individuals may react to their own 
intense arousal with a negative appraisal and a tendency to withdraw both 
behaviorally and cognitively from the further elaboration of their own emo-
tional states, as in the case of shy individuals.31 Others may have learned 
that certain intense emotional states are not tolerated by others.32 Such lack 
of attunement to intense states may lead to the sense that they are “out-of-
 control” states, and thus “bad” and to be avoided. Such individuals learn to 
avoid emotional intensity. In contrast, Jerome Kagan has demonstrated that 
parents who support and encourage shy children to explore novel situations 
actually enhance the children’s capacity to tolerate new experiences.33 In 
either of these examples, the appraisal of states of arousal is influenced by 
interpersonal experience and leads to further elaboration of appraisal– arousal 
circuits, which directly influence the unfolding primary emotional states.

Differentiation and Categorical Emotions

Following the first two steps of initial orientation and elaborative appraisal– 
arousal, a third phase can occur in the experiencing of emotions. This is 
the “differentiation” or channeling of activation pathways. The more highly 
specialized and elaborated activations represent the differentiation of pri-
mary emotional states. Sometimes we may feel “neutral,” unable to iden-
tify any particular verbalizable feelings. At other times, our primary emo-
tional states—the flow and change of energy through our emerging states of 
mind— become further differentiated into more well- defined states as spe-
cific circuits become recruited.

The differentiation of primary emotional states into specific classifica-
tions of emotions, such as fear, brings us to the more familiar yet debated 
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theory of “categorical emotions.”34 “Categorical,” “basic,” and “discrete” 
are terms commonly used for those classifications of sensations that have 
been found universally throughout human cultures, such as sadness, anger, 
fear, surprise, or joy.35 Yet the existence of such clear emotions is still a point 
of controversy. As Barrett notes:

People believe that they know an emotion when they see it, and as a conse-
quence assume that emotions are discrete events that can be recognized with 
some degree of accuracy, but scientists have yet to produce a set of clear and 
consistent criteria for indicating when an emotion is present and when it is 
not.36

These internal emotional states are often communicated through facial 
expressions, and each culture seems to have words to describe their unique 
manifestations.37 They also appear to have unique physiological profiles in 
which they manifest themselves. Categorical emotions can be thought of as differ-
entiated states of mind that have evolved into specific, engrained patterns of activation. 
The cross- cultural similarities in the manifestation of categorical emotion 
suggests that the human brain and body have characteristic, inborn, physi-
ologically mediated pathways for the elaboration of these states of mind.

The brain has a physical reality to its construction through which inter-
nal states are expressed via our genetically and experientially created bod-
ies. Throughout the world, human beings share common pathways to the 
expression of categorical emotions. In every culture, we can identify these 
characteristic expressions of “basic” emotions38—for example, as sadness, 
anger, or fear. In sadness, the face will show turned-down lips and squinted 
eyes, together with slower bodily motions. Anger will involve dilated pupils, 
widened orbital area, raised eyebrows, furrowed brow, and pursed lips. Fear 
combines raised eyebrows, flattened brow, and open mouth. Though we can 
categorize emotions within an individual and across cultures,39 this does not 
mean that one person’s categorical emotion, such as sadness or fear, is identi-
cal to that of another individual.

affect and Mood

The way an internal emotional state is externally revealed is called “affec-
tive expression” or simply “affect.” Affect appears within nonverbal signals, 
including tone of voice, facial expression, and bodily motion. These external 
expressions can be defined as “vitality affects” or as “categorical affects,”40 
revealing the primary or the differentiated nature of the emotional states, 
respectively. For many researchers, affect is essentially a social signal.41 The 
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purpose of the expression of emotion is considered to be social communica-
tion, as supported by the general finding that individuals reveal more affec-
tive displays in social settings than they do when alone.

It is interesting how often people consider the categorical emotions the 
only emotional processes they can try to know, or attempt to communi-
cate to others. Examining the three phases of emotional response— states 
of initial orientation, elaborative appraisal and arousal, and then categorical 
emotions— yields a new way of thinking about how to respond to the ques-
tion “How are you feeling?” The term “feeling” can be used to describe the 
conscious awareness of either an emotion or an affect.

We can feel (categorically) “sad” or “mad” or “happy.” We may come 
to be aware of this by how we sense our minds or our bodies, or by what 
we detect on our faces. We may, as children so often do, be aware of just 
feeling “bad” or “good,” or just “normal” (neutral), reflecting our initial 
appraisals without further differentiation into categorical emotions. Often 
we may also be aware of only feeling less differentiated primary emotional 
states, such as surges of energy, a sense of deflation, images of one sort or 
another, diffuse fogginess, or nervous agitation. These flows in our states of 
mind—the changes in activations and integration within our brains—are 
defined here as our primary emotions, and can be seen externally as what 
have been termed vitality affects. Primary emotions are a frequent part of 
our basic “feelings.”

Parents attune to the subtle changes in a baby’s state of arousal, revealed 
as the vitality affect, not merely the categorical affect that the infant may be 
expressing.42 In fact, this expression of internal state through vitality affects 
is the primary mode of communication between an infant and a caregiver 
during the early years of life. These affective expressions reveal the profile or 
energy level of the state of mind at a particular moment. The profile contains 
within it a picture of how the individual’s internal state is being expressed in 
a changing state of activation of the face, motion in the body, and tone and 
intensity of the voice.

Individuals may attune to vitality affects across sensory modalities. For 
example, a facial expression of joy can be mirrored in the response of another 
person’s tone of voice, with the rising and falling of intensity of the sounds 
reflecting those of the muscles of the face. It may be that primary emotional 
experience reveals both how we know ourselves and how we connect to one 
another. In parent–child relationships in which the parent is depressed, vital-
ity affects may reveal a “depressed” state, with low energy and a global nega-
tive hedonic tone. Research also suggests that depression is associated with 
abnormalities in the ability to perceive the emotional expressions of others.43 
The impaired ability to perceive facial expressions has been correlated with 
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alterations in brain activity in those parts responsible for such perceptual 
capacities.44 Studies of dyads with a depressed parent reveal significant effects 
on the emotional development of the child.45 The experience of expressing one’s 
emotional state and having others perceive and respond to those signals appears to be 
of vital importance in the development of the brain. This may be why contingent 
communication in which the internal state of the child is perceived, made 
sense of, and responded to by the caregiver is found universally across cul-
tures.46 Such sharing of primary emotions does not merely allow the child to 
feel “good”; it allows the child to “feel felt” and to develop typically. Some 
studies suggest that parents’ attunement to the internal world of the infant 
facilitates the child in accomplishing a task and regulates his emotional state 
in response to stress.47

Primary emotions are expressed in a unique manner in the moment, just 
as an individual’s state of mind at a particular time is a one-of-a-kind state. 
The flow of states moves forward in time and never repeats itself. This flow 
of states is unique. In contrast, the external expressions of categorical emo-
tions may reflect the very specific routes through which the physical body is 
able to reveal them. Different categorical emotions, such as sadness, anger, 
or fear, recruit different characteristic circuits.48 The view proposed here is 
that the process from primary to categorical emotion is influenced directly 
by the unique components of neural processes that form a state of mind. In 
other words, the mental state active at a given time may shape the elabora-
tion of arousal and meaning from primary to categorical emotions. More 
often, however, our primary emotions may ebb and flow without necessarily 
becoming intense, entering consciousness, or becoming further differenti-
ated into categorical emotional states.

The term “mood” refers to the general tone of emotions across time. 
Mood can be thought of as a bias of the system toward certain categori-
cal emotions. Mood shapes the interpretation of perceptual processing and 
gives a “slant” to thinking, self- reflection, and recollections. For example, 
a person who is in a “down” mood may find himself interpreting things as 
evidence of his failures, think of the future in dismal terms, reflect upon 
himself as a “loser,” and have increased recollections of the numerous times 
he has made mistakes in his life. The influence of mood upon all of these 
cognitive functions reveals how general emotional tone reinforces itself in 
a feedback loop. This may explain the tenacious nature of emotional dis-
turbances such as depression or chronic anxiety, in which a given mood 
becomes a relatively fixed and disabling state. In certain individuals, the 
ability to maintain a flexible flow of primary emotional states may be quite 
impaired and reflect difficulty in their ability to modulate their emotional 
states.
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THE COnvERGEnCE OF SOCIaL PROCESSInG 
anD EMOTIOn

By clarifying the distinction between primary emotions and the more famil-
iar idea of categorical emotions, we can become more sensitive to the early 
stages of meaning- making interactions with others. As we’ll see in the pages 
to follow, emotion in general is a complex series of processes and is of cen-
tral importance in the mind. It involves the essential dual nature of mind: 
the flow of energy and the processing of information. A brief review of the 
anatomy involved will help us to visualize how social processing of informa-
tion and emotion processes converge.49

The appraisal centers of the brain are located within the distributed lim-
bic areas, as shown in Figure 4.1. These centers involve such areas as the 
amygdala, anterior cingulate, and orbitofrontal cortex. External stimuli enter 
the brain via the sensory systems, such as vision, hearing, and touch. The 
representations generated from these perceptual processes are then filtered 
through the thalamus and passed on to the amygdala, where they are appraised 
and given initial value: “Pay attention: Is this good or bad?” The amygdala 
can directly affect these basic evaluative and perceptual processes. It also sends 
these representations on for further evaluation by the anterior cingulate and 
orbitofrontal cortex.50 Like the amygdala, these centers are processing infor-
mation about the social environment: the facial expression, direction of eye 
gaze, and other aspects of others’ nonverbal behavior that reveal their state of 
mind.51 Information about the social context directly affects the appraisal process.52

FigURe 4.1. Appraisal centers of the brain in the distributed limbic areas. Copyright 
2012 by Mind Your Brain, Inc.
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Information about the social 
context directly affects the 
appraisal process.

A set of interconnected neural 
regions I have called the “resonance cir-
cuits” enables us to tune in to others and 
align our internal states with others. This 
circuit involves the orbitofrontal cortex 
and anterior cingulate, as well as other midline structures that interact with 
one another, such as the ventrolateral (midline horizontally) and medial pre-
frontal (midline vertically) cortical areas.53 Other portions of this resonance 
circuit involve “mirror neurons,” which enable us to perceive the intentional 
state of another person, and then imitate the other’s behavior and simulate 
the other’s internal state. Mirror neuron properties are found in the anterior 
cingulate, as well as a portion of the ventrolateral region called the anterior 
insula. The insula has also been shown to be involved in the appraisal of 
internal visceral states, and plays an important role in our awareness of our 
own bodily selves via a process called “interoception.”54 The resonance cir-
cuits enable us to tune in to others, and even to our own internal states for 
self- awareness. These areas also register the state of the body and directly 
affect its states of activation.55 Information from these areas is passed on 
to the hippocampus for “cognitive mapping” and, in some cases, transfer 
into explicit memory. The orbitofrontal cortex and other middle prefrontal 
regions also play a major role in coordinating these appraisal and arousal 
processes with the more complex representations of “higher thinking” and 
social cognition.56

This brief review of the neurophysiological coordination of input and 
brain–body response highlights the general statements made throughout this 
book about the mind: Neural processes and social relationships both contrib-
ute to the creation of mental life. The mind is both embodied and relational. 
The middle prefrontal circuits function to integrate the processing of social 
information, autobiographical consciousness, the evaluation of meaning, the 
activation of arousal, and the coordination of bodily response and higher 
cognitive processing. These processes emerge as a convergence of informa-
tion processing and energy flow that directly influences a wide array of both 
basic and more complex processes of the brain.

nOnCOnSCIOUS anD COnSCIOUS EMOTIOn

Emotions are primarily nonconscious processes. In their essence, they cre-
ate a state of readiness for action, for “motion,” disposing us to behave in 
particular ways within the environment. Emotional reactions create this dis-
position by determining the brain’s activation of a wide array of circuits, 
leading to changes in the state of arousal within the brain and other areas of 
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the body. The amygdala is a cluster of neurons that serves as a receiving and 
sending station between input from the outer world and emotional response. 
As a coordinating center within the brain, the amygdala, along with related 
areas such as the orbitofrontal cortex and anterior cingulate, plays a crucial 
role in coordinating perceptions with memory and behavior. These regions 
are especially sensitive to social interactions. They nonconsciously assign sig-
nificance to stimuli; their actions influence a wide array of mental processes 
without the involvement of conscious awareness. These circuits are exten-
sively connected to other regions that directly influence the functioning of 
the entire brain as a whole system.

In fact, the middle prefrontal region also registers the state of the 
bodyand directly influences the body’s state of activation via regulation of 
the autonomic nervous system.57 In this manner, the middle prefrontal cor-
tex serves as a source of social processing, stimulus appraisal, and body/
brainstem/limbic (“emotional”) arousal; these may originate within par-
ticular limbic and brainstem regions, but there are no clear boundaries to 
their effects that move throughout the cortex and body as a whole.58 Once 
again, emotion is not merely a function restricted to the areas defined as 
central to the limbic region. Rather, emotion directly influences the func-
tions of the entire brain and body, from physiological regulation to abstract 
reasoning.59

The amygdala has been studied more than any other appraisal center and 
has been found to play a crucial part in the fight-or- flight response. A range 
of studies have examined its role especially with regard to fear states.60 Let’s 
look at the amygdala as an example of the elaborative feedback mechanism of 
the appraisal process that occurs without the requirement of consciousness. 
Studies of the amygdala have examined how the initiation of an appraisal 
leads to subsequent perceptual biases that reinforce the nature of the ini-
tial appraisal. The flow of activation of the brain’s circuits begins a process 
of further assembly of various activations, which then ready the individual 
organism for a particular response. The amygdala receives and sends signals 
directly from and to the visual system, reacting to visual stimuli without the 
involvement of consciousness. The amygdala responds to the initial visual 
representation—say, of a dog—by sending signals back to the same and even 
earlier layers of the visual processing system, and then by producing initial 
orientation of the attentional and perceptual apparatus of the brain: “Watch 
carefully; this is important!” If the amygdala also registers the visual input as 
dangerous, it can establish elaborative appraisal– arousal processes that create 
a state of fear in the brain, which then feeds back to the visual system. The 
amygdala can rapidly bias the perceptual apparatus toward interpreting the 
stimuli as dangerous. All of this occurs within seconds and does not depend 
on conscious awareness.
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At least with regard to the fear response, the brain is wired to non-
consciously create a “self- fulfilling prophecy.” If the amygdala is excessively 
sensitive and fires off a “Danger!” signal, it will automatically alter ongo-
ing perceptions so that they appear threatening. This may be a basis for 
phobias and other anxiety disorders.61 For example, if a child encounters 
a dog that growls and lunges at her, she is likely to have a response of fear. 
The amygdala directly activates arousal centers (located in the brainstem 
and forebrain) that create a general state of increased excitability through 
the release of substances such as noradrenaline in the brain and adrenaline 
in the body. The whole child becomes hyperalert and ready to deal with the 
“danger.” This process is likely to be mediated by what Stephen Porges has 
termed “neuroception,” which then activates the polyvagal system to engage 
the fight– flight–freeze set of reactions.62 If particular mental representations 
are active at the time of this arousal, then they will become associated in 
memory with a feeling of danger. This association occurs via Hebb’s axiom 
and Freud’s Law of Association: Neurons that fire together wire together 
(see Chapter 2). Now a learned feedback loop has been established in which 
a dog can be a source of amygdala activation and brainstem response. The 
brain learns to anticipate a bodily response of hypervigilance to the animal, 
and a constellation of fear and avoidance behaviors to dogs can then unfold. 
Such early experiences of fear may become indelible subcortical emotional 
memories as well as altering the epigenetic control of gene expression, which 
may predispose the individual to future difficulties.63

How does this rapid, automatic process become conscious? Conscious-
ness is a controversial subject that has long intrigued philosophers and more 
recently neuroscientists.64 Though there is no universally accepted explana-
tion for the experience of consciousness, either in the sense of awareness or in 
the qualities of subjective experiencing, there are some substantiated views 
that are quite helpful. One such view sees conscious awareness as involving 
a system in the brain responsible for working memory, the “chalkboard of 
the mind.” In this perspective, perceptual representations from external and 
internal stimuli are functionally connected within an area of the brain called 
the dorsolateral prefrontal cortex. It is in this region that attention is modu-
lated, so that an “attentional spotlight” can be focused on particular repre-
sentational profiles in the brain.65 Working memory is able to handle only 
a limited amount of information units, usually in a serial fashion. Neural 
activation profiles can be linked to the activity of the dorsolateral prefrontal 
cortex and give the internal sensation of being within an attentional focus of 
consciousness. The dorsolateral prefrontal cortex is located on the outer side 
of the front part of the brain, just to the side of the middle prefrontal cortex; 
it is thought to act by linking items together within conscious awareness, 
where they can be focally attended to and manipulated.66
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What exactly it means for neural activation profiles to become “linked” 
is a central concern for scientists of the brain and mind. How do simultane-
ously activated processes bind together to form a continuity of experience? 
One approach to this question comes from studies of the waves of electri-
cal activity sweeping across the brain on a regular basis. A forty-cycle-per-
 second (“forty-hertz” or “40-Hz”) pattern has been noted,67 in which the 
brain becomes active from back to front.68 This activity occurs in both halves 
of the brain and has been identified as a “thalamocortical” sweep, going from 
the deeper areas such as the thalamus up toward the higher cortical regions. 
One view is that representational processes (the neural net profiles activated 
at a particular moment in time) that are “on” at the time of the sweep are 
bound together as one seemingly continuous flow of conscious experience. 
This view allows us to see how the phenomenon of consciousness, as dis-
cussed in Chapter 1, creates a sense of continuity out of what is really a 
set of quite discontinuous representational processes, such as sights, sounds, 
thoughts, bodily states, and self- reflections.69 This “40-Hz” view also gives 
us insight into how the lateral prefrontal cortex may become “linked” to 
a particular set of representations—those that are active during the sweep. 
The attentional focus of working memory can select from those representa-
tions the limited number it may be able to handle at any one time. Because 
of the nature of the sweeping, each hemisphere can function to influence 
conscious awareness quite independently of the other. There are probably 
left- hemisphere and right- hemisphere forms of consciousness that are quite 
distinct from each other, based on the unique nature of the representational 
processes of each hemisphere. This probability is explored briefly below and 
in depth in the next chapter.

A related view from Edelman and Tononi is that when distributed neu-
ral assemblies become active in a rapid and strong manner, so that they can 
achieve a certain degree of functional clustering, a temporarily stable state 
of complexity is achieved.70 Consciousness is then an emergent property of 
functional clustering of a “dynamic core” that has distributions throughout 
the brain. When these assemblies achieve a certain level of integration, they 
can become “linked” to the thalamocortical system and their mental pro-
cesses become a part of consciousness. As we’ll also see, shared awareness 
between two (or more) people may further stabilize elements in conscious-
ness with increased complexity. This view is compatible with the notion of 
some core thalamocortical 40-Hz sweeping process and the linkage with the 
activity of the dorsolateral prefrontal regions. As we shall discuss in more 
detail in later chapters, these models of consciousness will be useful in help-
ing to understand several aspects of mental life.

One view of how emotions become conscious is when their effects are 
connected to the activity of the attentional mechanisms of the dorsolateral 
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prefrontal cortex.71 For example, when we say that we have a “gut feeling” 
about something, we may be referring, literally, to a somatic representation 
in our brains of our “gut response”—the body’s response—to a stimulus 
correlated with neural firing in the middle prefrontal cortex.72 When we 
have interoception, or awareness of our internal bodily states, the insula 
and anterior cingulate portions of this middle prefrontal area become active. 
Interestingly, von Economo neurons (or neural “spindle cells”) are uniquely 
present in this area and connect the anterior cingulate and insula to each 
other. This integration within the middle prefrontal areas seems to be related 
to self- awareness in humans and nonhuman primates, as well as in dolphins 
and elephants.73 Though the test used to assess such self- awareness is the not-
ing of a mark on the animal’s or person’s body in a mirror, the larger notion 
of awareness of a bodily self may depend on the input of bodily states into 
this middle prefrontal region of the brain. The take-home lesson here is that 
in humans, awareness of bodily states may be the gateway to becoming con-
scious of our emotions.74

The feedback loop of bodily response leading to emotional reaction has 
been a perspective long held by researchers with much scientific validation.75 
What is crucial to note, however, is that our brains frequently receive this 
bodily information without the involvement of conscious awareness. The 
binding of consciousness may be an “epiphenomenon” in many situations— 
something that is not essential for other neural reactions subsequently to 
occur. We may frequently have nonconscious “gut reactions” that pro-
foundly influence our decision- making processes without our awareness of 
their impact.

We can become aware of a sense that 
something feels “meaningful.” In this 
case, we have caught a conscious glimpse 
of emotion as a value system appraising 
the significance of stimuli. Some aspect 
of the emotional processing has become 
bound in consciousness. Another example 
of emotion’s becoming a part of our conscious experience is when we feel 
ourselves becoming lost in a “sea of emotion.” Our minds are capable of 
being bombarded by a flood of stimuli from emotional processes, which 
fill us with an overwhelming feeling. These sensations may reflect primary 
emotions (such as internal shifts in states of arousal) or categorical emotions 
(such as anger, fear, sadness, excitement, or joy). Emotions are what create 
meaning in our lives, whether we are aware of them or not.

Some people have very little awareness of their emotional reactions to 
things. One man was easily conscious of his thoughts about interacting with 
others, but he had a difficult time letting his wife know verbally “how he 

We may frequently have 
nonconscious “gut reactions” that 
profoundly influence our decision-
 making processes without our 
awareness of their impact.
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felt” beyond simple statements of “good,” or “bad,” or “I don’t know.” We 
could say that for some reason, the representations of his emotional state— 
things like his bodily response or shifts in his mental state—did not get 
linked to his dorsolateral prefrontal attentional processes. We cannot say 
whether they in fact were present or not in his mind. In a sense, this person 
was emotionally blind. Unfortunately, he was blind to his wife’s emotional 
states as well as his own.

It’s important to recognize that emotional processes are primarily non-
conscious. Some people, and certainly this man’s wife, might say that he 
“has no feelings.” As we’ve seen in Chapter 3, avoidant attachment fosters 
an emotional disconnection of the child from the parent. There is some sug-
gestion that this disconnection may also be prominent in this man’s lack of 
conscious access to his own nonverbal experience of primary emotions. The 
lack of connection between consciousness and the arousal– appraisal system 
does not mean that there is a lack of emotion, however. Instead, we can state 
that there is a lack of binding of emotion to consciousness. Consciousness is 
necessary for an intentional alteration in behavior patterns beyond “reflex-
ive” responses. This may be why every form of psychotherapy that I have 
reviewed involves conscious awareness as a central aspect of its approach to 
helping people. Without the involvement of consciousness and the capacity 
to perceive others’ and one’s own emotions, there may be an inability to plan 
actively for the future, to alter engrained patterns of behavior, or to engage 
in emotionally meaningful connections with others.

EMOTIOn aS a vaLUE SySTEM  
FOR THE aPPRaISaL OF MEanInG

The brain as a complex system of neuronal circuits requires some way of 
determining which firings are useful, neutral, or harmful. Without such an 
appraisal mechanism, all stimuli would be evaluated as equally important. 
The organism would not be able to organize its behavior, to accomplish 
tasks that allowed it to survive, or to pass on its traits.76 The brain must have 
a way of establishing value in order to organize its functions. Value disposes 
us to behave in particular ways. At the first phase of emotional response, 
initial orientation lets the organism “know” that it should pay attention to 
something important. The second phase, elaborative appraisal and arousal, 
gives the stimulus the value of good or bad. Good things should be sought; 
bad things should be avoided. Value systems in the brain function by shaping 
states of arousal. Evaluative circuits serve as a neuromodulatory system with 
extensive innervation throughout the brain and body proper that can lead to 
hyperexcitability and increased neuronal plasticity. Chemically, this makes 
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the neurons hypersensitive and more readily activated. By initiating atten-
tional mechanisms, arousal enhances the focus of attention on a particular 
stimulus. In this way, attention is often considered the process that directs 
the flow of information processing. For perceptual processing, this means, 
for example, that a person will pay more attention to an object. For memory, 
arousal leads to enhanced encoding via increased neuronal plasticity and the 
creation of new synaptic connections and therefore increased likelihood of 
future retrieval.77

As the activations within the brain change, energy flows through the 
system. Changes in the state of the system are changes in this flow of energy. 
Many factors in addition to appraisal determine how the system’s state 
changes over time. These determining factors include present input from the 
external world or from other components of the body, as well as constraints 
established from prior experience (such as Hebbian connections) and pres-
ent appraisals. Moreover, there are many forms of arousal, which involve 
different circuitry. Some of the appraisals that create approach– avoidance 
distinctions may in fact be hard-wired into the brain. The limbic regions 
use the input of others’ emotions to directly regulate a person’s internal state 
and external responses. Mirror neurons may play an important role in such 
processes, as we shall discuss shortly.

Some aspects of a value system are inborn, and some are acquired 
through experience. Some constitutional aspects of a value system include 
the motivational systems of attachment and novelty seeking. Within the 
brain are clusters of cells that are designed to fire in response to eye con-
tact and facial expressions.78 These clusters of socially responsive neurons are 
located within the resonance circuits of the brain and other areas, such as the 
amygdala and the perceptual cortex. For example, the motivational drive to seek 
proximity to a caregiver and attain face-to-face communication with eye gaze contact 
is hard-wired into the typical brain from birth. It is not learned. Similarly, infants 
are “natural explorers,” seeking out new stimuli within their increasingly 
sophisticated ability to search the environment. Discussions of the genetic 
determinants of emotional behavior offer helpful insights into the way in 
which our value systems organize our behavior to increase the chance of 
survival. Evolutionary theory suggests that those organisms with genetically 
encoded specificity to their appraisal, such as fearing a snake or becoming 
aroused by a suitable mate, will have a significantly increased likelihood of 
passing on their genetic information to future generations.79 Genes clearly 
play a large role in the value system of the brain.

The inborn aspects of the value system are in place from the beginning 
of life, but the system is also shaped by learning from experience. Action, 
learning, and development can be viewed as interrelated sets of phenomena 
throughout life.80 For example, a typically developing child will naturally 
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make eye contact with a parent and appraise this as a “good” interaction. 
However, if such eye contact results in the child’s being overwhelmed and 
feeling intruded upon by the parent, then such interactions may become 
associated with a negative value. The child learns that eye contact should be 
avoided. The brain can learn to modify its response to the evaluative system’s 
initial criteria of what is good or bad, based on past interactions with others. 
If past eye contact led to a flood of disorganizing activations, the avoidance of 
such experiences in the future will help keep the self organized. It is possible 
that the innate neural response of children with autism to eye contact may be 
so intense that they adapt by avoiding such contact in the future.

The appraisal of stimuli and the creation of meaning are central functions that 
occur with the arousal process of emotion. Incoming stimuli are appraised for 
their value, and the representations of these stimuli are then linked with a 
sense of “goodness” or “badness.” As the child develops, the increasingly 
complex representational system becomes capable of more subtle evaluative 
sensations. These variations on the “good or bad” theme are what lead to the 
wide variety of emotions we are capable of feeling and the patterns of behav-
ior we enact. We are unique individuals precisely because our value sys-
tems and our interactional histories are one-of-a-kind combinations. As the 
intertwined nature of value system responses and environmental encounters 
unfolds, each of us continually emerges and defines ourselves.

HOw “ME” BECOMES “wE”: MIRROR nEUROnS  
anD THE SHaRInG OF InTERnaL STaTES

In the mid-1990s, a group of Italian neuroscientists studying the motor cor-
tex in nonhuman primates discovered a property of neuronal firing that 
revealed a linkage between motor and perceptual processes.81 A serendipi-
tous finding occurred when a monkey watched a researcher eat a peanut. 
The neuron that had been activated when the monkey ate a peanut became 
active when the monkey watched someone else eating a peanut. There was 
a “mirroring” or “reflection” between the monkey’s motor region and per-
ceptual area for the same action. The scientists called these “mirror neurons.” 
This exciting finding revealed the integration of perception and action in a 
new way. Since that original discovery, numerous research groups have pur-
sued the nature of this neural property and have found its function important 
for understanding the development of the human mind and the social nature 
of the human brain.82 Here I briefly highlight some of these discoveries and 
show how they relate to our central theme: the interconnectedness of mind, 
brain, and relationships.
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First of all, to be a mirror neuron, a cell must have both motor and per-
ceptual activation. Many neurons may respond to linkages between motor 
and perceptual processes, but are themselves not considered to have mirror 
properties. Second, the actions that a mirror neuron responds to are very 
specific. These are acts with intention or purpose behind them— actions with 
predictable sequences. If I randomly move my hands in front of you, your 
mirror neurons will not respond. If I have a cup in my hand and begin to 
drink, your mirror neurons will respond, because you “know” what a cup 
means: You have seen people drink or have had a drink with a cup yourself 
in the past. The mirror neuron system learns from experience.

Marco Iacoboni and colleagues have 
pursued studies of mirror properties in 
human brain functioning, and have pro-
posed that the mirror neurons in the fron-
tal and parietal regions of the cortex work closely with the superior temporal 
neurons to create a neural representation of the intentional state of the person 
being perceived.83 In this way, firing among mirror neurons and related areas 
creates a neural image of the mental state of another person. Here we see an 
important third principle: The perception of another’s predictable motions 
is used to create an image of that person’s mind. This is a possible way in 
which mind is imaged by brain at a very basic level. Recently these mirror 
properties were found in direct studies of single- neuron activity in the living 
human brain.84

A fourth fundamental concept is that this image of the other’s intentional 
state is then used to initiate behavioral imitation and internal simulation. 
Imitation enables you to take a drink of water after watching my motion of 
drinking from a cup. This is the basis of learning behavioral sequences and 
acquiring language. It is why this learning is so dependent on human inter-
actions, not merely stimulation from the environment.85

Mirror properties also enable internal simulation. Though the details of 
this process are still being formulated, one proposal is that the cortical mir-
ror neurons and related areas influence the state of activation of the lower, 
subcortical regions (limbic, brainstem, body proper) by way of the insula. 
With the change in internal subcortical state, these shifts are then sent back 
upward, also through the insula, and registered in the middle prefrontal 
regions— especially the anterior insula and cingulate. This is how we come 
to know what we are feeling, to have interoception. When you see me drink 
from a cup, you may feel both thirsty and even have a sensation of liquid 
flowing in your throat.

Finally, a fifth notion is that the mirror properties in our brains enable 
us to imagine empathically what is going on inside another person. Internal 

The mirror neuron system learns 
from experience.
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simulation—the process of absorbing and resonating with others’ internal 
states—is thought to be the first stage of compassion, or “feeling with” other 
persons. This gateway of empathy is clearly dependent on both prior learn-
ing and present input. If you are from New York City and I raise my hand in 
front of you, you may imagine that I am hailing a cab. If you are currently a 
student, you may imagine that I am intending to ask a question. If you have 
been abused, you may feel that I am going to hit you. Prior learning shapes 
the empathic interpretation and the internal simulation.

Overall, the discovery of mirror properties in the brain gives us a win-
dow into the profoundly social nature of our nervous systems. Mirror neu-
rons, like any new findings, have generated heated debate, controversy, 
overenthusiasm, and misunderstanding. Studies of the human brain during 
surgery have revealed that “multiple systems in humans may be endowed 
with neural mechanisms of mirroring for both the integration and differ-
entiation of both the perceptual and motor aspects of actions performed by 
self and others.”86 The initial findings reveal that a human’s brain is able to 
detect the internal states of others by way of their actions, and then to alter 
both behavior and the human’s own internal state in response. Though the 
details will naturally be revealed with future careful research, these findings 
help illuminate some of the basic processes that connect mind, brain, and 
relationships. How we come to understand others is directly related to our 
awareness of our own internal states. How we come to know “who” we are 
is shaped by the communication we’ve had with others. If that communica-
tion has been filled with confusion and unpredictable actions—or filled with 
hostile intention—then our internal sense of a coherent self will be compro-
mised. In contrast, being around caregivers early in life who are attuned to 
our own internal worlds in a reliable way will provide us with the “mirror 
experiences” that enable us to have a coherent and flexible sense of our selves 
in the world.

RESPOnSE FLExIBILITy, RELaTIOnSHIPS, anD EMOTIOn

Central to the process of creating meaning and emotion is the prefrontal 
cortex.87 As noted in Chapter 1, this prefrontal area of the brain can be said 
to include ventral areas, such as the insula, and medial structures, such as the 
orbitofrontal cortex, the ventromedial prefrontal cortex, and also the anterior 
cingulate cortex.88 Overall, the prefrontal areas sit at the interface between 
the “lower” regions involved in taking input from the body and the senses, 
and the “higher” parts involved in integrating information and creating 
complex thoughts and plans. This integrating prefrontal region is involved 
in stimulus appraisal (the meaning, value, or emotional valence given to a 
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stimulus),89 affect regulation (the capacity of the brain to modulate its psy-
chophysiological state),90 social cognition (the complex process by which an 
individual develops “mindsight” or the ability to perceive the mental state of 
another),91 and autonoetic consciousness (the ability to perform mental time 
travel).92 Other processes involving the appraisal– arousal structures, such as 
the orbitofrontal cortex, the anterior cingulate, and the amygdala, include 
emotional memory (especially fear),93 empathy (feeling what another feels 
and understanding the point of view of another),94 and categorical emo-
tions.95 The middle of this region— especially the right orbitofrontal area—is 
postulated to have atypical structure in autism, the major disorder of social 
cognition.96 Generally, the more ventral a region is (orbitofrontal, ventrolat-
eral, ventromedial, and the ventral aspect of the anterior cingulate), the more 
closely interactive it is with lower limbic and bodily processes.97 More dorsal 
regions (dorsolateral and dorsomedial prefrontal areas, and the dorsal aspect 
of the anterior cingulate) play a role in more analytic/cognitive processes 
related to thought.

The middle prefrontal cortex has also been demonstrated as central in 
mediating a process we can call “response flexibility.” As Nobre and col-
leagues have demonstrated in visual stimulus experiments, parts of this region 
appear to mediate the “switching or reversing of stimulus– response associa-
tions” and are at the “interface between automatic default-mode operations 
of the CNS [central nervous system] and neural processes that allow for 
flexible adaptations to shifting contexts and perspectives.”98 In other words, 
when there are changing or unexpected conditions, the middle prefrontal 
region is active in creating new, flexible behavioral and cognitive responses 
instead of automatic reflexive ones.99

In this manner, the capacity for response flexibility may become func-
tionally linked with other prefrontally mediated domains that we have 
discussed, such as autonoetic consciousness, social cognition, emotionally 
attuned communication, and working memory. As Mesulam has stated, 
“The prefrontal cortex plays a critical role in these attentional and emotional 
modulations and allows neural responses to reflect the significance rather 
than the surface properties of sensory events.”100 The prefrontal mediation of 
response flexibility may thus entail a coordinated process incorporating sen-
sory, perceptual, and appraisal mechanisms and enabling new and personally 
meaningful responses to be enacted. We can propose that such an integrating 
function may allow an individual, for example, to approach life decisions, 
relationships, and perhaps narrative responses with self- reflection and with a 
sense of perspective on past, present, and future considerations. The outcome 
of such well- developed and integrated functioning can be proposed to play a 
central role in the individual’s ongoing development, subjective experiences, 
and interpersonal relationships.
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Response flexibility enables the mind to assess incoming stimuli or 
emotional states, and then to modify external behaviors as well as internal 
reactions. Such an ability can be proposed as an important component of col-
laborative, contingent communication. The capacity for response flexibility 
may also be revealed in the coherence of the discourse process of the AAI. 
As suggested by Main,101 coherent narratives require the flexible focusing of 
attention on attachment- related issues. Conversely, the inability to exhibit 
response flexibility can be proposed to contribute to the incoherent narra-
tives found in insecurely attached adults. Such an impairment may also be 
revealed in the collapse of a narrative strategy seen in the “cannot classify” 
adult category described by Hesse.102 Thus response flexibility may be a con-
tributing link between parent–child attachment and adult narratives. In situ-
ations where this function fails to develop, or where its integration with other 

processes (especially with those mediated 
by the prefrontal regions) is impaired, 
we can predict tenacious, global effects 
on the individual’s internal and interper-
sonal experiences across time. As other 
mental processes are, response flexibility 

is likely to be state- dependent: Internal and interpersonal contexts can pro-
mote or inhibit the integrative mechanisms on which they are created. In 
this manner, response flexibility can be seen as an integrative capacity that 
is achieved under certain conditions, rather than as a fixed developmental 
accomplishment. For these reasons, an individual may exhibit this adaptive 
flexibility in certain situations and not in others. As we’ll discuss in the final 
three chapters, the ways in which emotional states flexibly integrate and 
organize widely distributed internal and interpersonal processes—the man-
ner in which the flow of energy and information is adaptively modulated—
can be seen as having a direct effect on self- regulation, relationships, and 
development across the lifespan. Future studies will be helpful in clarifying 
the nature of response flexibility, its mediation by the prefrontal region, its 
potentially experience- dependent development, and its possible relationship 
to incoherent narratives and patterns of parent–child communication.

How are response flexibility and other integrative processes influenced 
by the emotional communication inherent in many interpersonal relation-
ships? Looking toward neurobiological structure and function may shed 
some light on this question. The middle aspects of the prefrontal cortex 
sit at a crucial neuroanatomic position at the uppermost part of the limbic 
region—the center of our basic appraisals, thought to be the origin of our 
widely distributed emotional experiences. As we can see, the social/emo-
tional/meaning- making processes of the limbic region and related middle 
prefrontal areas help coordinate a wide range of mental functions. The result 

Response flexibility may be 
a contributing link between 
parent–child attachment and adult 
narratives.
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of the adaptive integration of these functions may be the proposed process of 
response flexibility.

The middle prefrontal cortex receives direct input from the sensory 
cortex, which is responsible for perception; the somatosensory cortex and 
brainstem, which register somatic sensation; the autonomic nervous system, 
which controls bodily functions; the dorsolateral prefrontal cortex, involved 
in attentional processes; the medial temporal lobe, involved in explicit 
memory; and the associational cortex, involved in abstract forms of thought. 
Allan Schore has described how the development of one part of the middle 
prefrontal region, the orbitofrontal cortex, depends on stimulation from the 
emotional connections of the attachment figure in the form of eye contact, 
face-to-face communication, and affective attunement.103 These fundamen-
tal aspects of social signals specifically activate these regions of the brain. 
The orbitofrontal cortex is also crucial in coordinating bodily states and the 
widely distributed and linked representations that are fundamental to rea-
soning processes, motivation, and the creation of emotional meaning.104

Emotion is a fundamental part of attachment relationships in the early 
years and throughout the lifespan. The earliest forms of communication are 
about primary emotional states. This sharing of basic appraisal and arousal 
processes establishes the fundamental way in which one person becomes con-
nected to another within emotional relationships. We can also propose that 
the reciprocal collaboration within such contingent communication facili-
tates the development of a parallel, prefrontally mediated process: response 
flexibility. This enables the individual to respond to changing contexts in an 
adaptive, “internally collaborative” manner. Such internal collaboration may 
be seen as a way in which widely distributed neural processes are recruited 
into a flexible state of mind—one that is adaptive to a range of internal 
as well as external factors. In this way, intimate, reciprocal human com-
munication may directly activate the neural circuitry responsible for giving 
meaning, responding flexibly, and shaping the subjective experience of an 
emotionally vibrant life. The basic idea is this: Integrative communication 
leads to the growth of integrative fibers in the brain.

EMOTIOn anD SOMaTIC RESPOnSE

The signals from the body also directly shape our emotions. Our awareness 
of bodily state changes—such as tension in our muscles, shifts in our facial 
expressions, or signals from our hearts or intestines—lets us know how we 
feel. This bodily feedback occurs even without awareness. Perceptions of the 
environment certainly occur in the brain, but the subsequent reactions of the 
body may follow very soon after and become the “data” informing us what 
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those perceptions mean to us. In this way, our appraisal mechanisms depend 
upon bodily reactions to determine the direction of subsequent elaboration. 
States of mind are created within the psychobiological states of the brain and 
other parts of the body.105

For example, characteristically negative (frowns) or positive (smiles) 
facial expressions produce corresponding biases in interpreting data.106 An 
experiment that illuminated this involved participants’ being told to contort 
their facial muscles in specific patterns. Unbeknownst to them, these config-
urations represented the various categories of emotions, such as anger, fear, or 
sadness. When they were presented with a standardized story, their appraisal 
of meaning was directly influenced by which facial musculature patterns 
they had activated. If their muscles were held in a sad way, they interpreted 
the story presented as sad. If their faces were held in a way to show joy, they 
had a happy reaction to the same story. Somatosensory data from the face are 
registered in the brain and directly influence its state of activation, so that 
information processing is shaped by the effects of these data.

Muscle changes in our limbs and faces are highly sensitive components 
of emotional reactions, and these send input directly to the brain and are 
represented in an area called the somatosensory cortex. Of note is that the 
portion of the somatosensory cortex in the right hemisphere has more inte-
grated representations of the body, including the face, than that in the left 
hemisphere, suggesting a more direct role of the right brain in the process-
ing bodily states. As we’ll see in Chapter 6, the brain’s asymmetry plays an 
important role in understanding emotion and the mind. The other form of 
bodily response takes place in the viscera, such as the stomach, intestines, 
heart, and lungs. Visceral changes are registered in the middle prefrontal cor-
tex, especially in the right hemisphere within the anterior insula and anterior 
cingulate regions. These are the areas that play a central role in interocep-
tion, enabling us to make topical maps of our visceral states as they take in 
signals from the hollow organs of the body. Interestingly, these regions of the 
brain monitor as well as regulate these visceral reactions.107

Our brains create a representation of bodily changes. These somatic 
maps are shaped by prior experience and can be independent of the present 
response. In this view, our knowledge of how we feel is based in large part 
upon the nature of these somatic maps.108 This is how implicit somatosensory 
memory can intrude on awareness of present experience. A thought can be 
associated with an emotional response containing an implicit somatic reac-
tion generated internally. This is a shift in bodily state created by our brains 
from imagination and past experiences. Memories of emotional experiences 
evoke automatic, implicit activations, which can feel as real as direct bodily 
responses and can deeply enliven the associated imagery of the recollection. 
In some cases (such as when we recall a past frightening event), we will also 
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have the actual bodily changes (such as increased heart rate, sweating, and 
dilated pupils).

If an adult was scratched by a cat as a child, the state of fear and arousal at 
the time will be registered in the brain as an implicit somatic memory of fear. 
It will be associated with the image and idea of a cat. In the future, seeing a 
cat may activate a similar bodily state of fear, instantiating a somatic recol-
lection similar to that of the initial cat scratch and activating a set of asso-
ciational memory processes also linked to the original scratch. An implicit 
bodily memory is how a thought, image, or other memory can elicit a sen-
sory response, which then initiates a cascade of fear- related associations that 
may be quite debilitating. This may be one way in which unresolved post-
traumatic conditions continue to perpetuate frightening reactions from long 
ago; such individuals feel as if they are being traumatized over and over 
again.

InDIvIDUaL DIFFEREnCES In EMOTIOnaL ExPERIEnCE

Some couples experience a kind of “compatibility” that both members of a 
pair may have felt when they first met: They resembled each other in cer-
tain favored ways of being, in certain needs for play and relaxation, or in 
preferred times for work. In some of these pairs, there is a discordant match 
in the partners’ attachment histories; the disparity between their individual 
appraisal systems may lead to difficulty in communicating. For example, a 
husband with a dismissing state of mind with respect to attachment prob-
ably had experiences with his mother that did not reinforce the positive 
effects of emotional intimacy. As an infant, his encounters with eye gaze and 
face-to-face contact were probably not associated with a sense of soothing. 
Recall that studies of avoidantly attached pairs reveal that the body contin-
ues to register distress during separation (for children) and in discussion of 
attachment issues (in adults). This finding suggests that the original value 
system, which assigned a “good” meaning to affective connections between 
people, has probably remained intact even after repeatedly disappointing and 
rejecting experiences. What has been learned is an adaptation. The brain has 
learned to adapt itself to the experience by minimizing the manifestations of 
such distress in other aspects of mental functions. The person’s development 
of behavioral and complex cognitive responses, such as memory and narra-
tive, will now serve to minimize conscious access to this persistent distress.

In this couple, the wife’s experience of her husband was that in a quiet 
way he seemed to enjoy her presence. His lack of focus on her emotional states 
provided her with a sense of first safety and then frustration. She seemed to 
have had an ambivalent attachment with her own mother and a disorganized 



172 T H E  D E V E L O P I N G  M I N D  

one with her father; she now had an unresolved adult attachment status, with 
a best- fitting alternative classification of preoccupied. On some nonverbal 
level, she felt that her husband liked being “close” to her, though he would 
never state this directly. She was probably sensing something real—an intact 
but frightened social and emotional system in her husband, which did indeed 
continue to value attachment. Both on the surface of his behavior and in his 
conscious experience, however, he denied the importance of such connec-
tions. In fact, the husband seemed to pride himself on his autonomy, often 
stating that the sign of healthy development is to “not need anyone, just want 
them.” His wife did not feel needed. She often didn’t even feel wanted.

With many couples, the very characteristics that each partner initially 
found attractive in the other become the qualities that create intolerable 
frustration and drive them to a therapist for help. In this couple, the wife was 
attracted at first to the husband’s “autonomy and independence.” She felt safe 
and unthreatened by his emotional distance. The husband liked his wife’s 
“sensitivity and ability to express her emotions.” She offered him something 
he had never had. As time went on, however, she began to feel so isolated 
that his autonomy made her infuriated. He began to sense her emotional 
response as attacks on his personality. This couple became stuck in an emo-
tional rut.

In this example, the wife’s capacity to consciously experience emotion 
was quite different from that of her husband. She was able to notice changes 
in her body’s sensations, such as a tightening in her muscles, a queasy feeling 
in her stomach, and a trembling in her hands. She might feel her face begin-
ning to smile, or notice tears on her cheeks. Each of these bodily messages 
let her know some aspect of her emotional state: anger, fear, sadness, joy. 
The ability to sense this somatic feedback is the kind of self- awareness that 
has led numerous researchers to postulate that the body’s response lets us know 
how we feel. This can be called “interoception” and seems to involve action of 

the right anterior insula.109 As mentioned 
earlier, the insula is linked directly with 
another middle prefrontal area, the ante-
rior cingulate, through the neural spindle 
cells for rapid communication between 

these structures, which enables a form of self- awareness. The insula also 
works closely with the orbitofrontal region, and together they may relay 
neural processing to the medial prefrontal cortex, wherein a sense of self is 
further elaborated and the process of self- reflection is created. The ability 
to be aware of our own internal bodily states and affective arousal—our 
emotions— directly influences the ability to be in relationship to another.

In this couple, the wife often could sense when she was having an intense 
“emotional experience” by the way her body felt. For her husband, life was 

The body’s response lets us know 
how we feel.
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not so full of these sensations. He would make decisions, perceive the world, 
and recall things (or not) without a sense that any kind of biasing was occur-
ring. But we cannot say that he was any less influenced by his hidden value 
system than his wife, whose emotions were more readily accessible to her 
conscious experience.

Working memory is able to contain a number of processes and manipu-
late them within conscious awareness. These processes include present per-
ceptual representations, items from long-term memory, and states of the body. 
However, implicit representations can influence perceptual bias, memory 
processes, and rational decision making without our awareness. To minimize 
distress and maximize function, the brain of this dismissingly attached hus-
band might have had the challenge of focusing his conscious attention away 
from attachment- related and bodily generated sensations. This diverting of 
attention might have concerned external events, such as behaving when he 
was a child as if his mother didn’t return (as seen in the infant separation 
studies), as well as internal events, such as minimizing the importance of 
parental relationships (as revealed in the AAI; see Chapter 3). A distressed 
response is most readily seen in the body’s state of increased sweating, heart 
rate, respiration, and muscle tension. Each of these may become activated in 
attachment situations with avoidantly attached children and dismissing adults. 
To avoid impairment of functioning, the representation of these responses 
must be kept away from working memory. To accomplish such a task means 
creating a pattern of neural interactions in which somatic representations are 
not linked to the working memory processes of the lateral prefrontal cortex. 
Interoception is blocked.

Given the location of these processes, we can hypothesize how this hus-
band might have been affected by such an adaptation. The cortical represen-
tations of somatic muscle responses are most highly integrated in the right 
hemisphere of the brain. Visceral responses are monitored by the anterior 
insula and the closely associated anterior cingulate, also primarily on the 
right side. The lateral prefrontal cortex is centered just to the side of the mid-
dle prefrontal cortex, with which it receives and sends direct connections. 
Reduction in input to the right lateral prefrontal cortex would be quite help-
ful to avoid receiving the representations of the right-sided somatosensory 
and orbitofrontal cortices.

What would this mean for this man and others with a similar attach-
ment history of distant emotional communication from a primary caregiver? 
Impaired input of the right-sided sources of somatic representations would 
functionally lead such individuals to be consciously unaware of their bodies’ 
responses. They would therefore not be able to know easily how they feel. 
Furthermore, if the right lateral prefrontal cortex had more general block-
ages, we would predict that the other functions of the right hemisphere might 
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also be less accessible to conscious awareness. In this case, the husband had a 
difficult time seeing the gist or context of things. He also seemed unable to 
read his wife’s state of mind as expressed through her nonverbal signals. Such 
difficulties are all problems in functions of the right hemisphere. We shall 
return to the issue of hemispheric specialization in the mind both below and 
in Chapter 6.

A common belief is that there is a pattern of gender differences in emo-
tion, especially in the empathic sharing of emotional states between males 
and females. Developmental studies have focused on the gender differences 
in relationships among friends during the school years. In general, these 
studies find “masculine” and “feminine” styles that most boys and girls, 
respectively, seem to exhibit.110 The masculine style has been defined as a 
form of mutual assertion of individuals’ talents and skills. Boys’ interest in 
athletic prowess is one example of shared assertion. This strategy leads to a 
“fight-or- flight” response pattern. The feminine style has been described as 
one of mutual empathy; girls’ interactions with each other tend to focus on 
shared expression and resonance with each other’s emotional experiences.111 
Shelley Taylor has proposed an additional reaction of “tend and befriend” in 
girls under stress.112 Clearly, however, many girls have elements of the mas-
culine style, and many boys have elements of the feminine style. Although 
generalizations of any sort must be carefully examined, it is important to try 
to understand the genetic, hormonal, developmental, and/or social factors 
within families and cultures that contribute to such observable gender dif-
ferences.

Recent discussions of the differences between the male and female 
brains, exaggerated in the popular media, may mislead us into misunder-
standing the fundamental commonalities between the genders. The exposure 
to male androgens in utero will produce a “masculinized” brain, and recent 
studies suggest that levels of testosterone in both males and females influence 
the development of the adolescent brain’s maturation as well.113 Genetic and 
hormonal influences are important. Reinforcement in families and through 
cultural practices may further elaborate such differences and contribute to 
the narrowing of how self becomes defined. In other words, social expecta-
tions can amplify initial differences between the sexes and limit the freedom 
that members of each gender can experience during development. Recall 
that attachment is gender- neutral; this means that both girls and boys are 
fully capable of making intimate connections with caregivers and of becom-
ing sensitive caregivers themselves. Simply observing girls in active competi-
tive sporting events or boys engaging in artistic pursuits reminds us to avoid 
overgeneralizations that restrict how we understand the basic needs of all 
children to develop freely and fully.
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EMOTIOnaL COMMUnICaTIOn:  
EMPaTHy anD aFFECTIvE ExPRESSIOn

An important aspect of emotions is their social function. Emotions, both 
primary and categorical, serve as the vehicles that allow one person to have 
a sense of the mental state of another. The capacity to feel another person’s 
experience has many labels, such as “empathy,” “compassion,” “sympathy,” 
“mirroring,” “attunement,” and “mindsight.” In its essence, the ability of 
one mind to perceive and then experience elements of another person’s mind 
is a profoundly important dimension of human experience.

Why is this so important? There are several reasons. The ability to per-
ceive another’s intentions, attentional focus, and evaluation of events allows 
us to understand social interactions and anticipate the behavior of other 
people. Young infants begin to differentiate between animate and inani-
mate objects in the world, attributing intention and emotional responses to 
the former and not the latter. With the assignment of intention, our minds 
are able to compare external behaviors with implied internal motivational 
states.114 This ability allows us to detect “cheaters” and note when we are 
being misled. A further evolutionary benefit is that our ancestors could rap-
idly sense when a group member was detecting danger by the look on her 
face, her gestures, or her tone of voice. Those social beings capable of such 
mindsight escaped danger more often, were less often tricked by the destruc-
tive motivations of others, and thus were more likely to survive and pass on 
the capacity for such state-to-state communication.115

From a developmental perspective, the most utilitarian of these ben-
efits is that parents can sense the inner needs of their children and there-
fore maximize the potential of their offspring’s survival. Another benefit of 
empathic attunement is that it creates an attachment bond between parent 
and child. This provides increasingly complex layers of external and then 
internal security for the growing child as he encounters an increasingly 
challenging world. The experience of being understood develops a mental 
model or inner expectation that needs are important and goals are achiev-
able. The child’s system requires the parent’s attunement to help organize 
the child’s own mind. Positive emotional states are amplified and nega-
tive ones modulated within these attuned communications. As the child 
grows, these repeated alignments of mental states allow him to develop a 
self- organizational capacity for autonomous regulation. Human infants have 
profoundly underdeveloped brains. Maintaining proximity to their caregiv-
ers is essential, both for survival and for allowing their brains to use the 
mature states of their attachment figures to help them organize their own 
mental functioning.
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The subjective side of these emotional connections is that a sense of 
belonging grows within the individual. “Feeling felt” is the subjective expe-
rience of mental state attunement. The pleasurable response to such a reso-
nance of minds may be built into our brains as a genetic inheritance of evo-
lutionary history. Having such a sense encourages group behavior, which has 
been of great survival value to our species as we evolved. It may also be the 
reason why large groups are experienced so differently from smaller ones, in 
which face-to-face eye contact and other aspects of shared nonverbal com-
munication are readily available. Committees of over a dozen people become 
unwieldy and inefficient (not that some smaller ones do much better!). Feel-
ing felt for some requires even smaller group settings, with one-to-one situ-
ations being the ideal for many people.

As social creatures, we have the capacity for a huge assortment of facial 
expressions, which are directly controlled by our nervous systems.116 Our 
tremendously rich innervation allows for exquisitely subtle and rapid altera-
tions in facial expression. To match this expressive ability, primates have 
neuronal groups in the brain that are specialized to respond to faces, and also 
to particular facial expressions. As we’ve discussed, these neuronal groups 
often rest in the value system circuits of our brains, such as in the amygdala 
and orbitofrontal cortex. We are hard-wired to have meaning and emotion 
shaped by the perception of eye contact and facial expression.117 We are also 
hard-wired to express emotional states through the face.

Complex bodily aspects of emotional processes are not easily translated 
into words. Nonverbal expressions, including those of the face, tone of voice, 
and gestures, can transfer information about internal states more fully and 

quickly to the outside world than words 
can do. Words go only so far. When any-
one asks, “How are you feeling?”, it is a 
huge translational challenge to turn such 
subtle and dynamic neural processes into 
a verbal statement. Emotion can be seen 

as an energizing drive toward motion. Seeing what a person does, rather 
than asking her how she feels, can often be a more direct road into the per-
son’s emotional state. Nevertheless, we often feel compelled to ask others 
how they feel. The social process of “talking about feelings” with each other 
is much more an interactive event than the mere telling of a linguistic mes-
sage. Words such as “sad” or “angry” are quite limited and distant symbols 
we send to each other in response to the query “How are you feeling?” The 
message is in the medium of how we respond, not in the words alone.118

The link between emotion and action is in the appraisal– arousal foun-
dation of these processes. At their core, appraisals define what is good or bad, 
what should be approached or avoided. Children are often more at ease with 

We are hard-wired to have meaning 
and emotion shaped by the 
perception of eye contact and facial 
expression.
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the hedonic tone of primary emotional states than with trying to define the 
categorical emotions they may be experiencing. When children say, “I feel 
bad,” or “I feel good,” this may be a very direct statement of their appraisal 
system and primary emotional experience.

EMOTIOn anD THE HEMISPHERES

Affect can be expressed through facial expressions and through modula-
tions in the tone and prosody of the voice. These nonverbal aspects of lan-
guage communication, in both their expression and perception, appear to 
be mediated predominantly by the right hemisphere.119 The body’s posture 
and movement can also blend with the voice and facial expression in sending 
affective signals that are readily perceived by other people. What is strik-
ing is the finding that the input from the body— including signals from the 
muscles, bones, and viscera (such as the heart and the intestines)—is more 
highly integrated in the right hemisphere than in the left. In other words, 
the whole body is represented in an integrated way in the right hemisphere. 
As we’ve discussed briefly, even the regulation of the body’s autonomic ner-
vous system is primarily mediated by right-brain mechanisms.120 The right 
hemisphere therefore appears to play a major role in mediating regulatory 
emotional processes, as well as in permitting the expression of emotional 
states and the conscious awareness of emotional experience.

For this discussion of emotion, it is important to provide some back-
ground information. Appraisal and arousal occur on both sides of the brain, 
as do other emotional processes. However, the subjective experience and the 
nature of emotion on either side of the brain may be quite different. Various 
theories propose disparate views of emotions and brain asymmetry.121 One 
perspective is the valence hypothesis, which suggests that unpleasant emo-
tions are processed on the right side and pleasant ones on the left.122 Con-
sistent with this suggestion is the view that withdrawal states and processes 
are mediated on the right side, whereas approach states and processes are 
modulated on the left.123 Another view is that socially mediated emotions, 
such as guilt or the enactment of social display rules, are processed in the left 
hemisphere, whereas more basic, spontaneous emotions are processed in the 
right hemisphere.124

Furthermore, in studies of patients with blocked communication 
between the two hemispheres, the left brain appears unable to register the 
facial expression of others. The right brain both perceives and sends messages 
through facial expressions and tone of voice.125 Therefore, it may be fair to 
propose that the nonverbal right hemisphere may be the primary location 
for the subjective awareness and expression of primary emotions as we have 
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defined them. The processing of such emotions, however, is likely to be 
mediated by both hemispheres.

Developmental studies suggest that in fact each hemisphere may medi-
ate quite different processes of engagement with the environment. As noted 
above, this may mean that approach is mediated by the left hemisphere and 
withdrawal by the right. For example, behaviorally inhibited (shy) chil-
dren reveal a dominance in right frontal electrical activity at baseline; more 
adventurous children demonstrate left frontal activation. Nathan Fox and 
Richard Davidson have each suggested that such findings support the notion 
that characteristic emotional styles may reflect profiles of frontal activa-
tion.126 Left frontal activation is associated with active approach, positive 
affect, exploration, and sociability. The absence of left frontal activation leads 
to an absence of positive affect and the experience of depression. In contrast, 
right frontal activation leads to active withdrawal, negative affect, and fear/
anxiety. Hypoactivation of the right frontal region leads to disinhibition of 
approach, with impulsivity and hyperactivity. Such a view can explain some 
features of shy and of aggressive children and the changes in their states as the 
context may alter their frontal activation profiles.

Further developmental studies suggest that both constitutional/temper-
amental and experience/attachment features may directly shape these pat-
terns of frontal activation.127 In the case of depressed mothers, for example, 
there is a marked decrease in shared positive affect states, and the infants 
(and their mothers) are seen as withdrawn. In both parents and children, 
there is a marked relative decrease in left frontal activation and increase in 
right frontal activation. If such depression lasts beyond the first year of life, 
the infants may continue to express this pattern of frontal activity for years 
in the future.128

SUBjECTIvE ExPERIEnCE

Emotion is inherently a subjective and an interpersonal experience, involv-
ing interaction with the environment and the evaluation of meaning. Expe-
riences evoke within us textured subjective states that create the fabric of 
our lives. Music has been described as one of the purest expressions of emo-
tions that exists. It is filled with contours and spacing, varied intensities, and 
modulations in sound. Studies by Daniel Levitin suggest that music is highly 
integrative: Melody links the representations in the cortex, and rhythm links 
the torso with the processes of the cortex.129 Recall that we have defined 
emotion as “shifts in integration”; thus this view of music illuminates the 
fundamental integrative function of emotion. Although the activations elic-
ited by music could be considered categorical emotion, such as joy or sadness, 
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perhaps they more appropriately reflect profiles of arousal parallel to vitality 
affects. We could call primary emotions the “music of the mind.” The pro-
cess of creating and listening to music is a form of emotional experience and 
affective communication that is profoundly integrative.

Several studies, and my own informal survey of dozens of children, 
reveal a common preference among unprofessionally trained individuals for 
the left ear when listening to music.130 Sound heard with the left ear may 
induce a more holistic sensation, a floating with the flow of the music, quite 
distinct from the sensation produced by music heard with the right ear. How 
can this be? The left auditory nerve goes primarily to the right hemisphere! 
Though there is some crossover, the auditory stimulation in the right brain 
appears to evoke a different sensation from that which goes to the left brain 
from the right ear. Try it for yourself.

Emotions recruit distributed neuronal clusters that organize the systems 
of the brain into the emerging states of mind.131 “Recruitment” can be gen-
erally defined here as a process that temporarily links distinct, differenti-
ated elements into a functional whole. In the brain, recruitment involves 
the binding of the activity of spatially distributed neural circuits at a given 
moment and across time. Emotion can be proposed to serve this integra-
tive role by way of its involvement of neuromodulatory systems that are 
themselves widely distributed. These systems have direct effects on neural 
excitability and activation, on neural plasticity and the growth of synaptic 
connections, and on the coordination of a range of processes in the brain.

We can suggest that perhaps the most active representations may be the 
ones that are recruited and then have the potential to enter the spotlight of 
conscious awareness. Consciousness may in fact be quite distinct on each side 
of the brain. Some authors have suggested that the right hemisphere is a mas-
ter at representing social context, whereas 
the left remains focused on details devoid 
of contextual meaning.132 The social con-
text of a situation determines the action 
of the appraisal systems. Internal context, 
the history of present and recent representational activity, also directly affects 
the way the appraisal systems work. The impact of representational processes 
on each side of the brain may create quite distinct contextual influences on 
the appraisal process and lead to distinct senses of conscious awareness.

We are filled with representations of all sorts: sensations and images in a 
context-rich form mediated by the right hemisphere, and linguistic symbols 
in a linear, logical, detail- oriented mode mediated by the left hemisphere.133 
If this view is true, then our daily conversations are filled with a blending of 
right-sided and left-sided communication. Some authors argue that emotional 
attunement is fundamentally right-brain-to-right-brain communication.134 

Consciousness may in fact be quite 
distinct on each side of the brain.
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This view may sound too reductionistic and simple to be either true or use-
ful. But let’s take a look at a fundamental notion of attunement: the feeling of 
another person’s experience. Merely to understand another person requires 
an intellectual grasp of the other’s experience. The ability to conceptual-
ize the mind of another, as well as to perceive what the other’s subjective 
world might be like, requires special tools that enable the kind of reflective 
functioning discussed in Chapter 3. The neurological bases of these tools 
have evolved over thousands of years and are a fundamental part of the social 
circuitry of the brain. They are intimately related to emotional experience. 
These circuits are located primarily in the right hemisphere. To feel another 
person’s experience requires the ability to take in how the other person in fact 
is feeling by way of specific signals this person is generating. These data then 
directly affect the receiver’s state of mind. Would it be such a big surprise 
to find that the neural processes of one hemisphere are best expressed exter-
nally by that hemisphere, and then perceived best by the same hemisphere, 
but in another person? After all, words generated by the left hemisphere 
of one person are best perceived and understood by the left hemisphere of 
the listener. What we are really talking about are the forms of information 
that the mind is processing. Information, let us recall, can be considered the 
swirls of energy flow that have symbolic meaning; they signify something 
beyond that energy pattern. As we’ll discuss more fully in Chapter 6, the 
types of mental representations—these symbolic swirls of patterns in energy 
flow—are quite distinct in each hemisphere. Learning about the nature of 
these differences can give us a better understanding of emotional experience 
and communication between minds.

By our second year of life, we have learned the trick of showing facial 
expressions that differ from those that would reveal our true internal emo-
tional states.135 This form of social deception allows us to act in socially 
appropriate and sanctioned ways. In a fundamental manner, this behavior 
creates a division between the private, internally experienced self and the 
public, externally expressed self. Most of us carry out this dual role every day 
in our private and public lives. If we spend too much of our time attempting 
to be “socially appropriate” with a public self, and do not express authentic 
feelings or thoughts, then we may be vulnerable to developing a “false self” 
quite distant from our actual primary emotional experience. Of note are 
findings suggesting that the left hemisphere plays a more significant role in 
the external communication of emotions that conform to social rules.136

As noted earlier, words are often quite limited in their ability to convey 
our internal states. Attunement to one another’s nonverbal means of com-
municating emotion is a much more direct and satisfying way to join with 
others. However, we must use words to attempt to understand the nature of 
emotion and the human mind. Some might argue that without words, we 
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cannot reflect on the conceptual nature of our own minds. As we’ve seen in 
Chapter 3, those parents who have the capacity to reflect on mental states 
are more likely to have secure attachments with their children. This reflec-
tive function consists of affective attunement and verbal statements about the 
importance of mental states in human experience.137 In fact, the ability to 
use words reflecting mentalizing concepts, such as beliefs, feelings, attitudes, 
intentions, and thoughts—“mental state language”—is associated with par-
ents of children who have secure attachments.138 There is a suggestion from 
a basic research study that mindfulness traits—the tendency to be aware 
of present- moment experience, to have an open stance toward oneself and 
others, to have emotional equanimity, and to be able to describe the inner 
world of the mind139—and secure attachment may go hand in hand.140 Stud-
ies have also shown that in individuals with mindfulness traits, naming an 
emotion can decrease limbic activations.141 In other words, they can “name 
it to tame it.” These ideas can inspire an approach to creating “reflective 
dialogues” with children in order to help them develop emotionally. Using 
both our nonverbal right and verbal left hemispheres, we can find ways to 
communicate the important subjective emotional experiences of ourselves 
and others. One central theme to keep in your own mind is this: Emotion 
involves shifts in how we link differentiated elements to one another—that 
is, shifts in states of integration. As we’ll see, emotion is regulatory by way 
of its integrative functions.

EMOTIOn REGULaTIOn

Emotion is indeed a complex set of processes. As we’ve seen in this chapter, 
emotion is at the core of internal and interpersonal processes that create our 
subjective experience of the self. The organization of the self is dependent 
upon the manner in which emotion is regulated. Research reveals that emo-
tion as a set of processes is both regulated and regulatory. That is, emotional 
processes cannot exist without influencing other such processes and without 
being influenced themselves by other such processes. Thus the study of emo-
tion and of emotion regulation go hand in hand.142

Self- regulation—the manner in which the process called the “self” comes 
to regulate its own processes— consists in part of the regulation of emotion. 
Sroufe describes the “twin tasks” of emotion in development as the expres-
sion of affect and its management. He states, “The ability to maintain flexibly 
organized behavior in the face of high levels of arousal or tension is a central 
aspect of stable individual differences in personality organization.”143

Susan Calkins has described pathways to emotion regulation as involving 
both internal and external sources.144 Internal features include constitutional 
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aspects of neuroregulatory structures (such as neuroendocrine, autonomic, 
and frontal lobe systems), behavioral traits (such as attentiveness, adapt-
ability, reactivity, soothability, and sociability), and cognitive components 
(including social referencing, beliefs and expectations, awareness of need for 
regulation, and ability to apply strategies). External features include inter-
active caregiving patterns (responsiveness, cooperation, reciprocity, acces-
sibility, support, and acceptance) and explicit training (including modeling, 
reinforcement, and discipline).

In general, our skills at regulating emotion allow us to achieve a wide 
range and high intensity of emotional experience while maintaining flexible, 
adaptive, and organized behavior. The processes of emotion regulation—and 
dysregulation—can involve any of the basic levels of emotion: physiology, 
subjective experience, and behavioral change. As we’ll discuss in detail in 
Chapter 7, the regulation of emotion involves the modulation of states of 
mind. Regulation of the flow of states can involve internal (physiological and 
cognitive) and interactive (engaging with the social environment) elements. 

For example, alterations in attentional 
focus, perceptual bias, or the evaluation of 
meaning can directly change the course 
of elaboration of primary emotional states 
into more differentiated categorical emo-
tions. We can utilize the very processes of 
emotion to regulate their flow.

We’ve defined emotion as shifts in states of integration. When integra-
tion is present, harmony exists. When integration is impaired, chaos and/or 
rigidity arise. As we will discover, integration within the nervous system is 
the essential process of internal regulation. Integration between people leads 
to a social form of regulation. A core aspect of the mind is an embodied 
and relational, emergent self- organizing process that regulates the flow of 
energy and information. The mind achieves its regulatory function by way 
of these integrative, emotional processes throughout life. Healthy emotional 
development does not move us from dependence to independence; instead, 
we move from dependence and care receiving to interdependence and the 
capacity to be both a care receiver and a caregiver. Here is our core proposal: 
Emotion is central to our well-being, internally and interpersonally, because 
integration is the essence of health.

Before we can appreciate the details of these complex regulatory pro-
cesses more fully, we will need to review what is known about how states 
of mind are created within the complex system of the brain (Chapter 5) and 
how we construct reality with representational processes (Chapter 6). Then 
we will be ready to wrestle with the question of how the brain organizes its 

The processes of emotion 
regulation—and dysregulation—
can involve any of the basic levels 
of emotion: physiology, subjective 
experience, and behavioral change.
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own functioning, including how it regulates emotional states within itself 
and in connection with others.

REFLECTIOnS: EMOTIOn anD THE MInD

An amusing cycle of responses sometimes enters the classroom when a psy-
chotherapy student or teacher asks the question “What is a feeling?” “A 
feeling,” the response sometimes goes, “is an emotion. It is what you feel 
when you are emotional. Emotions generate feelings.” An initial way out 
of this endless loop comes from the knowledge of how central emotional 
processes are for human relationships. Emotions are the contents and pro-
cesses of interpersonal communication early in life, and they create the tone 
and texture of such communications throughout the lifespan. This view at 
least brings emotions out of the individual and into the interaction between 
people. Still, this leaves us with only a bit more clarity about the challenging 
task of how to define emotions.

Everyday descriptions of emotions may seem more appealing than try-
ing to create seemingly restrictive, scientifically derived concepts and defini-
tions. Emotions are what allow us to fall in love. They are the stuff of poetry, 
art, and music. Emotions fill us with a sense of connection to others. They 
link families together; they remind us of who is important in our lives. Emo-
tions make life worth living. For some, becoming scientific about emotions 
risks reducing the essential and passionate stuff of subjectivity into some 
neural- circuitry-based explanation that appears cold and useless. However, 
the application of neural science principles to understanding our feelings can 
actually expand and enrich the subjective experience of our own emotional 
minds. Understanding the neuroanatomic convergence of social interactions, 
appraisal, and emotional arousal helps us to see how the mind creates and is 
created by interactions with other minds. We can now move beyond circular 
definitions and embrace the metaphors of emotion in a deeply impassioned 
and integrated manner.

This chapter has provided a broad set of specific definitions of emo-
tion that can enable us to understand human experience more fully. This 
view sees emotions as the flow of energy, or states of arousal and activation, 
through the brain and other parts of the body. This process emerges from and 
directly affects the further processing of information within the mind by way 
of the appraisal of meaning. Three phases can be identified. First, a stimulus 
(internal or external) evokes a state of initial orientation, creating a sensa-
tion of “Something important is happening; pay attention now!” This focus 
of attention is automatic and does not need to involve conscious awareness. 
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Next, the value systems of the brain continue to appraise the meaning of that 
stimulus and of that initial orientation itself by means of elaborated appraisal 
and arousal processes and the activation of certain circuits. At this point, the 
sensation may become “This is good” or “This is bad.” These first two steps 
of an emotional response contain activation profiles, such as surges of energy, 
that can be defined as “primary” emotions. In their essence, primary emo-
tions are the beginning of how the mind creates meaning.

Externally, primary emotions can be seen as vitality affects, expressed by 
the contours of activation of the body, facial expressions, nonverbal gestures, 
and tone of voice. These vitality affects constitute the primary connection 
between infant and parent. This finding reveals the exquisite sensitivity of 
the appraisal centers to social interaction and shows how emotions are ini-
tially created within our relationships with others.

A third phase in emotional response is what is more generically thought 
of as “emotion”: the differentiation of initial orientation and elaborated states 
of arousal and appraisal into categorical emotions. Examples of such emo-
tions found throughout the world in characteristic expressions are sadness, 
anger, disgust, surprise, joy, fear, and shame. The brain and other body sys-
tems appear to have common pathways by which these distinct categorical 
emotional states are physiologically manifested and expressed as categorical 
affects.

Generated by the value systems of the brain, these emotional activations 
pervade all mental functions and literally create meaning in life. In this way, 
we can say that emotion and meaning are created by the same processes.

Information processing involves the creation and manipulation of cog-
nitive representations. Attentional mechanisms direct the flow of informa-

tion processing. Within perception and 
memory, the appraisal systems of the brain 
must label representations as significant or 
value-laden. In this way, the appraisal and 
arousal processes—the central features of 

emotion—are interwoven with the representational processes of “thinking.” 
Creating artificial or didactic boundaries between thought and emotion obscures the 
experiential and neurobiological reality of their inseparable nature.

Energy flow is a basic aspect of primary emotions. As states of mind 
emerge within the individual, the changing activations that create them 
are often experienced as primary emotions. The regulation of emotion, or 
the regulation of information and energy flow within the brain, creates the 
experience of the self. The capacity to assess the personal significance of 
events and to alter automatic, reflexive responses may be carried out by the 
prefrontal regions in a process we have called “response flexibility.” When 

We can say that emotion and 
meaning are created by the same 
processes.
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such an ability becomes integrated with other aspects of emotional and 
memory processing, the individual may be able to generate a set of internal 
and interpersonal experiences that enables the self to have a flexible form of 
regulation. We’ll soon dive more deeply into the proposal that regulation 
itself emerges from the core process of integration. In the next two chapters, 
we will examine how the mind organizes itself by how it regulates the flow 
of information and mental states both within itself and with other minds. 
Emotion and its modulation are in this way a fundamental part of informa-
tion processing and energy flow.
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c h A P t e R  5

States of Mind
Cohesion, Subjective Experience, 

and Complex Systems

DEFInInG STaTES OF MInD

How does the mind coordinate information processing in order to con-
struct reality in the moment? How do billions of neurons with trillions of 
interconnections within the brain become activated in organized patterns 
that influence our mental lives? How is the flow of energy within widely 
distributed neurons actually regulated? An answer to each of these questions 
can be found in the idea of a “state of mind.” States of mind allow the brain to 
achieve cohesion in functioning.

A “state of mind” can be defined as the total pattern of activations in the brain at 
a particular moment in time. Patterns of activation within distributed regions, 
called “neural net profiles,” reveal the various circuits that mediate informa-
tion processing. These activated circuits are distributed in a widely intercon-
nected web, with profoundly complex inputs and outputs linking various 
clusters of cells that carry out particular functions.1 At a very basic level, for 
example, we can suggest that a fearful state of mind is the clustering of related 
processes in a cohesive whole. A state of heightened caution, focal attention, 
behavioral hypervigilance, memories of past experiences of threat, models of 
the self as a victim in need of protection, and emotional arousal alerting the 
body and mind to prepare for harm are all processes that become function-
ally primed or readied for activity. A state of mind therefore involves a clus-
tering of functionally synergistic processes that allow the mind as a whole to 
form a cohesive state of activity. Cohesion is the quality of elements’ sticking 
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to one another. The benefit of cohesion is to maximize the efficiency and 
efficacy of the processes needed in a given moment in time. Cohesive states 
of mind are highly functional and adaptive to the environment. However, 
“cohesion” is not the same as “coherence,” in which there is a fluid and adap-
tive flow across time.2 Coherence emerges with increasing complexity—an 
outcome of integration and mental health.

In Chapter 4, we’ve seen how emotion can be conceptualized as shifts 
in the brain’s state of integration. Therefore, it is natural to view emotion as 
central to how a state of mind assembles distinct elements of neural process-
ing into a temporally linked set of firing patterns in the moment. This is the 
essence of a neural net profile, the set of activated neurons linked together 
in a given moment of time. To better understand these complex processes— 
states of mind—we must look at some ideas about how systems function.

Modules, Modes, and Systems

At a fundamental level, the brain’s circuitry creates patterns of activation that 
serve as symbols (i.e., “representations”). These patterns represent informa-
tion and cause further mental processes to occur.3 In turn, these processes 
themselves represent information. That is, they serve as symbols for some-
thing other than the patterns of firing that they are. This is the information 
processing of the mind. A representation is an active, dynamic process that 
leads to further neural activations.

The differences between distinct forms of representation lie in the pat-
terns of firing and in the location of the neural circuits being activated. 
For example, within the circuits linked directly to the outside world and 
to the body, sensory representations are created. Perceptual representations 
established by these sensory inputs are then processed and transformed into 
more complex representations. For example, when you visualize a “table,” 
you activate a representation of the table located in the occipital cortex, 
which receives signals sent from the eyes. This location helps define the 
representation’s visual quality as a pattern of angles and contrasts. The sen-
sory information is then further processed and transformed into conceptual 
representations. These more complex and abstract symbols are thought to 
emanate from the activity of the neocortex, especially toward the front of 
the brain. Circuits for linguistic representations—words and their various 
elements and combinations—are primarily located in the left hemisphere 
in the side or temporal lobes. The expression and reception of nonverbal 
intonations of spoken language are thought to emanate from the activity 
of the right hemisphere. Overall, the localization of processing lends a specificity 
to our experience of mental representations, directly shaping the content of informa-
tion and the subjective quality of that content. An image logically assessed by the 
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left hemisphere’s more analytic circuitry will have a very different texture 
from that of the same image processed in the more receptive, holistic right-
 hemisphere cortical columns.

Cognitive neuroscience uses the terms “modules,” “modes,” “systems,” 
and “processes” to describe how mental representations emanating from 
neuroanatomically distinct sites may be organized into a cohesive whole.4 
This framework is derived from the mind’s central function as an infor-
mation processor. Mental activity stems from basic processing modules. A 
“module” can be defined as a set of neural circuits carrying a certain type of 
information and utilizing a similar form of neural signal or code. For exam-
ple, a module for processing visual input involves the signals sent from the 
eyes to the occipital cortex. This sensory module may include circuits that 
detect certain shapes, contrasts, or angles. Another type of module, a visual 
perception module, may consist of circuits that cluster these sensory repre-
sentations into perceptual patterns (such as “form of furniture” or “face”). 
Together, these and similar modules process visual data into more complex 
representations, forming the visual “mode.” If this information is then coor-
dinated with other perceptual modalities (modes), we have the perceptual 
“system.” Examples of other systems of the mind include the various forms 
of implicit and explicit memory.5 Within explicit memory, there is a sys-
tem composed of the modes of autobiographical versus semantic memory. 
Within the autobiographical mode are the modules encoding specific epi-
sodes, gists, and generic autobiographical knowledge. For example, when we 
ask someone to tell us what he remembers about last year, he will activate his 
explicit memory system’s subcomponent mode of autobiographical memory 
and its basic modules. As we’ve discussed, these components have specific 
neural circuitry involved in the encoding and retrieval functions of autono-
etic  consciousness.

States, Traits, and Cohesion

We are using a vocabulary of modules, modes, and systems to describe one 
way in which the system of the mind can be conceptualized. What is the 
point? The point is that the activities of the brain become organized in a pat-
terned fashion as these layers of increasingly complex information process-
ing. We experience these patterns of activity as states of mind. The patterns 
themselves are made of neural firings that contain an electrochemical flow 
of energy and information. In other words, a “state of mind” arises from a 
neural net profile of brain activity and is ultimately experienced as an aspect 
of subjective mental life. I suppose we could call these “states of brain firing” 
and avoid this mind–brain question. But the reality is that we often use the 
“state of mind” phrase with its subjective feeling of “mood” or “emotional 
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valence,” and so it is naturally a part of our subjective mental lives. Beyond 
shaping how we feel in the present, a state of mind also does two funda-
mental things: It coordinates activity in the moment, and it creates a pattern of brain 
activation that can become more likely in the future. That is, a state of mind can 
become a remembered brain activity configuration or neural net profile. 
Repeated activation of particular states—for example, a shame state or a state 
of despair—makes them much more likely to be activated in the future. In 
this manner, states can become traits of the individual that influence both 
internal and interpersonal processes.6

A state of mind clusters the activity of specific systems of processing. 
The degree to which this clustering is effective and useful determines the 
state’s cohesiveness. What coordinates a state’s clustering process? We can 
propose here that part of the answer is emotion. The regulation of emotion 
directs the flow of energy through the brain’s changing states of activation. 
Recall from Chapter 4 that there are convergence zones in the brain, such as 
the prefrontal cortex, thought to be responsible for the coordination of the 
activity of widely distributed systems: bodily state, arousal– appraisal centers, 
attention via the lateral prefrontal cortex, perception from the sensory cor-
tices, abstract representations within the associational neocortex, memory 
processes via the medial temporal lobe, and motor responses via the basal 
ganglia.7 The activation (energy) of these circuits determines their contri-
bution to the brain’s overall state at a given point in time. When activated, 
these circuits create and process representations (information) within their 
specialized computational modes. The regulation of emotion is mediated in 
part by the limbic and prefrontal regions of the brain, with their structural 
interconnections and functional capacity to coordinate a wide range of brain 
activity.8

Organizing Effects of States of Mind

What does “to coordinate a wide range of brain activity” actually mean? 
Literally, this means that the various systems that make up the brain—
from “lower” or “simpler” ones (such as the registration and regulation of 
the autonomic nervous system’s control of bodily states) to the “higher,” 
more complex ones (such as the neocortical conceptual representations of 
thought)—can be functionally linked and temporally associated with each 
other in a given state of mind. In this context, “linked” means that the sys-
tems are simultaneously activated and have functional influences upon each 
other as well as on our interactions with others.9 This is a state of mind.

A state of mind can be proposed to be a pattern of activation of recruited systems 
within the brain responsible for (1) perceptual bias, (2) emotional tone and regula-
tion, (3) memory processes, (4) mental models, and (5) behavioral response patterns. 
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A state of mind can have enduring clusters of activation of each of these 
basic elements. One can discover the elements of an individual’s state of 
mind by focusing on the elements of her perceptions, feelings, thoughts, 
memories, attitudes, beliefs, and desires—and how these may be influencing 
her behavior and interactions with others. Also, because states of mind are 
dynamic processes, trying to understand them also requires that we look at 
the changes in the individual’s mental processes over time.

Each moment brings a combination of activations creating a unique state 
of mind. However, repeated patterns of activation may become “engrained,” 
meaning that they are made more likely to be reactivated in the future as 
noted above. Particular states of mind may develop cohesion through their 
repeated activation, as well as through the functional benefits of their inter-
nal linkages.

At times, the mind cannot organize itself effectively in response to 
experiences. Such experiences are traumatizing, in that they overwhelm 
the mind’s ability to adapt.10 As we’ve discussed in the case of disorganized 
attachment, some interpersonal experiences result in the mind’s becoming 
unable to form a cohesive and adaptive state. In this situation, the mind 
enters a chaotic, disorganizing state of activations lacking in cohesion. The 
noncohesive characteristic of such a state may itself become a trait of the 
individual. Disorganization or disorientation becomes a repeated pattern of 
activation or state of mind. This may explain dissociation as an adaptation to 
stress seen in those with histories of disorganized attachments.

If an individual has been exposed to repeated neglect as a young child, 
a state of despair may have been activated and engrained. In this state of 
excessively low energy, perceptions of the world are marked by a sense of 
rejection; emotions are filled with shame and hopelessness; memories may 
evoke previous experiences of being rejected; a model of the self as unlovable 
and of others as unavailable may be activated; and there may be a behav-
ioral tendency to withdraw. Because this state of despair has been repeatedly 
activated, it will be more likely to be activated in response to even minor 
signs of rejection, such as a friend’s or therapist’s not returning a phone call 
on time. The response to this environmental context is a function, in part, 
of this individual’s history. The entire cluster, however, can quickly become 
the dominant information- processing mode at such a moment, giving the 
individual a sense of massive rejection and despair far exceeding the ini-
tial stimulus and not having any clear, consciously accessible connection to 
experiences from the past.

Our subjective lives emerge from mental states that are exquisitely sensi-
tive to social interaction. Recall that as open, dynamic systems, we are com-
posed of lower levels of subcomponents, as well as being ourselves subcom-
ponents of the larger systems of social connections in which we live. Our 
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brains have circuits specifically designed to receive and send social signals. 
Our minds are thus able to process and utilize this information, so that we 
can be active participants in social communication. In the example above 
of a despair state, the individual’s prior history has engrained a tendency 
to be excessively sensitive and responsive 
to social signals containing information 
about another’s lack of interest. In simpler 
terms, the person can easily feel rejected. 
When not in such a state of mind, the 
individual may function perfectly well. However, the regulation of her state 
of mind—her modulation of emotion—is such that she can quickly (and 
maladaptively) enter a paralyzing state of despair, which influences the rest of 
her mind’s information processing in the direction of reinforcing that state. 
She perceives, feels, remembers, conceives, thinks, and behaves in ways that 
even more deeply engrain the state of mind at that time. Such are the orga-
nizing and self- reinforcing effects of a state of mind.

Let’s look next at an example of how the state of mind can change rap-
idly in response to environmental cues.

Context Sensitivity

If a man is walking with his romantic partner on a beach, enjoying the breeze 
and the sound of the waves, he will be in a certain state of mind that may be 
characterized by an attentional focus on the water and sky and on his lover’s 
hand in his own; an awareness of a deep sense of calm and connection; easy 
access to other similar romantic moments; a mental model of life as simple 
and rewarding; and a behavioral set of gentle, easy responses to others as he 
strolls down the sand. He may have a model of himself as a lovable person 
deserving of such a tranquil and connecting experience.

If someone suddenly grabs this man’s shoulder and roughly says, “Hey, 
give me your money!”, his state of mind is likely to be suddenly transformed. 
This encounter creates a new context. The state of his mind is extremely 
sensitive to external conditions. This change in the environment creates a 
shift in his brain. He perceives the sound of the intruder’s tone of voice, the 
content of his message, and the bodily contact. All of his sensory processing 
systems, including auditory, visual, and somatosensory (bodily sensations), 
take in the data. At an early, “lower” level— before complex processing and 
long before conscious awareness—his alarm/defense system, including the 
amygdala, fires an internal signal of “Danger!” This subcortical processing 
takes rapid effect in shifting his state of mind. This shift in state leads him to 
have a perceptual bias to interpret environmental stimuli as threatening. A 
behavioral response pattern of fight or flight will become activated, with his 

Our subjective lives emerge from 
mental states that are exquisitely 
sensitive to social interaction.
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heart beginning to race and muscles tightening. These sensations may feed 
back to his emotional processing centers, especially the orbitofrontal cortex, 
and let his mind know that he is feeling scared and/or angry. His attention 
may be mostly focused on the intruder’s actions, but he may also become 
aware of his bodily response and altered mental state within working mem-
ory, which (as we’ve discussed) has been proposed as a possible mechanism 
for conscious experience. Memories, explicit and implicit, of other moments 
of danger and fear may become more readily accessible via the mechanism of 
state- dependent retrieval. This is useful in accessing knowledge of what he 
did and skills he exercised in similar past situations. A mental model that the 
world is a dangerous place may now become active. A model of the self may 
include anything from “I can protect myself” to “I knew this would happen 
to me; I am such a vulnerable and helpless person.”

Often the shift between states of mind is not so dramatic as in this 
example. Context changes can be quite subtle; they may be induced, for 
example, by alterations in a companion’s tone of voice or facial expression. 
Our minds are continually responding to external cues, especially from the 
social environment.

A more common situation that generates state shifts occurs when an 
adult travels “back home” to visit parents for the holidays. Returning to 
the physical and social environment of one’s youth can provide context cues 
that activate old states of mind. A person may find herself, unwillingly and 
initially unknowingly, suddenly feeling “like a child” again. Sensations of 
dependence, inadequacy, or anger may dominate her emotional experience. 
She may begin acting as if she were a teenager again, taking part in minor 
(or major) battles with parents. As this person watches herself taking part in 
these old behavioral patterns, she may notice that her parents are also acting 
as if she is their renegade adolescent again! Which came first, their treatment 
of her or hers of them? How does this process occur? To understand states 
of mind and the rapid and intricate ways they are influenced by our present 
experiences and past encounters, we need to turn now to the study of com-
plex systems.

COMPLEx SySTEMS

Complexity, natural Selection, and Connectionism

A single brain functions as an elaborate system that can be understood by 
examining the “theory of nonlinear dynamics of complex systems” or, 
more briefly, “complexity theory.”11 This perspective has been applied to a 
range of inanimate and living systems in an attempt to understand the often 
unpredictable but self- organizing nature of complex entities functioning as 
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a system. The human brain has been examined by a number of theoreticians 
as one such nonlinear “dynamic system,” also called a “dynamical system.” 
Though a detailed review is beyond the scope of this chapter, some of the 
basic ideas of this approach are described here. The following discussion also 
draws on a variety of related theories about systems, complexity, and “paral-
lel distributed processing” or “connectionism.”12 Moreover, I propose that 
these principles can be applied not only to the single brain or mind, but also 
to the functioning of two or more brains or minds acting as a single system. 
These applications allow us to deepen our earlier discussion of states of mind 
and their fundamental importance in creating internal experience and shap-
ing interpersonal relationships.

The brain is a complex system whose processes organize its own func-
tioning. That is, a complex system has an “emergent property” that arises 
from the interaction of its basic constituents. This property is called “self-
 organization.”13 I have proposed from the beginning that the mind emanates 
from social interaction and from the activity of the brain, and thus it is fair 
to say that the mind itself is complex and has self- organizing properties.14 
Despite the huge number of neurons involved and the nearly infinite variety 
of states of mind that can be created, this conceptual approach helps us to 
make sense of the self- regulating processes of the mind.

Complexity theory is a mathematically derived collection of principles 
governing the behavior of physiochemical systems, such as groups of mol-
ecules or patterns of clouds.15 The application of this theory to biological 
systems, including the mind, has some fascinating implications. How can 
we equate clouds with the human psyche? Aren’t inanimate objects and life 
forms fundamentally different? Remember, however, that biological sys-
tems are composed of basic atoms that are not alive. Complexity theory has 
been applied to an understanding of systems from molecules to societies, 
with extremely useful and unique applications.16 What makes living systems 
unique is that they have evolved through natural selection into the adaptively 
complex forms that make up life on earth. Evolution has yielded complex 
designs without a formal designer; the function of the complex forms has 
allowed them to be open to the external 
environment and to adapt to it over gen-
erations.17 In this way, living systems are 
open systems capable of responding and adapt-
ing to the environment.

What have these complex living systems evolved to do? They have 
evolved in ways that enable them to survive and reproduce. This is the fun-
damental principle of natural selection. How well a trait works within a 
particular environment determines whether a species will maintain the trait 
in subsequent generations. In this way, a living system is organized to attain 

Living systems are open systems 
capable of responding and adapting 
to the environment.
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goals: to maintain itself and to pass on its genes. The human nervous system, 
particularly the brain, has evolved to be specialized at solving problems. 
These problems can range from how to avoid drowning to how to find food 
or a mate. The adaptive design of the brain allows it to process specific forms 
of information in the service of achieving the fundamental goals of natural 
selection: survival and reproduction. The mind, as a product of the activity 
of the brain and relational interactions, in many ways reflects this evolution-
ary process.18

But the brain has a physical structure of its own that is unique to its 
evolutionary history. Certain regions, such as those for smell and vision, have 
become relatively smaller than those of our ancestors. Other regions, such as 
the neocortex, have become larger. It is clear that the brain itself is composed 
of an intricately interconnected set of neurons distributed in a spider-web-
like fashion.19 This allows for simultaneous—or parallel— processing of dif-
ferent kinds of information. Studies of this “parallel distributed  processing” 
are part of a perspective called “connectionism.”20 The theory of natural 
selection does not in any way contradict a connectionist view of the brain. 
Nor do either of these two views preclude our understanding of the brain as 
an information processor. In early computer design, information was pro-
cessed serially, one bit after another. The advent of computers with paral-
lel processors (i.e., simultaneous processing) has resulted in learning capaci-
ties far more similar to those of human brains. The issue is that the innate 
structure of a connectionist set of interconnected processors, such as neu-
rons, yields the ability to remember, compare, and generalize. This helps 
us understand how the brain carries out these fundamental functions that 
permit the processing of information.

A “localist view” of information processing proposes that representa-
tions may also be embedded in more localized neural assemblies—the sim-
plest being a single neuron, amusingly termed a “grandmother cell.” Localist 
and connectionist views may also work in concert, in that some processing 
may be locally constructed, whereas other processes may be more widely 
distributed.21

One way in which a connectionist model functions is to place “weights” 
or “degrees of strength” on the connections among basic elements—such 
as the neurons, in the case of the brain. When the relative strengths of the 
synaptic connections are altered, the information contained within the pat-
terns of firing can be modified.22 Subtle and rapid alterations in synaptic 
strengths are products of learning; the general ability to have connection 
strengths is innate and may be influenced by genetics, as well as by a wide 
range of neural processes in the brain itself.23 Some of these connection 
strengths may be predetermined by our genetic inheritance: Our brains may 
be preprogrammed to create systems that tend to process certain forms of 
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input preferentially, such as the faces of attachment figures in the case of 
our attachment systems. These innate values are of evolutionary benefit and 
remain encoded in our genetic endowment.24 Appraisal systems can have 
inherited values that imbue emotional meaning in everyday life. But syn-
aptic strengths may also be determined by experience by way of the process 
of neuroplasticity that allows learning to occur. Here we see how emotional 
experience may reinforce learning. In this manner, as we’ve seen, experience 
affects the brain by altering the strengths of synaptic connections.25

Complex systems are also believed to have an innate property that cre-
ates a sense of order, cohesion, and stability across time. As stated earlier, 
this emergent property is called “self- organization.”26 Natural selection, 
connectionism, and information- processing views are all compatible with a 
complex systems or dynamical perspective on self- organization. Evolution-
ary theory helps us understand how systems evolved into adaptively complex 
forms designed to carry out specific problem- solving behaviors. Connec-
tionist theory helps us understand how these skills in processing information 
can be carried out within the three- dimensional substance of interconnected 
neural tissue. Our unique patterns of information processing reflect the fun-
damental components of the mind that are shaped by this evolutionary his-
tory and the physical reality of brain structure. Now we will add complexity 
theory to the conceptual mix in order to understand how the mind organizes 
its own functioning—and its states of mind.

The theory of nonlinear dynamics of complex systems, or complexity 
theory, provides several principles that will deepen our ability to under-
stand many aspects of the mind, from emotions to human relationships. As 
Boldrini and colleagues have stated, “the spontaneity, unpredictability, and 
self- organizing properties of nonlinear dynamic systems are well suited to 
explain the notoriously spontaneous, unpredictable, and creative nature of 
human beings.”27 Dynamical systems are defined by being open to forces 
from outside of themselves and being capable of chaotic behavior. Dynami-
cal systems have three major features: (1) They have self- organizational 
properties, (2) they are nonlinear, and (3) they have emergent patterns with 
recursive characteristics.28 Let’s take a closer look at each of these features.

Self‑Organization: The Movement toward Maximizing Complexity

Within an individual living being, a driving force of development is the move-
ment from simplicity toward complexity. Esther Thelen has proposed that in child 
development, abilities such as reaching, crawling, and walking can be viewed 
as increasingly complex patterns of a child’s behavior.29 The unfolding of 
human development throughout the lifespan can be seen as governed by this 
movement toward increasing complexity. Rather than viewing development 
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as stepwise increments in ability, we can view it as the emergence of increas-
ingly complex interactions between children and their environment. A child 
responds to the environment with a variety of behaviors, such as trying to 
grasp a toy. Within a certain context, he then learns that a particular move-
ment is coupled with a specific outcome, such as grasping the toy. When the 
toy is then covered in similar conditions, the child attempts to find it where 
it was before. If the effort is successful, the behavior is reinforced. From a 
dynamical viewpoint, the system is maximizing its complexity and therefore 
its stability by pushing behavior forward, applying old patterns in slightly 
new situations. Every moment, in fact, is the emergence of a unique pattern 
of activity in a world that is similar but never identical to a past moment in 
time.

Patterns of neural activation emerge in interaction with the environ-
ment. Certain patterns become fairly stable under specific conditions or con-
texts. These reinforced patterns or states of activation are called “attractor 
states.” A state consists of the activity of each component of the system at 
a given point in time. With unfolding experience, and especially with the 
value systems of the living brain, certain states become more probable as 
they are engrained within the system. Those “states of mind” can therefore 
be seen as “attractor states” of the system. The probability that a state of mind 
will be activated is determined by both history and present context or environmental 
conditions.

The ability to remember an event from a long time ago is an example 
of an attractor state. If you try to recall your tenth day in junior high school, 
you may be unable to remember anything. However, if you try to recall 
the most embarrassing day you experienced during junior high school, you 
may become flooded with visual images and bodily sensations of that day. 
This activation of various components of your brain—the heterogeneous 
elements of your dynamical system— assemble themselves in a pattern rep-
resenting your recollection of that day long ago. As elements of your brain 
become active, they may recruit other neuronal groups to join in the pat-
tern of activation. Your value systems, including your appraisal centers, will 
have reinforced the strength of such an attractor state in the infinite range of 
possible patterns of neuronal activation. In this way, the self- organizational 
properties of the system create a sense of ordered complexity out of the tril-
lions of synaptic connections that can be potentially fired.

In the brain, we can propose that emotional responses constitute a primary value 
system that engrains patterns of neuronal firing and shapes the emergent states of 
activation of the system. As states become engrained through repeated experi-
ence and emotional intensity, they become more likely to be activated. The 
emotional texture of a state of mind reflects the shifting states of integration 
(increasing or decreasing) that accompany the assembly and reassembly of 
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states of mind across time. These attractor states help the system organize 
itself and achieve stability in the moment. Attractor states lend a degree of 
continuity to the infinitely possible options for activation profiles.

Repeated instantiation (activation) of a particular profile of activations, 
a state of mind, can make such a configuration a deeply engrained attrac-
tor state. What does this really mean? Think of this analogy. A hillside is 
filled with tall, flowing grass in the springtime. The snow has melted, and 
you seem to be the first person to take the trail to this spot. As you look out 
from the top of the hill, you notice that there are no paths toward the pond 
at the bottom. You wend your way down to the pond, spend a few hours 
there, and then walk back up the trail that you created earlier, so as to avoid 
stomping down any more grass. The next day, another hiker comes to the 
top of the hill, sees the pond, and without much thought follows your path 
down to the pond. He returns back up the hill the same way. Day after day, 
other travelers take the same path, carving into the vegetation on the hillside 
a path that did not exist before. The probability is high that other hikers will 
continue to take this pathway, further distinguishing it from other potential 
routes. As the feet keep pounding on the soil, any grass attempting to grow 
there will be flattened. The trail becomes this year’s common pathway from 
the hill to the pond.

Such is the case for states of mind. With repeated activation, the state of 
mind becomes more deeply engrained, and the state is remembered. As dis-
cussed earlier, according to Hebb’s approach as articulated by Carla Shatz,30 
“Neurons that fire together wire together.” Shatz also emphasizes how such 
neural assemblies reinforce their associations with the phrase “out of sync, 
lose your link.” With associated and synchronized neural firing, the brain 
is more likely to activate this clustering of processes in the future as a cohe-
sive state of mind. As we’ll see, the mind as an emergent property of both 
the embodied nervous system and relationships has a self- reinforcing quality 
to its organization, which serves as the mechanism for such reinforcement. 
Post and Weiss have provided a developmental perspective on Hebb’s axiom: 
“Neurons which fire together, survive together, and wire together.”31 Thus 
repeated states of activation at critical early periods of development shape 
the structure of neuronal circuits, which then form the functional basis for 
enduring patterns of states of mind within the individual.

Stability of the system is achieved by the movement toward maximizing com-
plexity. Complexity does not come from random activation, but instead is 
enhanced by a balance between the continuity and flexibility of the sys-
tem. “Continuity” refers to the strength of previously achieved states, and 
therefore the probability of their repetition; it implies sameness, familiarity, 
and predictability. “Flexibility” indicates the system’s degree of sensitivity 
to environmental conditions; it involves the capacity for variability, novelty, 
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and uncertainty. The ability to produce 
new variations allows the system to adapt 
to the environment. However, excessive 
variation or flexibility leads toward ran-
dom activation. On the other hand, rigid 

adherence to previously engrained states produces excessive continuity and 
minimizes the system’s ability to adapt and change.32

Mental disorder can be envisioned in part as restricting the overall move-
ment of the system toward complexity by an imbalance in continuity and 
flexibility. Pathological states may force the system into disarray or rigidity; 
either one limits the movement of the system as a whole toward complex-
ity and adaptation to the environment. In fact, as we’ve discussed earlier, 
the DSM-IV-TR33 can be viewed as a collection of syndromes in which 
the various symptoms represent examples of chaos or rigidity. Integration—
the linkage of differentiated parts—is the process that moves a system in a 
flexible and coherent way, like a choir singing in harmony. Naturally, all 
individuals, even those with psychiatric disorders, become more complicated 
as they develop; their brains and their relationships acquire more detail and 
intricacy as they move through life.

Complicated is not the same as complex. The scientific use of the term “com-
plexity” refers to something very different from our everyday notions of some-
thing’s being “complicated.” For example, individuals with manic– depressive 
illness may have very complicated lives, in that they cannot rely on their own 
moods to be predictable. They may swing from the rigidity of depression 
to the chaos of mania. A very complicated set of interpersonal interactions 
and consequences may ensue, but we would not use the term “complex” to 
refer to this way of being. Complexity emerges from integration and the self-
 regulation of adaptive function. Integration is the natural outcome of self-
 organization in a complex system.34 I am proposing that the dynamical sys-
tems view of self- organization (a mathematically derived emergent property 
of complex systems) is a process parallel to developmental psychopathology’s 
view of “self- regulation.” For a developmental psychopathologist, psychiatric 
disturbance is often an example of impaired self- regulation. From the consil-
ient approach of IPNB, we can hypothesize that the mathematical emergent 
property of self- organization is related to, if not identical with, the biological 
and psychological notion of self- regulation.35 If this is true, then we can take 
the next step to propose that the self- organizational movement toward com-
plexity is harnessed to create the most flexible and adaptive self- regulation. 
Mathematically, when a complex system differentiates its elements and then 
functionally links them to each other, self- organization moves toward maxi-
mal complexity. The system also moves toward harmony when integration 
is achieved. For a biological system surviving with self- regulation at its core, 

Stability of the system is achieved 
by the movement toward 
maximizing complexity.
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we can then ascribe these same notions of integration to the ways it func-
tions. For a living entity, such as a person or a family, when integration is 
impaired, self- regulation is compromised and the individual system is prone 
to chaos and/or rigidity. We explode in rage, or we shut down in paralyzing 
fear. These are both examples of diminished complexity, even though life has 
become more complicated for such an individual. Integration, in contrast, 
enables coordination and balance as elements of a system are both differenti-
ated and linked. Recent studies of the “default mode”—the state of brain 
activity when an individual is given no instructions— reveal the importance 
of integration in healthy brain function.36 When the default mode is stud-
ied alongside the functional neuroanatomy of bipolar illness,37 we see clear 
support for the view of impaired linkage in this disorder. Studies of PTSD 
suggest that excessive coupling (too much linkage without the necessary dif-
ferentiation) is present in this condition.38 Integration is more like making 
a fruit salad than making a smoothie: It requires that elements retain their 
individual uniqueness while simultaneously linking to other components of 
a system. The key is balance of differentiation and linkage. Some researchers 
have found that child abuse and neglect impair the growth of the integrative 
fibers of the brain,39 supporting the notion that healthy states emerge from 
and also promote integration in the brain.

I am proposing here that integration is the foundation of regulation. 
That is, we achieve balanced self- regulation by integrating neural systems 
and interpersonal relationships. When a system is regulated, it promotes the 
creation of further integration. Integration is both a functional process (the 
linkage of differentiated elements) and also a structural feature of the ner-
vous system and relationships. Self- regulation is a process that emerges as a 
system moves through time, and thus it is a functional process—one whose 
existence may be discovered structurally through the presence of integrative 
fibers in the brain. The flow of states of 
mind across time may serve as an impor-
tant measure of the whole system’s coher-
ent functioning. An individual may expe-
rience relatively cohesive states that, in 
isolation, function fairly well. However, the individual’s ability to integrate 
states of mind across time into a coherent whole may be restricted if these 
cohesive states are themselves conflictual.

nonlinearity

In the second basic principle of complexity theory, dynamical systems are 
called “nonlinear,” because a small change in input can lead to huge and 
unpredictable changes in outcome. Part of this unpredictability is due to the 

We achieve balanced self- regulation 
by integrating neural systems and 
interpersonal relationships.
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context- dependent nature of the system’s response. The unpredictability also 
stems in part from the fact that the system as a whole is inherently “noisy”; 
this means that there will be random activations that may or may not be 
reinforced by encounters with the environment. Systems have both determi-
nate (predictable) and indeterminate features to their behavior.40 Because of 
these features, small changes in the microcomponents of the system can lead to large 
changes in the macro-level behavior of the organism.

In viewing the mind as a complex system, we can see that “dysfunction” 
at one level of organization may produce large changes in the functioning 
of other levels and of the system as a whole. Within brain activity, one can 
envision these changes in the functioning of the mind as emanating, for 
example, from particular regions responsible for an emotion such as fear. In 
the case of obsessive– compulsive disorder, an excessive signal, coming from 
a limbic system that “checks” the environment for danger and finds evidence 
for fear when in fact there is none, can cause a cascade of responses from 
other systems in the brain: a sense of panic, with heart rate racing; obsessions 
composed of complex, abstract thoughts about death; and compulsive behav-
iors irrationally designed to avoid catastrophe.41 Though the origin of a dys-
function may emanate from the atypical messages sent from one component 
of the brain, the cascade of subsequent reactions can be unpredictable, can be 
huge, and can involve a widely distributed response from other components 
as well as from the brain and the mind as a whole. This is nonlinearity at its 
most painful, out-of- control worst.

On the more beneficial side of nonlinearity is the finding that small 
changes in a person’s perspective, beliefs, or mental associations can suddenly 
lead to large changes in state of mind and behavior. For example, the art of 
psychotherapy can be seen as finding a way to align oneself as a therapist 
with a patient in such a fashion as to know what sort of change is needed and 
what alterations in the constraints on the system might permit such changes 
to occur. Some of the most difficult kinds of ruts can be reinforced by deeply 
engrained, inflexible attractor states, including bad habits, intrusive memo-
ries, or isolation of information processing. For some people, a small change 
in behavior or memory processing can yield subsequent changes in mental set 
(or system state) that produce large changes in behavior and internal experi-
ence. The often challenging task is to figure out which system changes are 
needed in order to alter the constraints on rigidly engrained attractor states.

Emergent and Recursive Patterns

A third property of the nonlinear dynamics of complex systems is the emer-
gent and recursive properties of their patterns of organization. “Emergent” 
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means arising from the interaction of elements of the system,42 and one 
emergent property of a complex system is self- organization. In living sys-
tems, there is no programmer, no predesigned formula for the unfolding 
of experience. As elements are differentiated and linked, as they become 
integrated, the system self- organizes to maximize complexity. “Recursive” 
means that the effects of a given state of mind return to further influence the 
emergence of future states. We are always in a perpetual state of being cre-
ated and creating ourselves. We will never be the same, and we have never 
been quite the way we are right at this moment. This emergence of being as 
we flow from state to state is characterized by an underlying sense that there 
is an incredible amount of both freedom and cohesion within the system in 
a given moment. As a person’s states of mind emerge in ways determined by 
the system’s own internal constraints and by the external constraints of inter-
personal connections with others, the self is perpetually being created.

When we focus on perceiving reality as it is in the present, we can each 
experience this emergence as a sense of vitality and freshness. Recursive or 
repeating patterns in states of mind can bring a sense of familiarity to new 
encounters. This recursive quality reinforces patterns of response learned 
from earlier encounters with the world. In this way, past events can then 
have an impact on present moment experience. To use an earlier example, if 
you were scratched and frightened by a cat as a child, seeing a cat approach 
now may start your heart pounding and your palms sweating. These are 
implicit memory reactivitations in the limbic regions and brainstem; they 
are recursive, arising from the past and influencing your present. This qual-
ity of having a recursive filtering from past influences can be adaptive in 
certain circumstances. Sometimes things that have frightened us in the past 
should continue to be avoided at all costs. In those cases, we need to respond 
rapidly, long before our cortical thought processes can decide to act. When 
engrained and restrictive patterns are taken to their extremes and become 
tyrants, however, the mind can become deadened to the vital and emergent 
uniqueness of lived experience. If your recursive response to the cat is not a 
tyrant, then it becomes possible for you to modulate the fear and experience 
the new cat in the new situation where there is likely to be a new, emergent 
outcome not imprisoned by the past.

The recursive nature of complex systems is revealed in the increasing 
specialization of a system’s trajectory of states. Early in development, for 
example, a wide array of states may be possible; as the system or organism 
evolves, it develops a more limited and more specialized set of possible states. 
This increases the system’s differentiation, based on the coordination of basic 
elements, into a more highly coupled, integrated system. Such differentia-
tion may be a product of genetically encoded information, the unfolding of 



202 T H E  D E V E L O P I N G  M I N D  

developmental processes in transaction with experience, and the ongoing 
emergence of self- organizing brain states across time. Though at first glance 
such differentiation with limitations in possible states may appear to limit the 
system’s flow, such a differentiated system actually enables states of activation 
to achieve more complexity. In this manner, the recursive, self- perpetuating 
nature of development moves the system toward increasingly differentiated 
and integrated states. As we’ll see later in this and subsequent chapters, when 
differentiated subcomponent elements become functionally coupled into a 
larger system, such integration allows for continued movement toward max-
imizing complexity.

Constraints

The system attains a balance between continuity and flexibility by having 
the ability to modify what are called the “constraints” on the system. These 
constraints are both internal (such as synaptic strength) and external (such 
as interactions with the environment). The modification of constraints is 
not performed by a hidden designer, a “homunculus,” or a “ghost in the 
machine”—that is, by some mind within the mind whose purpose is to help 
the organism adapt or organize its functioning. Constraints are modified by 
the mathematically predictable probabilities of the activities of the subcom-
ponents of the system. The emergent mind organizes itself automatically, 
based on its ability to modify internal or external constraints. The mind uses 
the brain and relationships to create itself.

Adaptation occurs through modification of constraints. Self- organization 
is dependent upon the modification of constraints in an effort to achieve 

maximal complexity. Dysfunctions in 
self- organization can be conceptualized 
as due to any pattern of constraint that 
does not permit movement toward such 
complexity. As we’ll see, patterns of mod-

ifying constraints can be effective in adapting to environmental conditions 
at one time, but can produce later limitations on movement toward maximal 
complexity. This general process may be the source of psychological dys-
function.43

Within given states of mind, dysfunction may be revealed as an inco-
hesive clustering of mental processes. In PTSD, for example, intrusions of 
memory, hypervigilance, and excessive arousal are experienced as frag-
mented mental states. In the states of mind characteristic of other disorders, 
such as personality disorders or chronic anxiety, there may be a semistable 
cohesiveness in which the isolated elements of the particular states of mind 
have a cohesive functional quality within themselves.

The mind uses the brain and 
relationships to create itself.
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attachment and Self‑Organization

Attachment patterns illustrate how adaptation to the structure of parent–
child communication can result in children’s modification of constraints in 
characteristic ways to regulate their states of mind. For example, a securely 
attached infant uses both (external) communication with her mother and her 
own (internal) regulatory functions to help organize her self- system. Dur-
ing the first few years of life, this process involves a direct response of each 
partner to the signals of the other. As we’ve discussed in Chapter 3, Aitken 
and Trevarthen have defined this as “primary intersubjectivity.”44 As the 
child develops into the second half of the first year, her ability to have a rep-
resentation of the mother, or a “virtual mother,” allows for the interaction of 
the two to have a secondary intersubjective quality in which the child’s per-
ceptions of the mother are filtered through her expectations of the virtual, 
mentally constructed representation of the mother.

In the case of a securely attached infant, the perceptive, sensitive, 
responsive, and predictable communication from the parent allows a close 
correspondence between the infant’s virtual parent and the actual parent. 
Cooperative communication involving the parent’s capacity to perceive and 
respond to the child’s mental state is the hallmark of a securely attached 
dyad.45 These mutually attuned experiences allow the infant to develop a 
reflective capacity that helps to create a sense of cohesion and interpersonal 
connection. The other’s mental state is a positive element in the infant’s life. 
The securely attached infant is able to use these communicative experiences 
with the parent to help regulate her internal state. Self- organization is thus 
achieved through a balance in the infant’s use of external constraints (the 
attachment relationship) and internal constraints (the internal representa-
tions of the caregiver and of the attachment relationship itself ). In our day-
to-day lives, the degree of social support we feel helps modulate our stress 
response.46 Holding the hand or seeing a photo of someone you love and 
trust can actually decrease your brain’s anticipatory anxiety, as well as its 
neural response to a painful shock.47

An avoidantly attached infant, on the other hand, must rely primarily 
upon his own (internal) constraints to keep his system functioning. The 
emotionally barren and noncooperative nature of the patterns of communi-
cation lead to a nonresponsive virtual (representational) parent and to exces-
sive reliance on internal constraints to achieve self- regulation. Reflective 
functioning is not developed well, in that the parent’s mental state is not 
available to the child. The actual mother provides little sense of mutual 
regulation; the acquired virtual mother offers little internal regulation. 
The learned autonomy keeps the individual’s system isolated from that of 
 others.
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Ambivalently attached infants find themselves excessively responsive to 
their inconsistent attachment figures and unable to soothe themselves. Their 
virtual parents are unreliable; their internal working models of attachment 
are filled with uncertainty; and their capacity for self- regulation is compro-
mised. Their distress becomes a dominant feature in their interactions with 
others. Though reflective functioning may be facilitated by the (inconsis-
tently) available caregiving, mental states are often experienced as intrusive 
and not helpful in regulating the self. These children come to experience an 
approach– withdrawal cycle that leaves them in distress and yet clinging to 
others in attempts to achieve self- organization.

Infants with disorganized attachments are unable to use either internal 
or external means to regulate their internal states. They live in a chaotic 
internal world that reflects the external source of terror in the parents’ behav-
ior, which is incompatible with attachment and a sense of security. These 
infants are prone to have fragmented self- organizational patterns; achieving 
a coherent state of mind is quite difficult under stressful situations, espe-
cially those involving separation and threat.48 As noted in Chapter 3, these 
children are vulnerable to developing dissociative disorders and are more 
likely to develop clinical symptoms in response to overwhelming experi-
ences. Reflective functioning may vary from state to state, as the parents 
may have been available in certain modes of being and quite threatening in 
other states. These children’s fragmented internal worlds come to resemble 
the fragmenting interpersonal communication that shapes the development 
of their minds.

Beebe and colleagues’ studies of communication patterns within vari-
ous mother–child dyads have suggested the following findings. In avoidantly 
attached pairs, vocal rhythm matching (in which the response of one person 
corresponds to that of the partner) demonstrates a marked independence of 
communication signals. Each member communicates almost as if the other 
hasn’t been heard. With ambivalently attached pairs, at the other extreme, 
there is an excessively matched pattern of response. Each individual acts as a 
tightly bound mirror of the other. Securely attached dyads have a midrange 
balance in which there is clearly a correspondence between signals, but each 
member has the freedom to vary responses, which in turn will be registered 
and contingently responded to by the partner.49

Applying complexity theory, we can propose that the midrange response 
in communicative contingency is the pattern allowing the maximal com-
plexity to be achieved. In this situation, we can suggest that two systems 
have become functionally linked or integrated in a manner that allows them 
to function as a single, complex system. Maximal complexity is achieved by 
the combination of individual differentiation and interpersonal linkage. 
In contrast, being independent from one’s partner (as avoidantly attached 
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children are) is a situation in which the system of one individual acts as if 
alone, decreasing complexity by way of excessive internal continuity devoid 
of linkage. Being tightly coupled with another also decreases complexity. 
Intrusive matching, or paralyzed mirroring of the other, reduces variability 
between the interacting systems; they are excessively linked, lacking in dif-
ferentiation.

People may experience a range of rhythm matching with other indi-
viduals, often in nonverbal ways. Some people are exquisitely responsive to 
the most subtle nuances of others’ signals—a yawn, a glance out the window, 
a concerned look. Others seem, at least to an observer, to be oblivious to 
other persons’ signals. This range of matching can be used to gain insight 
into people’s present experience with others and past communication pat-
terns. As an emergent property of a dynamical system, the mind may be 
restricted in its balanced movement toward complexity either by excessive 
responsiveness to others or by an intense autonomy and resistance to joining 
with others’ states. Still other people may tend toward dissociative states, in 
which the overall state of mind can only be assembled by dis- associations of 
the component parts of mental functioning.

STaTES OF MInD aCROSS TIME

The activity of the brain and the sharing of energy and information within 
relationships create the mind. We have reviewed how neural activity is com-
posed of the flow of energy through a complex neural network that serves 
the purpose of carrying and transforming mental representations, or infor-
mation. The processing of this information allows the mind to solve prob-
lems. The specific pattern of energy flow of through the brain activates a 
particular neural net profile or state of mind. Emotion and its regulation play 
a central role in determining degrees and localization of neural activation. As 
we’ve proposed in this text, emotion reflects shifts in the state of integration. 
A state of mind is assembled by alteration in how differentiated areas become 
linked to one another, In other words, a state of mind is created by shifts 
in integration, and so emotion is at the core of the emergence and mainte-
nance of a state of mind. Emotion in the brain is fundamentally linked to the 
same circuitry that is responsible for creating meaning and value for mental 
representations. It is no surprise that par-
ticular emotions become associated with 
particular states of mind: Emotions are a 
fundamental part of the process that cre-
ates a state of mind at a particular moment 
in time.

Emotions are a fundamental part 
of the process that creates a state 
of mind at a particular moment in 
time.
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Marc Lewis and colleagues have noted that the energy flow within states 
of mind can be seen as a flow of information through a self- organizing sys-
tem.50 Emotions reveal the way in which a system regulates its states of acti-
vation in processing information. Woltering and Lewis state that “specific 
neural ‘hubs,’ such as the anterior cingulate cortex and the orbitofrontal 
cortex, which serve as epicenters for the coupling of cortical and subcortical 
processes,” play an important role as the “increasing coordination between 
brain regions during emotional situations subserves more effective and effi-
cient regulation with development.”51 This self- organization is also dyadic—
a part of the interaction between two people—and not only a part of the 
neural integration within the body. Self- organization reflects the fundamen-
tal way in which the mind is created within interpersonal interactions and 
neurophysiological processes.52 As Schore has commented, “These transac-
tions represent a flow of interpersonal information accompanying emotion, 
and critical fluctuations, amplified by positive feedback, lead to disequilib-
rium and self- organization.”53 The state of the system is dependent upon the 
induction of alterations, or disequilibrium, in the movement toward self-
 organization.54 These alterations are created by emotional transactions with 
others.

Marc Lewis has suggested:

Because each episode of real-time cognitive– emotional activity leaves some 
degree of synaptic change in its wake, we can say that brains develop by 
elaborating and extending the outcomes of their own activities. And synap-
tic alterations are recursive, which means that these activities tend to repeat 
themselves, forming lineages of individual patterning that progressively elab-
orate their own emergent themes. These features of neural development epit-
omize self- organization in natural systems. Moreover, because brain activities 
also change the interpersonal environment (e.g., aggression promotes isola-
tion, independence promotes mastery and admiration), this sequence of self-
 elaboration occurs in the context of a social world that becomes progressively 
more shaped to the features of the individual brain. If our minds were not 
inscribed in flesh, we would not have to worry about the properties of com-
plex dynamic systems. But our minds are greatly dependent on our brains, 
and brains are designed by evolution to self- organize rapidly under the sway 
of experiences and the emotions that color them. Therefore, to understand 
developing minds, we need to understand developing brains, and the prin-
ciples of self- organization provide a foundation for doing so.55

In clinical practice, therapists see a continuity of behavioral and emo-
tional responses that can make people inflexible, nonproductive, dysfunc-
tional, and unhappy. Their minds have lost the capacity for adaptive self-
 organization and have become stuck in inflexible patterns of activation. These 
are among the many reasons individuals may come to a psychotherapist for 
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help. Certainly people show unpredictable, spontaneous behaviors that seem 
to “come out of nowhere.” These are “expected” from the nonlinearity of 
complex systems. As Boldrini and colleagues have stated,

In chaotic systems, several different patterns of movements are simultane-
ously present and very small changes in initial conditions can alter the sys-
tem’s trajectory. The system can itself give rise to turbulence and, under some 
circumstances, this leads to an evolutionary advantage, while, in other cases, 
it does not yield stability, but leads to intermittent chaos.56

Often people who seek psychotherapeutic help feel stuck in patterns of 
response; they are desperate to change their internal experience but have 
been unable to do so. To help patients alter such engrained and unhelpful 
patterns in the flow of states of mind, therapists need to consider how the 
brain establishes such a continuity across time and what interventions can be 
designed to change such a process.

Emotion is central to helpful change, but is also central to the process 
of how we get stuck in certain recursive patterns. Lewis illuminates the dual 
nature of emotion in dysfunction and transformation in this way:

The role of emotion in neural self- organization thus functions as a double-
edged sword. On one hand, self-augmenting feedback, orchestrated by lim-
bic and paralimbic structures with the help of ascending neuromodulators, 
promotes synaptic activity and hence initiates synaptic change. In this respect, 
emotional processes yield novel synaptic configurations. On the other hand, 
self-stabilizing feedback, orchestrated by the same structures and neuromodu-
lators, but lasting longer and recruiting additional subsystems, consolidates 
patterns of synaptic activity and hence minimizes synaptic change. In this respect, 
emotional processes are central to the maintenance of synaptic patterning. 
Thus, emotional processes cut both ways: they generate synaptic change and 
they maintain synaptic sameness.57

Continuity in the flow of states across time is established in part by 
internal constraints—the neuronal connections that have been established 
by constitution and experience. In such a model of probabilities, the system 
moves toward increasing levels of complexity while maintaining elements of 
continuity, sameness, and familiarity in the face of new and unfamiliar acti-
vation patterns. The system by its very structure has a property that main-
tains some aspect of continuity. As the system produces outputs (behaviors in 
response to the environment), these too can produce a somewhat consistent 
pattern of reactions from the outside world, and thus can shape external 
constraints. For example, shy children may alter their responses to novelty 
slightly, but their hesitation may continue to irritate their parents, whose 
frustration continues to reinforce the children’s anxiety. The result is that 
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the seemingly “independent” variable of the external (parental) constraints 
is actually directly influenced by the children themselves. As we will discuss 
in Chapter 6, some studies suggest that behaviorally inhibited or shy children 
have a constitutionally active right hemisphere, which produces excessive 
withdrawal states. Negative responses from parents may reinforce such with-
drawal reactions within their children. The system that began with a certain 
characteristic predisposition establishes continuity through both the internal 
and external constraints on its flow of states across time.

Information Processing

One way of viewing a state of mind is that the profile of activation includes 
which modules of information processing are active, as well as what they are 
processing. Of note is that certain circuits that function well in some states 
appear to be markedly impaired in depressed states—as evidenced, for exam-
ple, by decreased ability to detect facial emotion and the corresponding brain 
imaging findings of decreased right- hemisphere blood flow during these 
tasks. In depression, the circuits for processing facial affect are not function-
ing normally.58 The recursive (feedback-loop) nature of states of mind is such 
that the blockage of this module may reinforce the intensity of the very state 
of mind that produced the blockage. In other words, the depressed person 
loses the ability to utilize the facial expressions of others to help modulate 
his own emotional state. External constraints become unavailable, and the 
person must rely on the isolated and depressed functioning of the internal 
constraints alone. Such a person feels and is truly disconnected from others. 
Here, again, we see an illumination of the embodied and relational nature 
of the mind.

The selective activation or deactivation of information- processing mod-
ules of the mind creates its own continuity in the creation of a given state 
of mind. As Hofer has stated, “To accomplish various age- specific tasks, 
the brain must be able to shift from one state of functional organization to 
another and thus from one mode of information processing to others within 
an essential modular structure.”59 As clusters of neurons can become rapidly 
activated or deactivated in the creation of a state of mind, the pattern of neu-
ral firing can reflect abrupt shifts in self- organization. The complex system 
of the brain is inherently capable of abrupt transitions in states. One way of 
characterizing the nature of the brain’s self- organizing properties is through 
its coordination of such transitions: When a brain remains stuck in a given 
state, such as depression, or exhibits dysregulated and abrupt shifts in state, 
such as in dissociation, this may be due to dysfunctional self- organization.

How does the encapsulated episode of experience, the state of mind, 
become reinforced by the process of self- organization? The characteristic 



 States of Mind 209

flow of information within a given state helps to define its own boundaries. 
Being furious can lead to certain thoughts, images, and sensations that rein-
force themselves in a rageful state. As this processing begins to become more 
flexible, the intensity of the state begins to subside, and the state dissolves into 
a more neutral flow of activations. In this manner, certain states have fairly 
definable boundaries and characteristics. Others are more adaptive and flex-
ible in the patterns of activation that become clustered as a functional unit. 
In these more “fluid” and “neutral” states, there may be less easily defined 
beginnings and endings. Thus the flexibility in information- processing mod-
ules may help define the flow of states across time, rather than merely the 
processing by itself.

Continuity and Self‑States

As we’ve seen in the case of disorganized attachment, unresolved trauma, and 
dissociation, the mind is capable of clustering its modules and the content 
of their information within fairly distinct states of mind. But is this the case 
only in those who have experienced disorganized attachments or childhood 
trauma? The answer appears to be no. Studies in child development suggest, 
in fact, that the idea of a unitary, continuous “self” is actually an illusion 
our minds attempt to create.60 Childhood is filled with typical examples of 
the many ways in which a child must “be”—different roles to take, in order 
to adapt to different social contexts (with parents, siblings, peers, teachers). 
Adolescence is filled with new challenges to deal with the emergence of new 
“selves” with seemingly separate identi-
ties: a sexual self, a student self, a self inde-
pendent of parents.61 Recent brain studies 
suggest that adolescents utilize more social 
circuitry in self- evaluations than adults.62 
Even in cognitive science, the mind is considered as having many distinct 
“parts” responsible for a wide array of activities, from feeding and reproduc-
tion to affiliation and reading other people’s minds. As intelligent beings 
with desires and beliefs, we attempt to achieve our goals by assessing our 
situations and applying our internal rules to interactions with the environ-
ment. Our many layers of information processing have unique sets of rules, 
as well as specialized problems they are attempting to solve. Dividing these 
information- processing modules is necessary to carry out efficient interac-
tions with others in the world. We have multiple and varied “selves,” which 
are needed to carry out the many and diverse activities of our lives.

As we are also profoundly connected to others in an ever- changing and 
interdependent web of social relationships, we can also say that the “self” is 
not a singular noun, but rather is a plural verb. We are not just an isolated, 

The idea of a unitary, continuous 
“self” is actually an illusion our 
minds attempt to create.
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separate self, but an ever- emerging process of “selfing” linked with other 
evolving selves over time.

Alan Sroufe has defined the “self” as an internally organized cluster 
of attitudes, expectations, meanings, and feelings.63 In his view, the self 
emerges from an “organized caregiving matrix” that in part determines 
how the individual responds to and engages with or avoids the environ-
ment. Relationships also determine how children interpret experience.64 An 
extension of this view, in combination with Susan Harter’s research on the 
many “selves” of typical development, suggests that the “selves” in which we 
live are dependent upon relationship context.65 Furthermore, our relation-
ship histories may have shaped particular patterns of feelings, attitudes, and 
meanings that are more likely to become activated in the future. In these 
ways, history and present context shape whichever “self” is organized in the 
moment. As relationship experiences are repeated, these “self- states” become 
repeatedly engrained and develop their own histories and patterns of activity 
across time.

As we can see, both developmental studies and cognitive science appear 
to suggest that we have many selves. Within a specialized “self” or “self-
state,” as we are now defining it, there is cohesion in the moment and con-
tinuity across time. For example, a person’s sexual self is made up of all the 
states of mind that have been clustered over time to deal with sexual infor-
mation: sexual arousal from within, sexual interaction with others. This sex-
ual self then has a continuity by virtue of its connection strengths or internal 
system constraints, as discussed earlier. Within this continuity is a sense of 
cohesion. That is, the various modules of the mind cluster together in the 
service of specialized activity— processing information in order to achieve a 
particular goal. Within this cohesion of the specialized self emerges a conti-
nuity across time (in that self-state) of feelings, beliefs, intentions, memories, 
and so forth, which creates a qualitative sense of unity.

A person’s mental life as a whole functions as a system that exists across 
time and is composed of many relatively distinct but interdependent states. 
As a complex system, it is made up of subcomponent specialized self- states, 
as well as itself being a subcomponent of a larger interpersonal system. Let’s 
continue to examine this issue of the continuity across states by looking at 
the selves of the mind.

Here’s a bit of vocabulary clarification. We can use the term “state of 
mind” to refer to the cluster of brain activity (and mental modules) at a given 
moment in time. This “moment” can be brief or extended, and states of mind 
can have various degrees of sharpness or blurriness to their boundaries across 
time. The repeated activation of states of mind as time goes by—over weeks, 
months, and years—can become a specialized, goal- directed set of cohesive 
functional units. We can call this a “specialized self” or “self-state.”
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The most basic division of self- states is into a private, inner self and a 
public, outer self, which has been described in Chapter 4. Developmental 
studies have examined how individuals struggle with their various roles in 
life and how these may be composed of various degrees of “true” or “false” 
selfhood.66 Other examples of specialized selves include sexual, affiliative, 
status- seeking, survival- oriented, and intellectual selves. Clearly the divi-
sions could go on and on, until we get back to our basic unit of the state of 
mind in a given moment in time. And this is just the point: How does the 
mind create a sense of continuity across states of mind, if it does at all?

The proposal here is that basic states of mind are clustered into specialized 
selves, which are enduring states of mind that have a repeating pattern of activity across 
time. These specialized selves or self- states each have relatively specialized 
and somewhat independent modes of processing information and achieving 
goals. Each person has many such interdependent and yet distinct processes, 
which exist over time with a sense of continuity that creates the experience 
of mental life.

Susan Harter and colleagues’ developmental studies suggest that certain 
self- states may conflict with each other.67 Such conflicts may be a central 
source of dysfunction, especially during adolescence. Also, the more extreme 
the degree of “false selfhood” within specialized selves, the more individuals 
may experience a sense of disconnection from others and from themselves. 
How a person resolves such conflicts may be an important determinant of 
future emotional resilience.68 The phenomenon of resilience itself may be 
multifaceted.

For example, children exposed to disorganizing forms of attachment 
may vary in their response to such developmental forms of interpersonal 
trauma, according to the genetic variants and changes in epigenetic regu-
lation they have that shape neurotransmitter function.69 Synaptic shadows 
created by past experience and innate genetic features can create enduring 
patterns across the lifespan. The question about well-being and resilience 
may not be whether there is a sense of unifying continuity, but how the mind 
integrates a sense of coherence—of effective functioning— across self- states 
through time.

If people become stuck and disabled, if they are filled with adaptive specialized 
selves without a sense of authenticity, or if they are filled with intense and unresolved 
conflicts across self- states, then the development of a specific process that integrates 
the selves across time may become important. Clinicians often encounter patients 
who face these dilemmas. Catalyzing the development of such an integrat-
ing process may be the central feature of psychotherapy for these individuals. 
The next chapters will examine how the mind achieves integration and self-
 regulation, and how interpersonal relationships can assist people in develop-
ing the vital capacity to transform their self- organization.
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InTERPERSOnaL SySTEMS anD DyaDIC STaTES OF MInD

Our review of complex systems and the example of how attachment experi-
ences shape patterns of self- regulation raises the issue of how two individuals 
come to function as a dyadic system.70 Various theories of social psychology 
and psychodynamics suggest that learning, communication, role modeling, 
internalization, idealization, and identification may each play a role in how 
children develop.71 We can also look at the question from the point of view 
of the mind as emanating in part from the complex system of the brain.

Consider the following. The mind of one person, A, organizes itself on 
the basis of both internal and external constraints. Internal constraints are 
determined by constitutional features and experience. External constraints 
include the signals sent from others in the environment. Person B is in a rela-
tionship with A. A perceives the signals sent from B, and A’s system responds 
by altering its state. Two immediate effects are (1) that A’s state shifts as a 
function of B’s state (or at least B’s signals), and (2) that A sends signals back 
to B. B in turn responds to A’s signals with at least these two alterations, and 
contingent communication is established. If A is an adult and B is a baby, 
then the pattern of responses will shape the function and the developing 
structure of B’s immature brain, not merely B’s present state of mind. So 
what’s new about this view?

What’s new is that the patterns of A’s response to B and B’s response to A 
can begin to shape the states that are created in both A and B. A and B come 
to function as a supersystem, AB. One can no longer reduce the interactions 
of A and B to the subcomponents A and B; AB is an irreducible system. Sys-
tems theory provides a hierarchical understanding of interpersonal relation-
ships. For some people, sharing an “interpersonal state” is one of the most 
rewarding experiences in human life. For others, such dyadic states are occa-
sionally welcome, but a hefty dose of isolation is preferred to the feeling of 
“disappearance” that such an AB state may create. Still others long for such a 
union, but feel they can never truly achieve it. Even when they are “almost 
in it,” they fear it will disappear; that very fear can itself destroy the dyadic 
experience. Is this just another way of talking about the different attachment 
patterns? Certainly the attachment approaches may represent variations on 
the fundamental “I–thou” theme. There are selves, others, and their rela-
tionships together. But systems theory offers us a perspective and vocabulary 
on the constraints that help the system organize itself. These internal and 
external factors provide a new framework for understanding how one mind 
joins with others to form a larger functional system.

The imprint of a parent’s patterns of self- organization is manifested 
within a child’s own patterns of self- regulation. In this way, the joining of two 
systems into a single supersystem may continue to show its effects even when 
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the child is away from the adult, or when 
the child has grown up. For example, in 
children with disorganized attachments 
and in dissociative adults, their chaotic 
and terrifying experiences with caregiv-
ers may have become not only a part of 
their memories, but a part of the very structure of their self-(dys)regulation. 
Even the epigenetic regulation of gene expression in neural regions involved 
in the stress response may be negatively altered.72 Neural structure, abnormal 
stress response, and epigenetic changes interact to maintain impediments to 
the healthy regulation of states of mind. Such is the effect of early trauma on 
the developing mind.

Understanding the behavior of complex systems can provide insights 
into the sometimes automatic ways in which relationships with others seem 
to evolve. Looking toward the interpersonal state as the fundamental unit 
of “self- organization” for a relationship can be very helpful. For example, 
relationships that become stuck can be envisioned as unable to move in a bal-
anced way toward increasing complexity in their interpersonal states. Rigid 
styles of communicating and unwillingness to enter into intense sharing of 
primary emotional states may lead to a sense of “deadness” in a relationship. 
The states of an emotional relationship may reflect elements of here-and-
now communication and remnants of past patterns of relating. Individuals 
join with each other in creating a system larger than the individual self.

Often the shift between states of mind within a dyadic relationship may 
be quite subtle. Context changes can be hidden— induced, for example, by 
alterations in a companion’s tone of voice or facial expression. The ways we 
join with another person in forming an interpersonal system with its own 
emerging dyadic states can often be quite rapid and nonverbal.

Let’s look at the example from earlier in this chapter of how an adult can 
experience a shift in her state of mind when she returns home for the holi-
days. If a family is viewed as a supersystem, a cluster of the smaller systems 
of its individual members, then we can begin to make sense of this common 
phenomenon. As we’ve seen, a state of mind includes the assembly of various 
processes via reentry loops, each of which may emanate from the activity of 
relatively distinct circuits in the brain. A state of mind involves the recruit-
ment of these various subsystems into activity together—in other words, the 
coupling of disparate processes into a simultaneous set of reentrant, coas-
sembled activating components. The adult child has her own developmental 
history in which her genetics and repeated encounters with the environment 
have reinforced her states of mind— specific patterns of clustered neuronal 
activations that are sensitive to initial, specific environmental conditions. Her 
parents also have their own developmental histories, part of which includes 

The imprint of a parent’s patterns 
of self- organization is manifested 
within a child’s own patterns of 
self- regulation.
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having her as their child. Their histories have created specific states and pat-
terns of response. They may have been quite happy during the years since 
their daughter has moved away, but somehow on these holiday visits things 
for them, and for her, fall back into old patterns.

The context shift of the grown child’s returning home— possibly sleep-
ing in the same room, eating meals with her parents, having siblings present, 
and experiencing other old and familiar conditions— reestablishes a fertile 
setting in which each family member’s mind can respond. The new contex-
tual frame evokes old attractor states. Literally, what this means is that each 
of their brains is responding to this new setting with an alteration in its indi-
vidual constraints to make old patterns of states of mind more likely to occur. 
The recruitment or coassembly of components of the individuals within the 
family allows us to see how the larger framework of a supersystem contains 
its own developmental history, with attractor states and coupling processes 
of its own. Recruitment is often automatic, without conscious awareness 
or intention. The family now functions as a whole system, reinstating its 
old attractor states. For the adult child, the experience may be one of being 
drawn back into old sensations and patterns of behavior without her initial 
awareness or sense of control.

Recall that states of mind contain the clustering of perceptual biasing, 
behavioral response patterns, emotional tone and regulation, memory pro-
cessing, and mental models. For the adult child’s parents, all of this may 
involve interpreting her behavior as oppositional, being harsh and critical 
in their own behavior, feeling scared and distrustful of her, recalling various 
conflicts she’s had with them, and having a mental model of her as an impul-
sive, uncooperative teenager. Their shift in state probably occurs simultane-
ously with their daughter’s. She may view their behavior as controlling and 
insensitive to her needs; she may find herself responding to them with impa-
tience and disrespect; she may feel angry and disappointed, and challenged 
to keep these feelings from overwhelming her; she may have easier access 
to the memories of the painful years of her adolescence; and she may have a 
mental model of her parents as being unsupportive and of herself as a victim 
of their shortcomings.

The rapidity with which these virtually simultaneous and instantaneous 
shifts in state can occur once the daughter arrives back at her parents’ home is 
astonishing. Neither part of this supersystem is to “blame” for such changes. 
Each subset of the larger system is taking part in a shift in state based on 
present context. Subsequent, often subtle, responses of one component to 
another reinforce the “appropriateness” of such shifts for adaptation. The 
daughter may find herself saying, “I knew I shouldn’t have come home. They 
never change. This is hopeless.” She may be right. Or she may be experi-
encing the tenacity of old attractor states, both within herself and within 
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her parents, and especially within the relationship system. As her sense of 
helplessness continues, and the rapid interactions return to their old patterns, 
the old and painful mental state configurations are reinforced yet again. At 
this moment, she is in desperate need of a “change”—a way of healing old 
wounds and lifting herself out of engrained and dysfunctional patterns of 
dyadic self- organization.

Each of us needs periods in which our minds can focus inwardly. This 
process can be called “time-in” and constitutes a part of what might be 
considered a daily mental nutrient to promote well-being. Solitude is an 
essential experience for the mind to organize its own processes and create 
an internal state of resonance. In such a state, the self is able to alter its con-
straints by directly reducing the input from interactions with others. As the 
mind goes through alternating phases of needing connection and needing 
solitude, the states of mind are cyclically 
influenced by combinations of external 
and internal processes. We can propose 
that such a shifting of focus allows the 
mind to achieve a balanced self- organizational flow in the states of mind 
across time. Some forms of mindfulness practice may be examples of time-
in training of such internally attuned attention.73 The inspiring poet and 
philosopher John O’Donohue has written: “When you acknowledge the 
integrity of your solitude and settle into its mystery, your relationships with 
others take on a new warmth, adventure, and wonder. . . . If you bring cour-
age to your solitude, you learn you need not be afraid. . . . Human solitude 
is rich and endlessly creative.”74 Respecting the need for solitude allows the 
mind to “heal” itself—which in essence can be seen as releasing the natural 
self- organizational tendencies of the mind to create a balanced flow of states. 
Solitude permits the self to reflect on engrained patterns and intentionally 
alter reflexive responses to external events that have been maintaining dyadic 
dysfunction.

We are all nonlinear dynamical systems. This means that small changes 
in input can lead to large, often unpredictable changes in response. It also 
means that good portions of human behavior and the human mind are unpre-
dictable in the long run. If the adult daughter in our example becomes aware 
of these old patterns and decides, consciously, not to take part in them, she 
may find that they begin to change a bit. Solitude may permit the reflection 
necessary to enable her to initiate such changes. If she then makes a deliber-
ate effort to alter her state—and especially her behavioral responses and pat-
terns of communication—major changes in interpersonal interactions may 
occur. It takes diligence, but for many people, pulling out of the automatic 
reflexes of old family patterns is worth the effort. The daughter’s changes in 
response, her internal awareness of her own and the family’s processes, and 

Each of us needs periods in which 
our minds can focus inwardly.
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her willingness to give up old beliefs that “I am right and they are wrong” 
can each bring about an alteration in system constraints, which can shift the 
patterns of the family system’s trajectory, its pattern of state shifts, and sub-
sequent behavioral patterns.

We have noted throughout this chapter that repeated activation of states, 
especially those involving significant emotional intensity during the early 
years of development, makes them more likely to be repeated in the future. 
In this manner, historical patterns of states of mind, both within an indi-
vidual and within a family system, may become characteristic traits. It is 
in this way that attractor states become engrained within us and allow old 
interpersonal states to continue to influence our individual patterns of self-
 organization.

Rigidly engrained states reduce variability in the system, which dimin-
ishes its adaptability to the environment and its capacity to maximize the sys-
tem’s complexity. Self- organization is always attempting to move us toward 
increasing levels of complexity, and it is inhibited if flexibility is reduced. 
When states have become so engrained as to inhibit exploration of new pos-
sibilities, the people affected can no longer grow and develop.75 The subjec-
tive experience of such a condition is one of stagnation and malaise. Bringing 
new life to stuck patterns means infusing energy into a system, destabilizing 
old states, and establishing a new balance between continuity and flexibil-
ity—one that will allow for emergent states of increasing complexity. Such 
emergent states of mind within responsive interpersonal relationships can 
create an electrifying sense of vitality.

REFLECTIOnS: THE FLOw OF STaTES

Emotional growth is based on the movement of dynamical systems toward a 
balance between continuity and flexibility in the flow of states across time. 
A balanced flow of energy within the system is a goal of emotional develop-
ment. This balance is without rigid constraints on which neuronal groups 
will be recruited and without chaotic activations. Either excessively rigid 
or excessively disorganized self- regulation limits the stabilizing movement 
toward increasing levels of complexity of the system. These conditions reflect 
emotional dysregulation.

The attainment of maximum complexity is a function of the system’s 
balance between flexibility and continuity. Flexibility is based on the genera-
tion of a diversity of responses and variation in the flow of states; it allows for 
a degree of uncertainty that leaves room for novel adaptations to changing 
environmental conditions. In contrast, continuity emerges from the system’s 
learning processes, which establish a degree of certainty in response patterns 
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as determined by an engrained set of constraints. This balance between flex-
ibility and continuity, novelty and familiarity, uncertainty and certainty, 
allows a dynamical system to recruit increasingly complex layers of neuronal 
groups in maximizing its trajectory toward complexity. As the mind is both 
embodied and relational, this recruitment process also involves our interac-
tions with others in the world around us as we evolve and grow.

Over time, cohesive states achieve enduring continuity as self- states. 
Each self-state is created and maintained in order to carry out specific 
information- processing tasks. As environmental conditions change, the 
context- dependent nature of states leads to the instantiation of a particu-
lar self-state required at the time. The healthy, adaptive mind is capable 
of entering a range of discontinuous (but minimally conflictual) self- states, 
each with its own coherence and sense of continuity.

There are various ways in which cohesion and continuity may be 
impaired. Excessive rigidity in a state of mind leads to an inability to try 
new configurations and to adapt flexibly to changes in the environment. 
Such rigidity may be seen in those with avoidant attachment histories, in 
which input from other people is adaptively blocked in order to maintain 
self- organization. Homeostasis is achieved at the expense of connections 
with others and with primary emotional states of the self. In this manner, 
right- hemisphere information processing may be dis- associated from that of 
the left hemisphere in order to maintain functioning. Such a person faces the 
challenge of learning to create some tolerable level of disequilibrium, in order 
to allow the system to try new pathways toward balanced self- regulation. In 
such a case, we can envision strategies of moving toward growth and devel-
opment as initially involving right- hemisphere-to-right- hemisphere com-
munication between two people. Eventually, further internal change may 
be brought about by a process facilitating integration of the right and left 
hemispheres within the individual. Within a psychotherapy setting, such 
techniques as journal writing, guided imagery, and exercises for “drawing 
on the right side of the brain” have proven helpful to catalyze a new form of 
bilateral resonance.

In ambivalently attached individuals, states may be somewhat fragile and 
easily disrupted. Cohesion may have a semistable quality that is particularly 
vulnerable to perturbation from social nuances. Some such individuals may 
be quite sensitive to subtle nonverbal cues and inadvertent misattunements; 
these disconnections may lead rapidly to states of shame from which it may 
be difficult to recover. For other people, past histories of parental intru-
sion make their semistable cohesion hypervigilant to the intrusion of others’ 
internal experiences into their own. In this manner, they may defensively 
guard against the perception of others’ minds, creating interpersonal discon-
nection.
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In individuals with disorganized attachments, two major forms of dis-
 association can occur. One is within a state of mind at a given time, in which 
there is a “strange attractor” state of widely distributed activations. In the 
second form, cohesive states are dis- associated from one another across time; 
that is, there is a functional isolation of information transfer across states. 
Cohesion is achieved only through the restriction in complexity achievable 
by this particular configuration of self- states.

Complexity theory suggests that self- organization allows a system to 
adapt to environmental changes through the movement of its states toward 
increasingly complex configurations. We’ve explored the proposal that the 
linkage of differentiated elements (i.e., integration) enables the system to 
achieve the most flexible, adaptive, and energized patterns. Moving with a 
balance of flexibility and continuity, the system’s flow across time is shaped 
by the internal and external constraints that define the trajectory of state 
changes. Internal constraints include the strength and distribution of synap-
tic connections within neural pathways; external constraints include social 
experiences and attuned emotional communication between people. By 
regulating these internal and external constraints, the self- system evolves 
through an emerging set of self- states that have coherence and continu-
ity within themselves. Our subjective mental lives are also quite capable 
of abrupt shifts in constraints, which lead to the instantiation of distinct, 
discontinuous self- states. The mind’s creation of stable systemic coherence 
across these self- states is one of the central goals of emotional development 
and self- regulation. Within the swirls of energy and information flow regu-
lated by the mind are representational processes shaped by the neural cir-
cuitry of the brain. These circuits have genetic and experiential influences 
that continually mold the way we come to know our moment-to- moment 
experience. In the next chapter, we turn to these fundamental ways in which 
we filter reality and perceive our inner and interpersonal worlds.
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c h A P t e R  6

Representations
Modes of Processing  

and the Construction of Reality

Our perception of reality is shaped by the activity patterns of neuronal 
groups within the brain that, as we’ve seen in Chapter 5, help form a 

“state of mind.” These groups are clustered into functional units capable 
of representing experiences in different modalities, such as sight or taste, 
words or sensations, abstract ideas or perceptual images. The ways individu-
als assemble particular neuronal activations within themselves or in interac-
tion with other people determine the nature of their subjective experiences 
of reality. We can view communication within human relationships in part 
as the ways in which these mental representations are shared. The patterns 
of this communication within early relationships directly shape the develop-
ment of the mind.

A frustrated wife looked at her confused husband and said, “You never 
understand what I am talking about. All you know is what you have learned 
in books. You couldn’t read my face if your life depended on it!” To this 
challenge, the man responded, “I can tell from what you say that you’re 
probably not happy with me. But, you know, there are two kinds of people 
in this world: those who are too needy, and those who aren’t.” The wife got 
up and left the room.

How do people ever communicate with each other? How does one mind 
“read” the signals sent by another? How are words and nonverbal modes of 
communication, such as tone of voice and facial expressions, processed dif-
ferently by the brain? Why couldn’t this husband respond to the emotional 
content of his wife’s message? Answers to these questions come from insights 
into the ways in which people’s minds construct reality. In this chapter, 
we explore these ways by examining how the mind creates representations 
and processes information. The couple described above clearly had a major 
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problem in how each partner constructed and therefore experienced reality. 
By examining the different mental modules responsible for representing the 
world and other people, we can begin to understand the foundations of this 
couple’s profound difficulties.

As discussed briefly in Chapter 4, the individual brain is divided into 
two halves that have distinctly different mental representations and modes of 
processing. Asymmetry of the brain exists in almost all mammalian species, 
as well as in reptiles and birds. Asymmetry is present in the human fetus, 
and is functionally evident in the behavior of the human infant long before 
complex cognition is available.1 The developmental origins of bilateral dif-
ferences in the brain are deeply rooted in our evolutionary and genetic his-
tory. The ways in which such asymmetries influence our experiences—both 
internal and interpersonal—are explored throughout this chapter. The ana-
tomic and functional separation between the two hemispheres permits their 
processes to be quite independent at times, and it directly shapes the con-
struction of subjective experience. Repeated patterns of neuronal activations 
help to establish a continuity in the individual’s representations of reality 
across time. How two individuals come to share their individual representa-
tional worlds is a fundamental part of “feeling felt” and establishing a sense 
of interpersonal connection.

This chapter proposes that the different attachment patterns involve the 
recruitment of unique patterns of neuronal group activations. For example, the emo-
tionally distant connection of avoidantly attached children with their dis-
missing parents can be understood as involving primarily the linear, logical, 
linguistically based mode of communication of the left hemisphere. Persons 
in whom the left-brain mode of processing predominates have been shown 
to be markedly deficient in the ability to read others’ nonverbal communica-
tions and to sense the emotional expressions of others or of the self. Imagine 
what being in an interpersonal, emotional relationship with such a person 
might be like. This may in part have been what the wife in the example 
above was encountering in her marriage. The experiential reinforcement of 
particular representational processes can become an engrained pattern in the 
way an individual comes to experience the world. As we shall see, new forms 
of experiences within interpersonal relationships may evoke new represen-
tational processes. This would be one of the aims of therapy for this couple’s 
mismatch in representational processes.

InFORMaTIOn PROCESSInG  
anD MEnTaL REPRESEnTaTIOnS

Though there is much debate about what the mind is, there is little contro-
versy about the mind’s innate ability to process information. The elaborate 
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circuitry of the brain is reflected in the many elegant ways in which it can 
process information: We can learn, note similarities and differences, make 
generalizations, categorize, associate, analyze, and create new combinations 
of information within the intricate firing patterns of our brains. These pat-
terns are not random, but emerge from the arrangements of neural connec-
tions that are able to carry out specific kinds of processing. For instance, we 
have circuits responsible for visual processing and others for processing the 
more abstract representations of ideas.

Cognitive science has provided a conceptualization of how particular 
information processing systems within the mind give rise to some funda-
mental building blocks of internal experience. Within a simple but powerful 
computational model, the nature of the brain’s processing of information 
is captured by two fundamental ideas: A mental symbol (and its neural cor-
relate, a pattern of neuronal group activation) contains information, and it creates 
an effect.2 Recall that information is a pattern of energy flow that stands for 
something other than itself. We experience desires and beliefs that emanate 
from the meaning of mental representations. What is the nature of this rep-
resentational language of the mind? At a very basic level, one perspective on 
cognition suggests that the patterns of firing serve as codes or symbols that 
carry information and cause events to happen in the brain. These events 
themselves are patterns of neuronal group activation, which in turn carry 
further information.3 The processing of the codes or symbols—the essence 
of information processing—is based on both the representational and causal 
properties of the symbols themselves. This chain reaction of symbols and 
events cascades into “cognitive processes” 
such as memory and abstract thought. In 
other words, the brain creates symbols 
whose actions are themselves symbolic—
they carry information.

How does the brain do this? By altering the firing rates of neurons, 
the brain is able to establish a set of signals or codes that serve as symbols as 
defined above. The term “mental representation” has been used to designate 
a mental symbol as created by neuronal firing patterns.4 Changes in the rate 
of firing (increases or decreases in the baseline firing rate of a given neuron 
or clusters of neurons) create a pattern of activation at a given moment. A 
representation is itself a dynamic process in the brain. Firing patterns initi-
ated by these representations further alter their form and shape subsequent 
neural activity within the brain. Such complex transformational patterns 
are called “cognitive processes.” These processes can make new associations 
among representations, identify similarities and differences, or extract global 
themes and principles from patterns of representations over time. In this 
way, the brain generates new combinations and features of representations, 
which are further acted upon by specific processes. This is the fundamental 

The brain creates symbols whose 
actions are themselves symbolic—
they carry information.
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framework for the computational mind; it takes place within specific neural 
pathways in the brain.

Recall that no one “knows” how the physical property of neurons firing 
and the subjective mental experience, say, of a thought, mutually co- create 
each other. Correlation is not causation: We actually do not know yet—
and perhaps we will never know—how these correlated “subjective” mental 
experiences and “objective” firings of neurons arise from one another. Why 
shouldn’t we say that mental experience is “simply” the activity of the brain? 
One reason is that we do know that the mental process of intentionally 
focusing attention—with imagery, for example—can get the brain to fire in 
specific ways, even changing the structure of the connections among neu-
rons. Another reason is that the subjective quality of what we are aware (e.g., 
the image of a sunset) and the physical property of activated neurons are 
not the same phenomenon. Furthermore, awareness itself has the subjective 
experience of a sense of knowing. In other words, there are two dimensions 
to subjective mental life: our experience of knowing, and our experience 
of that which is known. These aspects of subjectivity are not the same as 
neuronal firing. Even the brain’s regulatory self- organizing properties and 
processes are not the same as the related but different objective findings of 
neural structure and function. We now know that mind can change brain as 
much as brain can change mind.5

It bears repeating here that we are not making these two dimensions 
of energy and information flow into separate “domains of reality.” We are 
not saying that the brain and mind are independent of one another. We are 
instead noting that they are two facets of one reality. Brain is the embod-
ied mechanism through which energy and information flow; mind is the 
embodied and relational process that regulates that flow; relationships are 
the sharing of the flow. Our main focus, then, is on the nature of energy 
and information flow in human development—and so we focus deeply on 
all three facets of this one reality by examining the triangle of mind, brain, 
and relationships.

One perspective on information processing comes from evolution-
ary psychology.6 Evolutionary pressures have required the brain to become 
specialized in its problem- solving skills. We inherit the genetically prepro-
grammed capacity for information processing of a particular sort. This means 
that the brain cannot process all types of information; a given module of the 
mind is only able to handle certain kinds of information in specific kinds of 
ways. For example, one requirement of living in the physical world is to be 
able to navigate the three- dimensional space in which we live. One evolu-
tionary purpose of explicit memory has been to represent objects in space 
and time—a capacity that allowed our ancestors to find hidden food or recall 
where an enemy might be lurking. Autobiographical memory may reflect 
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this temporal and spatial representational ability of the self in the physi-
cal world. At the other extreme, the mind must be able to transform these 
particular events and facts into more generalized representations, in order 
to allow learning and adaptation to repeated experiences with the world. 
This is seen in memory systems as implicit mental models, general autobio-
graphical knowledge (e.g., “When I was seventeen I was unhappy”), and 
semantic concepts or categories of objects. These properties of the specific 
versus the general can be seen in various aspects of the mind’s specialized 
problem- solving skills. As we come to generalize and abstract features from 
the original perceptually based, input- driven representational process, our 
representational processes become more complex. For example, we can have 
ideas of “freedom” and “justice,” which have their origins in physical reality 
but contain far more complex and abstract features than spatial and temporal 
representations permit.

We have distinct modules of the mind, from sensory and perceptual pro-
cessing to abstract reasoning and the conceptualization of other minds. This 
view of cognition suggests that these processing strategies are each designed 
to solve specific kinds of problems. They do this by creating and handling 
specific kinds of representations. Interaction among specific modules and 
among modes allows for the transfer of information, as in the coordina-
tion of sight and hearing or the influence of implicit on explicit memory 
processing. Artists and poets can extract meaning from sensory experiences, 
which they then translate back into powerful symbols through visual or lit-
erary media. In this way, various layers of representational processes, from 
perceptual images to abstract concepts, can become linked within a single 
experience. The mind is governed by the ways in which these information-
 processing modules function and interact with one another. We need to 
consider these differing forms and layers of information as we experience our 
sense of knowing in the world. The brain’s structure in the present moment 
directly shapes our subjective experiences in life.

FORMS OF REPRESEnTaTIOnS 
anD SUBjECTIvE ExPERIEnCE

The subjective experience of information processing can help to illustrate its 
relevance for understanding the mind. The information contained within 
representations can be about many things. For example, Steven Pinker and 
colleagues describe a four-part division of representations as follows: visual 
images containing a two- dimensional pattern or mosaic; phonological rep-
resentations as a stretch of syllables in a string-like display; grammatical 
representations carrying the information of nouns and verbs, phrases and 
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clusters, stems, roots, phonemes, and syllables; and “mentalese,” the lan-
guage of conceptual knowledge and the medium in which the gist of an idea 
is contained.7 Within this framework, one can see that the mind may include 
codes for objects, words, and other complex entities. Other researchers have 
proposed a three-part division of representations into sensory– perceptual, 
conceptual (or categorical), and linguistic forms.8

Whatever perspective one takes, it is clear that the mind has distinct 
information that it symbolizes, as well as different modes of processing these 
specific forms of representations. The activation of each of these types, their 
interaction with each other, and their accessibility to various states can help 
illuminate some basic aspects of subjective experience. With a wide array of 
mental processes, individual differences in experience, and a fundamental 
limitation in how one person can know the subjective experience of another, 
it may seem an impossible task to define how the mind represents informa-
tion and therefore constructs reality. We need to be able to have a com-

mon language for communicating some 
of what is known about the basic aspects 
of the mind’s processing of information. 
For the purposes of this book, then, let us 
use a basic vocabulary of representational 
processes as described below.

Sensation and Perception

A “sensory representation” contains information representing sensations, 
including input from the outside world, from the body, and from the brain 
itself. External sensory data include sight, hearing, olfaction, taste, and touch. 
These enter the body through sensory receptors in their respective areas. The 
signals then travel to the brain, where they are usually processed first in the 
thalamus at the top of the brainstem and then in their particular sensory areas 
in the cerebral cortex. At the level of the sensory cortices, the brain analyzes 
and compares incoming information with memories from prior experience 
in order to categorize the sensations into a perception. Internal sensations 
include bodily motion and physiological status of the body (such as states of 
arousal, temperature, and muscle tension). These are passed upward in the 
spinal cord in a layer called Lamina I and by way of the vagal nerve. This 
energy flow is distributed to the brainstem, the hypothalamus, and then on 
to the anterior cingulate and insula, especially on the right side. In general, 
a sensory representation is thought to have a minimal amount of categoriza-
tion; that is, input is registered in the brain with relatively little “top-down” 
processing. A blast of sound, a bright light, and a pressure on the skin of 
the arm are all examples of stimuli that we may sense but may be unable 

The mind has distinct information 
that it symbolizes, as well as 
different modes of processing these 
specific forms of representations.
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to classify into a previously experienced representation, which we can then 
compare and contrast to prior experiences (top-down). We “sense” such 
stimuli, but we do not (yet) have a category or name for what they are.

In the strictest sense, even a sensory representation meets the literal defi-
nition of a “symbol”—something that carries information about something 
other than itself. The sensory neural input we have from putting our hands 
in cold water are signals generated from the firing of our neurons connected 
to our temperature receptors in the skin of the hand. This firing pattern is 
not the “cold” itself; it stands for “cold,” because it comes from receptors that 
detect temperature in our skin. This pattern is a basic code directly related 
to the sensory medium. In an extended definition, however, some scientists 
refer to a more direct code as a “presymbolic” representation: It is as close 
to the thing itself as we can get before the mind does a lot of top-down cat-
egorizing and manipulating of incoming data based on preconceived ideas 
and past experiences. The term “presymbolic” is useful because it will help 
remind us of the nature of information processing within the mind, and also 
because it is often useful to distinguish these forms from those representa-
tions that are more easily translated into words.

Some might argue that this brain activity is not part of the “mind,” since 
it is often at a nonconscious level and is thought by some to be merely an 
“automatic” function of the brain. However, these presymbolic representa-
tions, these less complex codes, serve a vital function in influencing all other 
information- processing aspects of the mind. From a regulation perspective, 
these sensory representations can be seen to influence self- organization, sub-
jective experience, and, at times, awareness, and so, from an IPNB perspec-
tive, we would consider these to be building blocks of mental functions.

A “perceptual” representation is a more complexly processed unit of 
information than a sensory one. In contrast to a “basic” sensation, a percept 
is “symbolized”; it represents a constructed bit of information created from 
the synthesis of present sensory experience with past memory and general-
izations contained within experientially derived mental models. This is the 
essence of top-down processing.

The flow of processing from sensation to perception is influenced by the 
state of mind at the time of sensing something. This is sometimes described 
as how bottom-up input is filtered by the top-down processes of memory, 
expectation, emotion, and mood. Mindful awareness—the effort to be “in 
the present moment” with an open stance toward oneself—may involve 
training the mind to distinguish between sensory and perceptual streams, 
and learning not to get swept up in the ubiquitous top-down filtering of 
daily life.9 Mental states profoundly influence our construction of reality at 
this emerging symbolic representational level. The mind constructs percep-
tual reality from bits of selected information it receives through the senses, 



226 T H E  D E V E L O P I N G  M I N D  

in combination with extremely subjective and context- sensitive mental pro-
cesses, such as mental models and the influence of emotion.10 Some may ask, 
“Does the outer world exist in any accurate and direct way in the mind?” 
A good question! Internal mental experience is not the product of a photo-
graphic process. Internal reality is in fact constructed by the brain as it inter-
acts with the environment in the present, in the context of its past experiences 
and expectancies of the future. At the level of perceptual categorizations, we 
have reached a land of mental representations quite distant from the layers of 
the world just inches away from their place inside the skull. This is the reason 
why each of us experiences a unique way of “minding” the world.

Conceptual (or Categorical) Representations

We may be aware of sensing or perceiving various things without the abil-
ity to describe them in words. These elements of awareness are sensory and 
perceptual symbols, which are considered “prelinguistic” representations. 
Another type of prelinguistic symbol is a “conceptual” representation. It is 
this form of encoding that carries information about more highly processed 
entities, such as the gist of an idea, “reading between the lines” of a story, or 
notions of freedom and justice. These complex conceptual representations 
are an important part of the mind’s information processing. They are not 
directly related to the external world and the derived sensory and perceptual 
representations, but are created by the computations of the mind in its inter-
actions with the world and other people within it. In this sense, sensory– 
perceptual representations attempt to symbolize the physical world (external 
or internal); conceptual representations symbolize the mind’s creation of 
ideas and notions of the mind itself. We can create complex representations 
of the self, others, and the relationships we have. These conceptual repre-
sentations are nonverbal. They form the fundamental building blocks of our 
thoughts, beliefs, and intentions, and aspects of our explicit memories. We 
will see later in this chapter how this ability to form complex representations 
allows the mind to create the concept of the minds of other people.

Although the word “concept” does not fully capture the range of rep-
resentations falling under this divisional framework, it is a useful term in 
contrast to “percept.” These conceptual representations appear to have no 
direct three- dimensional correlates in the external world. How, for exam-
ple, would the concept of “freedom” or “justice” be simply represented 
in the world? An artist may be able to portray these concepts in a visual 
form, but their status in the mind may not be so easily linked to perceptual 
 representations.

Another way of thinking of this is that the mind utilizes a categorical 
structure in which to classify and organize perceptual representations. (In 



 Representations 227

fact, as described below, some authors use the term “categorical” representa-
tions rather than “conceptual.”) For example, we can generate a list of mam-
mals that live in the ocean, or fish, or living creatures that swim, or plants 
that live in water. In each of these categories, there is no single entity in the 
world that constitutes the category. For instance, there is no such animal as 
a “mammal”; there are many individual species that fit into the overall clas-
sification. These groupings certainly come from patterns observed by the 
human mind. But in this way, they are abstract top-down creations of the 
mind, not direct perceptions of actual things in the world.

Linguistic Representations

“Linguistic” representations contain information about sensations, percep-
tions, concepts, and categories within the socially shared packets called 
“words.” Words themselves have physical properties; they can be seen, heard, 
felt, spoken, and written. But words move beyond the physical world and 
link the mental representational worlds of separate people. We can throw 
mental representations out of our minds and into the air or onto a printed 
or electronic page, where they can be detected by a receiver whose mind 
in turn activates “similar” packets of verbal representations. Human lan-
guage permits information processing to be shared across individuals. The 
evolutionary benefit of such an innate ability has been that it has allowed us 
as social beings to create complex cultural history and pass on knowledge 
across generations, across time, and across the huge space that exists between 
the minds of two people.

Information processing is often automatic. Most of it occurs without 
the participation of conscious awareness and often is not translatable into 
linguistic representations. However, some people are more aware of cer-
tain layers of information than other people are. For example, the capacity 
to conceptualize the “nature of a relationship” will vary quite a bit. Some 
individuals may take the phrase and expound for hours on the patterns of 
their relating with others. Others will hear the phrase and may only be able 
to respond with “It is good” or “It is bad.” These individuals may have the 
ability to form complex representations of relationships, but these represen-
tations may not be accessible for translation into words. That is, such persons 
may be able to form very sophisticated reactions to intricate social interac-
tions, but may be unable to describe the internal processes which have led 
to them. Still others may be quite “concrete” and be unable to make such 
abstract representations.

Awareness of the body is another example of how people may differ in 
their awareness of internal information processing. The importance of bodily 
responses in determining emotion and meaning makes awareness of this form 
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of information vital to grasp. Awareness of the body— interoception—is cor-
related not only with enhanced self- understanding, but also with empathy 
and compassion.11 The ways our functionally distinct modes of representa-
tional processing interact with one another may be keys to understanding 
the blockages in information processing that are a part of mental dysfunc-
tion. Such impairments in the flow of information can be seen, for example, 
in the memory disturbances of individuals with PTSD. Altering the flow 
of information processing may be a fundamental part of psychotherapy for 

these individuals. Also, being able to put 
some of these representations into words 
may enable such an individual to reflect 
on personal history and alter the future 
outcome of the representations’ effects on 
the self.

COnSCIOUSnESS anD REPRESEnTaTIOnaL PROCESSES

Gerald Edelman has described a process by which the mind functions 
through positive feedback loops that reinforce their own patterns of firing.12 
This is called “reentry” and is based on the principle that loops of reciprocal 
firing—in which one group of neurons activates another, which then in turn 
activates the original group— constitute a major organizing process of the 
brain. We can visualize this as a form of interneuronal group “resonance.” 
Reentry stabilizes a neuronal firing pattern that allows for the subjective 
experience of the processing in that moment At certain times, this stabiliz-
ing process permits the activation of consciousness.13 As Edelman and Giulio 
Tononi put it, “Reentry leads to integration . . . integration is achieved not 
in any place but by a coherent process.”14 By linking functionally and anatom-
ically segregated areas of the brain to one another, integration enables them 
to operate coherently as a unit. Edelman has described a form of “primary 
consciousness” as occurring when our basic sensory– perceptual processes 
resonate with our conceptual ones (which he terms “categorical” processes). 
This is the “remembered present,” giving us a sense of awareness and famil-
iarity with something without our being able to name it or to see it from a 
distanced temporal perspective involving past and future.

In Edelman’s model, there are three major forms of neuronal groups that 
function as representational processes; he describes these as “perceptual,” 
“categorical,” and “linguistic.” Perceptual groups are activated in response 
to sensations from the environment or the body. If the mind has experienced 
these sensations before and has categorized them with larger informational 
meaning, then the neuronal groups for that category will also be activated. 

Awareness of the body— 
interoception—is correlated 
not only with enhanced self-
 understanding, but also with 
empathy and compassion.
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For example, if a child has never seen a dog before, the child’s visual sensa-
tion of the canine will be experienced without a connected sense of “what 
it is.” If the child has seen pictures of dogs or actual dogs before, the child 
will have remembered these and created a general category, or “schema,” 
for such a sight. In this case, she will also have neuronal groups activated 
representing the category or concept of “dog.” The simultaneous activation 
of perceptual (seeing the dog) and categorical (having a category for “dog”) 
neuronal groups is thought to produce the internal sensation called “primary 
consciousness.” There is an awareness of the sight as a familiar animal, a 
“being in the moment” with such a sight, which heightens an internal con-
scious sensation. This is the remembered present.

With the development of language, Edelman argues, the neuronal 
groups responsible for linguistic processing allow a different form of con-
sciousness to emerge. When a more experienced older child with language 
sees the dog, the perceptual groups are activated along with the simultane-
ous activation of the categorical and linguistic neuronal groups. This yields a 
“higher-order consciousness” in which the child is freed from the prison of 
the remembered present and is able to reflect both backward and forward in 
time. In this view, it is our unique language capacity as humans that allows 
us to be both historians and actuaries, reflecting on the past and consciously 
planning for the future.

Edelman and Tononi have elaborated this view by further suggesting 
that elements in awareness achieve a certain degree of complexity in their 
assembly that temporarily stabilizes their presence in consciousness.15 Oth-
ers, such as Wheeler, Stuss, and Tulving, might argue that such a form of 
cross-time representation is a fundamental part of autonoetic consciousness, 
or self- knowing awareness.16 We might go on to suggest that such a form of 
mental time travel is not dependent upon linguistic representation, but rather 
on the mind’s capacity to represent the self as experienced. For example, the 
developmental acquisition of autonoetic consciousness may be more a func-
tion of the child’s developing self- awareness and understanding of percep-
tual processes that permit experiential awareness than of linguistic abilities 
alone.17 In this way, autonoetic consciousness is a function of an individual’s 
understanding of minds— linking it, as we’ve discussed in earlier chapters, 
to the integrating processes of the prefrontal regions, including social cog-
nition, response flexibility, and working memory. As Buckner suggests, 
however, the specific circuits of the prefrontal area of the brain may carry 
out quite distinct processes mediating aspects of autonoetic consciousness.18 
In general, the capacity to reflect on the self across time—with or with-
out linguistic representations—may be considered as an extremely evolved, 
“higher-order” form of consciousness. As we’ll see, the development of such 
a capacity may be intimately influenced by early interpersonal relationships.



230 T H E  D E V E L O P I N G  M I N D  

Consciousness, as we’ve discussed in Chapters 1 and 4, is a subject of 
great interest and impassioned debate among academicians ranging from 
philosophers to neuroscientists. Recall from Chapter 1 that consciousness 
has two dimensions: access to information, and the phenomenal or subjective 
quality of an experience. In both of these realms, information processing 
and mental representations play a central role in determining the nature of 
our conscious experience. For example, consciousness can access within it 
the awareness of sensation or perceptions, as well as focal attention to aspects 
of the internal world, including the experience of emotional processing and 
our beliefs, wishes, and intentions. The sentience or phenomena of these 
representations will depend upon the nature of their integration and the 
information they encode, whether we associate from memory and with con-
scious awareness tones of music, the rough surface of a sheet of sandpaper, or 
memories we have of learning to swim.

We can gain a deep appreciation of the differences between people in the 
qualitative ways in which life is experienced within awareness. For example, 
those with a history of avoidant attachment seem to have minimal access to 
the nonverbal signals that reflect primary emotional states. Such an absence is 
seen in their frequent lack of awareness of others’ emotions, and of their own 
emotions as well. By examining which representational processes are utilized 
to perceive such states in others and in the self, we can begin to understand 
what may be missing or impaired in these individuals. Internal subjective 
experience may vary, depending upon which systems of representation are 
activated at a particular time. By definition, subjective experience implies 
the unique, internal quality of an experience. To understand more deeply 
how individuals may differ in this fundamental way, it will help to under-
stand how these representational processes are integrated to achieve higher 
complexity and then bound to the 40-Hz sweeping process and the activity 
of the lateral prefrontal cortex, discussed in Chapters 1 and 4. Our very sense 
of self—our autonoetic consciousness, which creates our awareness of the self 
across time and space—is shaped by our experiences within our families and 
our culture. During college, for example, a close friend from Vietnam said 
that he saw himself as a tree that was a part of a large forest. I, American-
born, first saw myself as an individual tree, noting my roots, trunk, and 
branches before identifying with the forest in which I grew. Culture shapes 
the very perceptions we have of our selves in the world.19

DEvELOPMEnTaL PROCESSES anD BRaIn aSyMMETRy

We have seen how mental experience correlates in time with the activation 
of different circuits within the brain. “Emotion” has been defined as a set of 
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processes involving, most importantly, the appraisal of information and the 
arousal of energizing activations, as well as being a fundamental element of 
how we communicate with one another. How the mind creates representa-
tions and places value on them is inextricably linked with emotional processes 
within us and among us. The flow of information and energy moves fluidly 
within individuals, between two or more people, and within entire cultures. 
We are synaptically, semantically, and societally interconnected. Though I 
use these terms for didactic purposes, there is no true dichotomy between 
“cognition” and “emotion.” Brain structure and function and our interwo-
ven social relationships give rise to the integrated complexity of mental life. 
In fact, infant studies suggest that we can examine how the intrinsic features 
of the developing brain may create specific forms of representations via neu-
ral specialization present at birth, such as brain asymmetry.

Colwyn Trevarthen, who has studied infants and brain asymmetry for 
decades, suggests:

Psychology and brain science come together in the scientific analysis of cere-
bral localization of function. Asymmetries of function, correlated with the 
deeply separated left and right cerebral hemispheres, have particular value 
in the opening up of an approach to mental activities at the highest level. 
Cognitive and voluntary processes that attain maturity only after many years 
and that have special importance in cultural life tend to be asymmetric in the 
brain. The basis for this asymmetry seems to be set down very early, probably 
in fetal stages. It becomes elaborated in the subsequent development of the 
brain. Throughout childhood, as the brain takes up the lessons of experi-
ences, and even in the moment-to- moment adjustments of adult conscious-
ness, structures beneath the cortex continue to exercise their regulations. 
They assist in the development of a bihemispheric system in which the two 
sides have complementary roles.

Finally, completing the picture, we find evidence that the intrinsic reg-
ulators of human brain growth in a child are specially adapted to be coupled, 
by emotional communication, to the regulators of adult brains of people who 
know more. This seems to be the key generic brain strategy for cultural 
learning that takes place not in single brains, but in communities of them. 
Developmental brain science will have great importance in future efforts to 
understand the growing human mind, and the life of ideas and beliefs in 
human communities.20

Trevarthen proposes an “intrinsic motive formation,” which emerges 
in the embryo brainstem and regulates asymmetries in the development and 
functioning of the cerebral cortex.21 Within the brainstem are interneu-
ronal systems that carry out aspects of sensory integration; that coordinate 
motivational states and motoric action patterns; and that develop linkages to 
the important regulatory structures of the hypothalamus, basal ganglia, and 
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amygdala. These are the brain circuits that constitute the intrinsic motive 
formation, which is proposed to exist even before cortical neurons develop. 
These essential and asymmetric elements of the emotional, motor, and moti-
vational systems are in place long before the “higher” representational neo-
cortex is formed.

Indeed, the cognitive systems exhibiting the most distinct asymmetry 
are thought to exist between intake and output circuits and the emotional 
processing limbic region of the brain; again, this view emphasizes the inter-
weaving of emotion and cognitive processing. Trevarthen goes on to state:

Human cerebral asymmetry at the level of neocortical cognitive processes 
that take up and store experience develops from a deeper and more ancient 
asymmetry in regulatory motive structures that both control morphogenesis 
of the brain in the embryo and guide the infant into skilled action and an 
understanding of the motives and ideas of other members of the cooperative 
community. Expression of motives and emotions between young children 
and their caregivers and companions regulates the acquisition of sense in the 
human world.22

Numerous lines of research suggest that the hemispheres differ in the pre-
dominance of those neurotransmitters that regulate attention, motor behav-
ior, approach– withdrawal, and self- regulation.23 From the embryonic stage 
onward, there appear to be remarkable differences in “intrinsic motives,” the 
driving forces behind both in-the- moment processing and developmental 
trajectories. Trevarthen proposes that the left hemisphere tends to have an “asser-
tive” motivational state governing active engagement with the world of others, 
as seen in the finding of the infant’s right-hand gestures and cooing vocaliza-
tions in response to the mother’s speech (each of which is left- hemisphere-
 mediated). In contrast, the right hemisphere is proposed to be more “acceptive”—that 
is, receptive and self- regulatory—as evidenced by the infant’s left- handed 
self- touching and the right hemisphere’s being better developed than the 
left and more responsive to the prosody of “motherese” (nonverbal, sing-

song quality of tone of voice). These find-
ings are supported by the notion that the 
left hemisphere is more active in motor 
expression and “approach,” mediated by 
activity of the neurotransmitter dop-
amine. The right hemisphere, in contrast, 
focuses on and responds to novelty and 

can be seen as mediating a “withdrawal” response in certain new situations; 
it is also more involved in attentive and reflective states, mediated by activity 
of the neurotransmitter noradrenaline.24

The left hemisphere tends to 
have an “assertive” motivational 
state . . . In contrast, the right 
hemisphere is proposed to be more 
“acceptive.”
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Moreover, the hemispheres appear to play distinct roles in the process 
of attention itself. The right hemisphere appears to be dominant in various 
aspects of attention, including vigilance, sustained attention, and alertness. 
In contrast, the left is dominant for focused attention—the ways that we 
select what we will pay attention to, our discriminatory attention.25

Tucker, Luu, and Pribram offer a complementary view of the relation 
between circuitry and representational asymmetries. These authors review 
the development of two “streams” of information that have evolved between 
the cortex and deeper structures via the frontal lobes. In an “archicortical 
trend” or “dorsal pathway,” there is an emphasis on certain types of cells 
and on noradrenergic activity. In a “paleocortical trend” or “ventral path-
way,” there is the involvement of different regions and a predominance of 
do paminergic activity. Though each of these trends is present on both sides of 
the brain, the dorsal pathway appears to be predominant on the right side of the brain, 
and the ventral pathway on the left side. Tucker and colleagues suggest that

these two limbic– cortical pathways apply different motivational biases to 
direct the frontal lobe representation of working memory. The dorsal lim-
bic mechanisms projecting through the cingulate gyrus may be influenced 
by hedonic evaluations, social attachments, and they may initiate a mode of 
motor control that is holistic and impulsive. In contrast, the ventral limbic 
pathway from the amygdala to orbital frontal cortex may implement a tight, 
restricted mode of motor control that reflects adaptive constraints of self-
 preservation. In the human brain, hemispheric specialization appears to have 
led to asymmetric elaborations of dorsal and ventral pathways. Understanding 
the inherent asymmetries of corticolimbic architecture may be important in 
interpreting the increasing evidence that the left and right frontal lobes con-
tribute differently to normal and pathological forms of self- regulation.26

Tucker and colleagues review the findings that the ventral pathway 
(dominant on the left side) has a motivational bias toward specific details 
of objects and involves a feedback system whereby representations of pres-
ent perceptions have a high degree of tight monitoring of the generation of 
behavioral output. Such a feedback process lends itself to object perception 
and competence in analytic processing, which may “be especially involved 
in object memory and the fine- tuning of the neocortical representation of 
objects whether the objects are conceptual or perceptual.”27 In contrast, the 
dorsal stream of information (dominant on the right side) involves spatial 
and context representations that rely on a “feedforward” or projectional 
mode of motor control, which activates arousal of attention and memory 
processes in response to novel situations and favors “impulsive” or spontane-
ous behavioral output. Such a projectional mode is also thought to involve 
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representations of the future. This dorsal stream incorporates information 
from the body itself (autonomic activity and the state of viscera and smooth 
muscles), which makes it “well suited to evaluate stimuli for their motiva-
tional significance in relation to internal states.”28

We can therefore see a parallel in viewpoints that the right hemisphere 
plays a dominant role in autonoetic consciousness, which involves a sense of 
self (internal states, state of the body), context, and time as these can be rep-
resented in the past and projected into the future. The predominance of the 
dorsal stream in the right hemisphere in this way establishes the motivational 
formation that drives the creation of autonoetic representations of the self 
through time. These views allow us to understand the notion of “cognitive 
representations” in a developmental light: Neocortical capacities to represent 
reality between perception and action emerge in the setting of powerful and 
asymmetric intrinsic motivational factors built into the structure and func-
tion of the brain. These motivational systems influence embryonic growth 
and postnatally depend on interpersonal experiences for their continued dif-
ferentiation. We shall see that these genetically driven asymmetries create 
their own subjective and interpersonal effects on human experience.

MODES OF PROCESSInG:  
CEREBRaL aSyMMETRy anD “DICHOTOManIa”

Literature on the two hemispheres of the brain reveals the fascinating ori-
gins of the awareness of our distinct ways of knowing about the world.29 An 
early form of research into these modes focused on the experiences of some 
patients with epilepsy, who had to undergo a procedure that cut the con-
nections between the two hemispheres in order to control their seizures. In 
these people, called “split-brain patients,” the corpus callosum was severed, 
resulting in the functional isolation of the left and right halves of the brain. 
Researchers were then able to present either half of such a patient’s brain 
with stimuli and study the patient’s responses. A second prevalent source of 
information has been research on patients with anatomic lesions (tumors, 
strokes) in one hemisphere or the other. Their deficits demonstrate patterns 
of disrupted functioning implicating the central importance of processes 
specific to a particular side of the brain. A third source of insights has been 
ingenious experimental designs devised to expose only one hemisphere of 
the brains of nondisabled subjects to stimuli. The “unilateral” response in 
these situations has provided more data supporting the notion of hemispheric 
specialization.

A fourth type of research utilizing brain imaging studies has contrib-
uted to the examination of hemispheric laterality by following the activity 
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of nondisabled subjects’ brains during various procedures. Some of these 
studies have revealed patterns of activation that tend to confirm the origi-
nal findings; others have revealed a lack of differences between the two 
sides. We need to interpret these findings carefully, as these more recent 
discoveries are quite complex: Increased blood flow as measured in a func-
tional magnetic resonance imaging scanner may actually reveal the inhibi-
tory efforts of one hemisphere as the other is becoming more active, with 
its own enhanced blood flow in response to a specific task. The overall 
result of such inhibitory firing may make it appear as if both hemispheres 
are “contributing” to a cognitive task when in fact they are not participat-
ing equally. Equivalent blood flow changes do not mean that the two sides 
are performing similar information processing. This challenging situation 
may explain the fascinating finding that in the new millennium, a number 
of neuroscientists shy away from stating that the left and the right sides are 
distinct in their functions. The biological reality, however, is that we have 
had asymmetries in our nervous systems as vertebrates for over 300 mil-
lion years. These findings are supported by the other sources of data—from 
clinical studies of individuals with lesions on one side, for example, that for 
over one hundred years have revealed distinct processes on each side. We 
will need to rely on a broad range of scientific and clinical findings beyond 
the understandably limited technologies in order to formulate a deep under-
standing about the truth of asymmetry and its importance in illuminating 
the developing mind.

Iain McGilchrist has reviewed the scientific studies of bilaterality, exam-
ining the methods and results from an array of approaches in order to offer 
the data prior to any unwarranted generalizations. He, like Springer and 
Deutsch in earlier years,30 cautions against the trend some call “dichoto-
mania,” in which popular writers have extended the scientific findings far 
beyond even the implications of the data. For example, whole cultures have 
been accused of being only “left- brained” or “right- brained,” without an 
acknowledgment of the usual bilateral participation of the hemispheres in 
the vast array of mental processes. The temptation to focus on two distinct 
modes of processing has its historical roots. Philosophers have long noted the 
differing styles of knowing and being in the world; they have contrasted cre-
ative, synthetic, emotional, intuitive, and nonconscious patterns with those 
of critical, analytic, intellectual, rational, and conscious modes of thought.31 
There may be a very basic reason for this long history of seeing dichotomies 
in human experience. As we’ve discussed, the anatomic structure and neu-
rochemistry of the two halves of the brain are somewhat distinct.32 But even 
more than mere anatomy and physiology, the processes that have now been 
identified to be dominant in the functioning of each hemisphere generally 
support the philosophers’ observations.
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The brain— including the amygdala and orbitofrontal cortex (respon-
sible for the assignment of meaning to stimuli), the hippocampus (the major 
center for integrating declarative, explicit memory processing), and the lat-
eral prefrontal cortex (thought to be a primary center for focal, conscious 
attention)—is divided into two halves. At various points, bands of tissue, 
including the corpus callosum and the anterior commissures (and, indirectly, 
the cerebellum), connect the left and right halves of the brain. The upper-
most part of the brain is called the cerebrum and includes the area called 
the neocortex, where complex thinking is believed to be correlated with 
neural firing. Each half of the upper brain can be referred to as a “cerebral 
hemisphere.” In this book, the terms “right” or “left” as applied to brain, 
cortex, hemisphere, side, or mode refer in general to the specialized anatomy 
or functions of that side of the entire brain: from the abstract processes at 
the top of the brain, to the more basic physiological and sensory ones lower 
down, emanating from the brainstem. These intrinsic differences may have 
direct effects on the unfolding of asymmetric representational capacities, 
including the more abstract processes of the neocortex. The predominance 
of the ventral or dorsal pathways within each hemisphere may shape the 
motivational bias of attention and memory within that stream of informa-
tion flow. Although certain functions appear to be specialized in each half, 
the typical functioning of the mind involves “cross-talk” between the two 
sides of the brain. The connecting tissue between the hemispheres appears 
to be important for both mutual activation and inhibition of corresponding 

(“homologous”) cerebral centers on either 
side of the brain. Mental life can “flow” 
along with activation in these differenti-
ated and at times linked neural circuits on 
each side of the brain.

Our ways of being in the world, as well as our subjective perceptions, 
are shaped by the emergent processes in these differentiated regions of the 
brain—the right and the left sides. Rather than simply stating that this or 
that side “does” something, it is perhaps better to view laterality as an over-
all way of being. For example, both the left and the right side of the brain 
“handle” language, not just the linguistically “dominant” left. Likewise, the 
left hemisphere can process some forms of nonverbal pantomime—an ana-
logic form of information processing that may previously have been assigned 
solely to a right- hemisphere role.33 Interestingly, these researchers also found 
that spontaneous (vs. intentional) nonverbal communication was processed 
predominantly by the right hemisphere. Nevertheless, ongoing findings sug-
gest that it is true that certain overall processes are dominant on one side or 
the other—and so we can use the notion of a right or a left “mode” of infor-
mation processing. The way in which modes of processing interact with each 

The typical functioning of the mind 
involves “cross-talk” between the 
two sides of the brain.
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other cooperatively, interact conflictually, or remain rigidly dis- associated 
may play a large role in the qualitative experience of mental functioning and 
well-being. These are the lenses through which we perceive the world; they 
shape our inner sense of being and of being aware.

The following is a generally accepted description of the processes in 
which each cerebral hemisphere specializes. In the right hemisphere are fast-
 acting, parallel (simultaneously active), holistic processes. The right side 
specializes in representations such as sensations, images, and the nonver-
bal polysemantic (multiple) meanings of words. These nonverbal and often 
spontaneous representations are often called “analogic.” Visuospatial per-
ception is an example of such an analogic function specialized on the right 
side. As mentioned above, the strict, traditional verbal– nonverbal distinction 
between the left and right hemispheres is not completely accurate. Examples 
of this include the contribution of the right hemisphere to understanding 
metaphor, paradox, and humor embedded in language. Also, the reading 
of stories activates both left- and right- hemisphere processes more readily 
than the reading of scientific texts, which primarily activates the left hemi-
sphere.34

On the left side of the brain are slower- acting, linear, sequential, tem-
poral (time- dependent) processes. Verbal meanings of words, often called 
“digital” representations, are a primary mode of processing for the left side. 
The left hemisphere is thought to utilize monosemantic “packets” of infor-
mation as basic representations, which are then processed in a slower, linear 
mode. Examples of linear processing are reading the words in this sentence, 
aspects of conscious attention, and determining the sequence of events in a 
story. Our linguistic communication is dominated by this linear mode of 
expression and reception of “bundled” bits of symbols, which carry restric-
tive definitions and are relatively clearly demarcated. This is quite distinct 
from the analogic representations seen, for example, in an artist’s painting or 
in a photograph. We can translate these analogic components of the world 
into digitalized forms within words, but the translation is never complete. 
In this way, some authors argue that the right hemisphere more fully “sees 
the world for what it is,” whereas the left hemisphere must reduce the world 
much more into mentally defined, often socially constructed chunks of 
information.

These distinctions have their developmental origins in infancy, as we’ve 
discussed above. The right hemisphere is dominant for the prosodic aspect 
of “motherese” and appears to be more involved in acceptive, receptive, 
and self- regulatory activity. In contrast, the left hemisphere is involved in 
actively asserting communications via the right hand; these are more out-
wardly oriented, approach/assertive motor activities.35 One can propose a 
perhaps simplistic but useful generalization here that the left hemisphere 
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is motivated for externally focused attention and action, whereas the right is 
motivated for internally focused attention and action. As neocortical rep-
resentations emerge between perception (input) and action (output) in the 
form of thought and memory processes, we can see that such core asymme-
tries in motivational factors will bias each hemisphere to develop distinct capacities for 
complex representations. On the left are the semantic memory representations 
of objects in the world, which can be manipulated and communicated to 
others as distinct packets of information. On the right is the internal world 
of the mind—both of the self and of the other—as the primary subject of 
memory representations within episodic memory and social cognition. The 
“theory of mind,” or capacity for “mindsight,” is likely to depend upon 
right- hemisphere representations. Intentions, beliefs, attitudes, perceptions, 
memories, and feelings are represented in analogic forms that are not easily 
reduced to digital packets of information.

Studies of laterality, which have involved somewhat fewer participants 
and therefore have fewer available data supporting their results, have sug-
gested the following findings. The right hemisphere is considered to work 
as a pattern recognition center, assessing the gestalt and context of input 
from a synthetic mode of processing. The left, in contrast, uses logical and 
analytical processing to construct its detail-based representation of reality. 
Because of these differences in processing, writers have often summarized 
the contrast between right and left as that between the intuitive and the 
rational, between context and text, and between the polysemantic and the 
monosemantic meanings of words.36

Michael Gazzaniga and colleagues suggest that the left hemisphere is 
primarily responsible for “syllogistic” reasoning, in which the mind searches 
for causal explanations about events and reaches conclusions based on limited 
information.37 The right hemisphere lacks such a drive to explain; rather, it 
“sees things as they are with little alteration.”38 Gazzaniga has used the term 
“the interpreter” to describe the process of the left hemisphere’s attempts to 
use reason to explain cause– effect relationships in the limited pieces of infor-
mation with which it is provided. In split-brain patients, the left hemisphere 
has been shown to weave fanciful tales to explain its perceptions. Such nar-
ratives, Gazzaniga and colleagues argue, are driven by the interpreter’s need 
to create an explanation even in the face of quite limited data. Under typical 
conditions, such sustained syllogistic reasoning allows us to try to explain 
how things function and why the world is the way it is. In this manner, 
the left hemisphere is the center of the cognitive machinery that attempts 
to explain events and therefore, in Gazzaniga’s view, is the primary motive 
for narrative thinking. In later chapters, we will return to this notion of an 
“interpreter” and its contribution, together with that of right- hemispheric 
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processes, to the production of autobiographical narratives and attachment 
patterns.

More fanciful authors have extended these general dichotomies to less 
well- accepted philosophical notions, such as that of the right hemisphere as 
the origin of Eastern thought and the left hemisphere as the source of West-
ern philosophical views. Psychological works have suggested that the right 
hemisphere is the center of the “unconscious” and that the left hemisphere is 
the origin of “consciousness.”39 Although these views indeed may be useful 
and perhaps have an essence of truth, their uncritical acceptance can limit a 
more careful application of the scientific findings to understanding subjec-
tive experience. An important example is in the generalizations of laterality 
and emotion.

aSyMMETRy anD EMOTIOn

The most common (and oversimplified) notion in the popular literature on 
psychology is that the intuitive, nonverbal right hemisphere is the source 
of all emotion. If this idea is taken literally, it does not leave much room 
to explore the various shades of emotional response woven throughout all 
internal processes on each side of the brain. Emotion exists on both sides 
of the brain. Research on emotion, for example, demonstrates the intimate 
influence of emotion on all cognitive processes, from attention and percep-
tion to memory and moral reasoning.40 Examination of the actual scientific 
data available on the nature of emotion 
and laterality can shed some fascinating 
and useful light on the topic, and can help 
us move further in understanding the 
development of the mind.

In the various studies of emotion and hemispheric specialization, the 
right hemisphere appears to be primarily responsible for the reading of social 
and emotional cues from other people, and for the external expression of 
affect by an individual. For example, the left side of the face, controlled 
preferentially by the right side of the brain, has been shown to express more 
emotion than the other side.41 Studies of patients with right- hemisphere def-
icits also suggest that many attentional mechanisms may be dependent on the 
right prefrontal cortex.42 Recall that appraisal and arousal, which constitute 
the second and central phase of emotional response, alert the brain to focus 
attention on stimuli labeled as “important.” Anatomically, the right side has 
a slightly higher density of neuronal interconnections than the left. As dis-
cussed earlier, what is particularly fascinating is that the right cortex also 

Emotion exists on both sides of the 
brain.
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contains a more integrated somatosensory representation of the whole body, 
including the state of tension in the body’s voluntary muscles and positions of 
the arms and legs. In addition, somatic “maps”—representational input from 
the body’s viscera (heart, lungs, intestines)—are present in the right middle 
prefrontal cortex. These two findings suggest that the right hemisphere is 
more capable of having a sense of the body’s state. These somatic inputs can 
influence limbic appraisal and shape how the cortex regulates attentional 
focus. It may indeed be the right hemisphere that is capable of sensing a “gut 
reaction” or “heartfelt sense” that something is important.43 Emotions are 
directly influenced by the right brain’s representations of the body’s changing 
states. The interoceptive sensations experienced as visceral representations 
in the right hemisphere may be quite difficult to translate into the words of 
the left hemisphere. The “language of the right hemisphere,” the nonverbal 
representations, may be a more direct means of both being aware of and 
expressing primary emotional reactions.

The right hemisphere, via the middle prefrontal cortex, also appears 
to be more capable than the left hemisphere of regulating states of bodily 
arousal.44 This suggests that factors directly impinging on right- hemisphere 
processing, such as bodily input or others’ nonverbal emotional expressions 
(especially when negative), may have a direct impact on the person’s emo-
tional state before the involvement of a linguistically based consciousness.45

The right brain will thus be more readily involved in the registration of 
the somatic input that makes up part of an emotional experience and the reg-
ulation of attention. Control of the body’s response will also be located pri-
marily on the right side. For these reasons, primary emotions—the textured 
emotional states resulting from initial orientation, appraisal, and arousal—
are likely to be experienced more immediately on the right than on the left. 
However, appraisal and arousal circuits, the value centers of the brain, are 
located on both sides. For these reasons, it is fair to say that both sides of the 
brain are filled with meaning and emotional processes. The qualitative ways 
in which each hemisphere is influenced by these neuronal activations—the essence of 
primary emotions—may be quite distinct because of the representational processes that 
are unique to each side.

Studies of emotion and bilaterality have led to several different theo-
retical models. At this point, there is no clear view of some simple way in 
which emotion is asymmetrically processed. One view is based on emotional 
intensity: It holds that the right hemisphere is able to generate and experi-
ence more intense emotion than the left. States of high arousal, ranging 
from intense joy to rage, are sometimes thought to be products of the right 
hemisphere. Clear research data supporting this proposal are not presently 
available— perhaps because the notion of “intensity” is not well defined, nor 
are arousal or activation levels limited to one side of the brain or the other. 
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Instead, we can propose as one possibility that the waves of “emotional expe-
rience” may be more varied on the right side of the brain, giving the internal 
subjective feeling of a wider, more spontaneous sense of inner textures than 
those on the left. Positively valenced emotional states and more regulated, 
even states of mild interest and calm, are thought to be the left hemisphere’s 
range of affective experience.46

The model of emotion and asymmetry based on hedonic tone or valence 
has had mixed support from emerging brain imaging research. This view, 
debated in the literature, suggests that negative, uncomfortable emotions are 
the products of the right hemisphere and are more readily perceived by this 
side of the brain.47 For example, patients with overactive right-sided func-
tioning may experience intense sadness, anger, or anxiety and may become 
more aware of negative expressions in others. Left-sided overactivation, in 
contrast, yields states of happiness and contentment. Popular extensions of 
these studies might call the right hemisphere pessimistic and the left opti-
mistic. There is much controversy over this distinction, in that studies sug-
gest a role of inhibition of the asymmetric corticolimbic dorsal and ventral 
pathways, rather than merely an activation of one side or the other.48 For 
example, Alfano and Cimino state:

There appears to be accumulating evidence for asymmetries in perception/
identification of emotion that are not consistent with existing valence models 
and which need to somehow be reconciled. . . . The mechanisms underlying 
these asymmetric valence effects in perception of emotional stimuli are, as 
yet, unexplored. It may be that each hemisphere exerts an enduring affec-
tive bias that subsequently influences individuals’ appraisal of stimuli in their 
environment. That is, like affective experience and expression, the perception and 
even recall of emotional stimuli may also be differentially mediated by ante-
rior (or other) regions of the cerebral hemispheres.49

Future research will be needed to illuminate how the many layers of arousal, 
valence, perception, expression, and memory each contribute to the asym-
metric ways in which emotion is processed in the brain.

Furthermore, each hemisphere may be involved in contralateral inhibi-
tion—and thus lesion studies that have been interpreted to reveal, for exam-
ple, negative affect on the right side may actually be demonstrating release 
of the inherent emotion of the opposite side of the lesion. It is indeed quite 
complicated.

Nevertheless, there is some agreement that emotions eliciting approach 
behaviors are experienced on the left side, and that emotions producing avoid-
ance or withdrawal are processed on the right.50 This dimension of asymmetry 
may be most evident in frontal regions. The distinction helps illuminate the 
nature of seemingly contradictory findings. For example, the emotional state 
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of anger for many people is considered 
“negative,” and one might predict that an 
angry state of mind would be associated 
with right- hemisphere activation, accord-
ing to the valence hypothesis described 
above. However, as Harmon-Jones and 
colleagues note,

Results of several studies revealed that anger is associated with greater rela-
tive left frontal activation. Moreover, manipulated increases in the approach 
motivation of anger cause even greater relative left frontal activation. These 
results support the idea that greater relative left frontal activity is associated 
with approach motivation and not positive affective valence.51

When we move toward rather than withdraw from something or someone, 
we may be harnessing the approach state of the left frontal regions.

Another often initially counterintuitive finding is the important “left 
shift” revealed in individuals participating in research on mindfulness medi-
tation. Mindful awareness is often filled with sensory and nonverbal immer-
sion in here-and-now experience, and therefore it could be considered a 
“right- hemisphere activity.” However, it is actually thought to involve a 
mental training that enables individuals to approach, rather than withdraw 
from, challenging stimuli.52 This increased left frontal activation (also asso-
ciated with enhanced immune function) does not mean that other left-
 dominant components of information processing are increased with mindful 
awareness. Rather, mindfulness is thought to be associated with an increased 
ability to stay present with moment-to- moment experience—to approach 
life fully, rather than withdrawing or avoiding life’s challenges. These stud-
ies remind us that both the left and right sides of the brain have a wide array 
of processes specific to certain regions. It is not only possible, but prob-
ably very common, that we utilize different regions on the two sides of the 
brain simultaneously in a variety of life’s tasks. This view is supported by the 
notion that motivational factors are asymmetric from prenatal development 
onward, and that the value systems on each side of the brain push experience 
and development in specific directions.

Another view is based on a distinction between “social” and “basic” 
emotions.”53 Social emotions— adaptations of emotional states to meet the 
needs of social situations—are thought to be functions of the left hemi-
sphere. In this model, basic emotions include both primary and categorical 
emotions as these have been defined in Chapter 4; they are the value-based 
responses to internal or external events and are thought to be products of the 
right hemisphere. In this view, sadness, anger, fear, disgust, surprise, interest/

There is some agreement that 
emotions eliciting approach 
behaviors are experienced on 
the left side, and that emotions 
producing avoidance or withdrawal 
are processed on the right.
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excitement, enjoyment/joy, and shame are all part of the right hemisphere’s 
processing. Display rules—the culturally transmitted lessons about which, 
and how, emotions can be expressed in social settings54—determine the 
social appropriateness of affective expression and are presumably mediated 
by the left hemisphere. This view is consistent with the notion proposed ear-
lier that the left hemisphere has an inherent external bias toward our focus of 
attention, whereas the right is biased toward reflecting on internal subjective 
experience.55 Spontaneous motor output, the direct expression of internal 
states via affective signals, is a product of the right hemisphere. In this model, 
the tightly controlled, routinized output of social display rules is a product 
of the left hemisphere, which some studies suggest more readily controls the 
lower face with intentionally mediated, socially engaged emotional expres-
sions. In contrast, the right hemisphere regulates upper facial expressions that 
are more spontaneous and reflective of “authentic” internal states.56

COnSCIOUSnESS anD LaTERaLITy

Though the popular literature and other publications sometimes call the 
right hemisphere the “seat of the unconscious,” each hemisphere may have its 
own conscious and nonconscious processes. Both hemispheres may sometimes 
function in a quite distinct and isolated fashion; at other times there may be 
an integration within bihemispheric functioning. Consciousness in general 
may be qualitatively different on the left and on the right, because the con-
nection of working memory within the lateral prefrontal cortex and the 
40-Hz thalamocortical sweeping process will recruit and have available to 
it representations that are distinct in character within each hemisphere. The 
associational processes thought to underlie conscious experience may also be 
quite different on each side of the brain. It is therefore reasonable to suggest 
that there may be a right-brain and a left-brain form of consciousness. Both 
hemispheres can become involved as a “supersystem,” in which conscious-
ness recruits various neuronal groups across the hemispheric connections, 
leading to a bihemispheric form of consciousness. We can call this a form of 
“interhemispheric resonance.”

The left hemisphere is the center of logical, linguistic, linear processing. 
(It may help your explicit memory to notice all the L’s in this left-sided list. 
Some say that the left is also quite literal.) It is sequential, with one repre-
sentation leading to another and then another. This is inherently slower than 
the rapid, parallel processing of the right side. The basic form of conscious 
representation in the left hemisphere is the word: Thoughts filled with lin-
guistic representations fill our consciousness from left- hemisphere activity. 
What we call “thinking” often refers to the conscious verbal processing of 
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the left hemisphere. When we are conscious of sensations and images, these 
are likely to emanate from the right hemisphere.

Of note is that the left hemisphere appears not to be highly skilled at read-
ing nonverbal social or emotional cues from others. Facial recognition centers are 
primarily in the right hemisphere. What this suggests is that right- hemisphere 
“reality,” its constructed representational world, will contain the information derived 
from the internal states of others.57 The right hemisphere’s language is one of 
nonverbal sensations and images. In sum, the general impression of the right 
hemisphere as being “more emotional” is somewhat oversimplified; it is more 
accurate to state that the emotional experience in the right hemisphere may 
be more attuned to the emotional states both of others and of the self. The 
right hemisphere’s nonverbal representations involve the essence of affect, 
whereas the left hemisphere may have little innate ability to construct or be 
conscious of such a nonverbal, nonlogical view of the world. However, the 
left hemisphere is able to mediate social display rules and can assess complex 
social situations to some degree.58 Emotional processes are a fundamental 
part of both hemispheres and are not restricted to only one side or one area 
of the brain. Our abilities to perceive primary emotional states, to become 
conscious of them, and to express them directly to others may be at the 
heart of the qualitative difference in the experience of emotion between the 
hemispheres.

aTTaCHMEnT, LaTERaLITy, 
anD REPRESEnTaTIOnaL PROCESSES

Because emotions are fundamentally linked to appraisal– arousal mechanisms 
in both the right and left hemispheres, they influence all aspects of cogni-
tion, from perception to rational decision making. As we’ve seen, attachment 
experiences early in life appear to have direct influences on various basic 
processes, including forms of memory, narrative, emotional regulation, and 
interpersonal behavior. Studies suggest that the left and right hemispheres 
may experience different aspects of emotional response. We can then ask 
how intimate affect attunement—the resonance of states of mind between 
child and caregiver—might influence the two hemispheres in unique ways. 
The proposal being made here is that the different patterns of attachment 
relationships can be understood in part as differentially involving commu-
nication between one hemisphere of the parent and the similar hemisphere 
of the child. The conceptual basis for this proposal is that the more mature 
adult state of mind will tend to recruit similar brain processes in the child. 
If this occurs repeatedly during the crucial early years of development, it is 
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plausible that these shared states may become engrained as traits within the 
child.

What is the evidence that parent–child relationships may involve asym-
metric effects on the developing child’s brain? Studies by Geraldine Dawson 
and colleagues, Tiffany Field and colleagues, and others suggest that the left 
hemisphere’s involvement in positive emotions such as joy and excitement 
make it particularly vulnerable to dysfunction in cases of maternal depres-
sion.59 In studies of mother–child dyads with prolonged maternal depression, 
EEG findings were suggestive of dampened left- hemisphere functioning, 
with relative increases in right- hemisphere activation in both mothers and 
children. If a mother’s depression lasted beyond one year, then the child 
was more likely to have prolonged impairment in left- hemisphere activation 
in the future. Maternal depression involves decreased affective attunement 
and diminished sharing of heightened moments of state-to-state resonance 
around positive feelings, such as excitement, interest, and joy.60 The right 
hemisphere, in this view, is involved in negative emotions, such as fear, sad-
ness, and anger. Overall, these findings are consistent with the valence-based 
view of emotional laterality, in which asymmetry generally determines the 
hedonic tone of emotional experience. Interestingly, one study revealed 
that with a continuity of breast feeding with depressed mothers and their 
infants, these effects on the brain were not seen. The authors suggest that 
these enhanced positive dyadic interactions may have partly ameliorated the 
potential negative effects of the mothers’ depression.61

Other types of studies suggest that the form of parent–child commu-
nication during the early years of life may directly shape the lateralization 
of brain function. Newman, Bavelier, and their colleagues have revealed 
that the mediation of American Sign Language (ASL)—a visual display of 
signals used for communication with and by many hearing- impaired indi-
viduals—is carried out in different areas of the brain, depending on when it 
was learned.62 For example, congenitally deaf individuals who have learned 
ASL utilize the left- hemispheric regions usually involved in spoken lan-
guage, in addition to harnessing aspects of the right hemisphere. Newman 
and colleagues also elected to study hearing children raised by deaf parents 
who learned sign language as their first “language” and to compare them 
to individuals who learned ASL later in life. In individuals who learned to 
communicate with ASL early, the left- hemisphere centers that usually medi-
ate “spoken” language subsumed this role. However, in hearing adults who 
learned ASL after adolescence and not early in life, the left hemisphere did 
not subsume this role. Early ASL users harness both sides of the brain.63

A study comparing deaf children raised by experienced users of sign 
language with deaf children of parents new to its use also revealed important 
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developmental findings. The ability to think in mental terms—to perceive 
the mind or have “theory of mind”—was found to be well developed only 
in those children of parents who could sign in a sophisticated manner. The 
conclusions of that study are that children need to experience communica-
tion about internal mental life using mental-state language, such as feel-
ings, thoughts, and memories, in order to develop this important mindsight 
capacity.64

These studies suggest that the brain responds to experience by altering 
its neural circuitry; that it is capable of devoting its circuitry to alternative 
sensory modes depending on stimulus input; and that the timing of exposure 
to stimuli has a direct influence on how “plastic” the brain is in adapting its 
circuitry. We can further propose that the social nature of information pro-
cessing—the form in which interpersonal communication takes place—may 

be an important determinant in brain dif-
ferentiation. This latter possibility high-
lights the notion that whether language is 
mediated by visual or by auditory means 

early in life, similar brain regions will take on the task of language process-
ing. Could it be that forms of emotional communication (or the lack of 
them) that involve nonverbal aspects of communication can also directly 
shape brain development in these lateralized ways by experience- dependent 
developmental processes as well? Future studies will need to explore this 
possibility.

The right hemisphere is dominant in its activity and development dur-
ing the first three years of life.65 Children who experience severe emotional 
deprivation during this period may be at most risk of losses in the structural 
components that link the right and left hemispheres, with reduced volume 
of the connecting fibers of the corpus callosum.66 The vulnerability from 
such impaired neural integration may be understood as a function of the 
primary role of integration in mediating the affect attunement that serves as 
a major form of connection and communication between the child and care-
giver. This view also supports the notion that primary emotions, which give 
rise to vitality affects, may be closely linked to integrative neural function. 
When we examine the functional properties of each hemisphere, especially 
the right hemisphere and its connection to both affect regulation and social 
communication, we gain insights into the differences between individuals 
with different attachment experiences.

These issues also raise the point that the timing of experience, be it 
optimal or traumatic, may have the largest impact on those parts of the brain 
that are in the most active phase of development.67 These are times of maxi-
mal opportunity as well as vulnerability. As Robert Thatcher and colleagues 
have demonstrated, the brain may undergo a cycling of phases throughout 

The brain responds to experience 
by altering its neural circuitry.
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childhood, in which one and then the other hemisphere is in an active phase 
of growth and development.68 Clinicians and researchers may benefit from 
awareness of the possibility that the correlation of overwhelming experi-
ences with the natural oscillations in hemisphere maturation may lead to 
differing outcomes for development.

If a child has had little interpersonal right- hemisphere resonance with 
his caregivers during the first three years of life, underdevelopment of that 
hemisphere and of its linkage to the left hemisphere may result. Nonverbal 
communication, facial expressions, subtleties in tone of voice, and emotional 
attunements will all be minimal in the “experience- dependent maturation” 
of this child’s right hemisphere. These are the experiential food for the right 
hemisphere during early development, as well as in adult life. A parent’s 
attachment model may directly influence the nature of her emotional attune-
ment, selectively reinforcing the activity of certain emotions and disavowing 
(by nonattunement) other ones.69 These studies support the view that inte-
grative communication links the differentiated selves of infant and caregiver 
and promotes the growth of the integrative fibers of the brain. These circuits 
link differentiated neural regions in the body and link different people to 
one another. They are regulatory: They help coordinate and balance the 
functioning of the child in an embodied and relational world. The right 
hemisphere (especially the middle prefrontal region), plays a dominant role 
in integration and regulation throughout our lives, as it links social, somatic, 
brainstem, limbic, and cortical into one functional whole.

Fonagy and colleagues found that certain attachment dyads do not foster 
the development of elements of the “theory-of-mind” module of processing 
information.70 These findings can be extended here to support the idea that 
attachment has lateralized effects. We can propose that “reflective function,” 
in which the mind of one person is able to “mentalize” or create representa-
tions of the mind of another, is probably dependent upon processes mediated 
primarily via the right hemisphere. Carrington and Bailey’s metaanalysis of 
forty theory-of-mind studies suggests an active role for a core network of neu-
ral regions with a general dominance in the right hemisphere.71 The reflec-
tive function also serves as the substrate for self- awareness and for the ability 
to process information about the self and the self with others— processes 
mediated in adjacent regions of the prefrontal areas. Recognizing facial emo-
tional expression, having cognitive representations of others’ minds, having 
self–other relationship representations, and having the capacity to respond to 
the mental state of others can all be proposed to be mediated by the social-
 emotional processing of the right hemisphere.72 However, the integration of 
these modules of processing into a coherently functioning reflective mode 
may require a well- developed coordination of right- hemisphere and left-
 hemisphere processing, as discussed below. Attachment studies by Fonagy 



248 T H E  D E V E L O P I N G  M I N D  

and his coworkers support the notion that interpersonal experiences within 
early caregiver–child relationships can facilitate, or impair, the development 
of such reflective capacity.73

Adults who have insecure states of mind with respect to attachment can 
be proposed to reveal, within their AAI narratives, frames of mind in which 
such integration of the hemispheres has not been achieved. Such a restricted 
state of mind may impair a parent’s ability to achieve resonance of states with 
a child. Specifically, the parent will be unable to foster the activity of each 
hemisphere and will have difficulty enabling the child to achieve some form 
of interhemisphere integration. We can further suggest here that the coher-
ent AAI narratives of securely attached adults reveal a coordinated function-
ing of the “mentalizing” right hemisphere and the “interpreting” left. We 
shall see how the integration of right- and left- hemisphere representational 
processes and motivational states leads to a “bilateral form of coherence” 
and can be revealed within coherent life narratives. The ways in which the 
mind may come to integrate these processes and achieve such coherence are 
explored in greater detail in Chapter 9.

The right hemisphere has a nonverbal “language” of its own, focusing 
on the gist, context, or social meaning of experiences. Just as the left hemi-
sphere requires exposure to linguistically based language in order to grow 
properly, one can propose that the right hemisphere may require emotional 
stimulation from the environment in order to develop properly. Attachment 
research clearly demonstrates that communication between caregiver and 
infant shapes the ways in which the child’s developing mind learns to process 
information. As Aitken and Trevarthen have stated,

Human cognition developments, and their pathologies, are regulated, from 
birth, by highly specific motives in the child’s brain for engaging with motives 
in other brains. Emotions constitute an innate system by which functions of 
attending, purpose, and learning may be coordinated between subjects.74

In this manner, emotional communication and affective attunement become 
the medium in which the child’s cognitive capacities develop.

The organization Zero to Three’s logo reads, “To grow a child’s mind, 
nurture a baby’s heart.” This view is supported by the writings of Stanley 
Greenspan and Berry Brazelton, who suggest that early emotional relation-
ships form the building blocks for the development of all other representa-
tional processes.75 Aitken and Trevarthen also suggest this view:

Subjective and intersubjective processes are mutually regulating, and, in 
early infancy, before manipulative investigation of objects is under efficient 
volitional control, the regulations of communication with a caregiver who 
offers affectionate, emotionally available company appear to dominate in the 
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discovery and learning of reality. . . . There is abundant evidence now that 
neonatal brains are embarking on changes in organization that are highly 
responsive to stimulation from caregivers. The effects of this experience, 
while demonstrating the adaptive plasticity of the newborn brain, also give 
proof of highly elaborate and highly selective systems in the infant for engag-
ing with the processes that motivate expressive behaviors in caretaking indi-
viduals.76

In other words, the infant both responds to the world of others and plays an 
active role in influencing how others respond. This process can be seen as a 
form of “recruitment,” in which neuronal processes selectively activate pat-
terns of firing of other neural pathways—in this case, within other brains.

Recall that when neuronal circuits 
become activated, they create and rein-
force their connections with each other. 
With this in mind, we can see why an 
avoidantly attached child’s conscious 
experience of life, his subjective sense of 
daily living, may be quite different from that of a securely attached child 
whose right hemisphere has been encouraged to develop. Once established, 
such a pattern in neuronal activations will tend to recruit similar patterns in 
the future. Within the avoidantly attached individual, there may be a discon-
nection in the integrative functioning of the two hemispheres that parallels 
the emotional disconnection within the attachment relationship. Studies of 
avoidant mother–child pairs have shown that words are used without corre-
lation with nonverbal components of communication.77 Such an interactive 
disconnection becomes repeated within a child’s own mind. In this way, one 
hemisphere may begin to act as an autonomous subsystem of the brain. At 
the extreme, one might predict that such a person may feel more comfort-
able with abstract ideas and the sharing of intellectual views about the world 
than with intense emotional exchanges involving the sensation of “feeling 
felt” or the content of others’ minds. Over time, the relative dominance of 
one hemisphere over the other and the functional isolation of the lateralized 
modes of processing may begin to dominate the subjective experience of life 
for that individual.

GEnETICS, GEnDER, anD ExPERIEnCE

The proposal being made here is that certain attachment experiences pref-
erentially reinforce the development of one hemisphere over another and 
therefore lead to impaired bilateral functioning. Before we can accept this 

Emotional communication and 
affective attunement become 
the medium in which the child’s 
cognitive capacities develop.
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idea, we need to take a more global perspective on what is known about 
the effects of innate, nonexperiential factors on the developing individual. 
Studies have found, for example, that gender plays a large role in determin-
ing hemispheric strengths.78 Some findings contradict common assumptions, 
however; for example, one study showed that men may actually use right-
 hemisphere middle prefrontal areas more preferentially in mediating social 
cognition than women do.79 Oversimplification of gender findings should 
be carefully avoided. Nevertheless, a range of studies suggest that, on the 
average, females are better than males in a broad range of skills involving 
the use of language, such as verbal fluency, articulation speed, and grammar. 
They are also superior to men at tasks involving perceptual speed, manual 
precision, and arithmetic calculations. Males, in contrast, are generally better 
at tasks that are spatial in nature, including picture assembly, block design, 
mental rotation, maze performance, and mechanical skills. Men are also 
superior to women in mathematical reasoning, in intercepting a moving 
object, and (believe it or not) in finding their way along a route. As you can 
see, these differences demonstrate a trend that may be surprising: Women 
have more facility in classically left- hemisphere processes, and men in right-
 hemisphere ones. In fact, it is important to note that attachment categories 
are distributed equally across the genders. Both males and females need and 
can give empathic, sensitive, and nurturing care to their offspring and their 
romantic partners.

Exposure to hormones such as testosterone during fetal growth is felt to 
be one factor that directly influences the specialization of hemispheric func-
tion and may explain some of the initial differences across the hemispheres as 
children grow. As mentioned in Chapter 4, testosterone levels also influence 
the modeling of the adolescent brain.80 Studies have found that lateralization 
probably occurs before birth, reinforcing the notion that innate genetic and 
other constitutional factors (produced by conditions in utero) may play a large 
role in the initial differentiation of the two hemispheres.81 As the newborn 
grows, specialization appears to continue and now experience may directly 
play a role in how each hemisphere grows and learns to integrate with the 
other. The role of socialization in hemispheric specialization has not been 
clarified as yet, but it is clear that experiences within families and in the 
larger culture are important in how children’s brains develop.82 In general, 
these social experiences may be formative in shaping not only neural con-
nections, but also the epigenetic regulation of gene expression.83 The known 
distinctions in various cultures in the rearing of boys versus girls may serve 
to elaborate and reinforce these initial inborn gender-based differences, and 
to shape the epigenetic factors and synaptic connections of the developing 
brain. These are important issues to be illuminated in future research.
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One general view is that females tend to have more processes that are 
bilaterally distributed. For example, women often have words represented in 
the (usual) left hemisphere and also in the right hemisphere. This finding 
of more integrated functions across the two sides is supported by anatomic 
studies demonstrating a number of differences between women and men 
that support, but do not prove, the notion of increased similarity and acces-
sibility of the left and right hemispheres to each other in women.84 Not all 
studies support this view, and caution is advised. Men and women may be 
quite similar as individuals, even in the face of differences in general group 
trends.85 Cerebral blood flow findings often support the view that men have 
greater asymmetry in function than women do. One way of summarizing 
these suggestions is that women are “less lateralized” than men. For both 
men and women, however, the left and right hemispheres are anatomically 
quite distinct.86

Why do women and men differ in their laterality? One view is that 
proposed by Jerre Levy, who suggests that the greater lateralization in men 
would have been necessary to preserve the high level of visuospatial skills 
necessary for hunting. In women, the role of child rearing would have neces-
sitated more bilateralization of such functions as the use of language for 
communication of internal states, as well as social sensitivity and facility 
with nonverbal modes of communication.87 This hypothesis combines an 
anthropological view of gender roles with cognitive findings on the relation-
ship between sex and asymmetry. It speaks directly to the idea of how gen-
erations of humans exposed to evolutionary pressures may have been selected 
for particular patterns of hemispheric specialization. It does not focus on 
how an individual’s experience will “pull” for particular functions. Gender 
differences in cognition may change as cultural roles in future generations 
continue to evolve.

Other studies, however, suggest that there are no consistent popula-
tion differences in laterality across the genders.88 Testosterone in males, 
and alterations in estrogen and progesterone in females, may play a role in 
how mental processes and behavioral interactions unfold across the lifespan. 
Stress levels with increased cortisol secretion may also influence cognition 
by inhibiting the functioning of the hippocampus in integrating explicit 
memory and altering the capacity for learning. Perhaps the most parsimoni-
ous view is that whatever the genetically and hormonally induced differences 
across the genders may be, they reveal a wide range of possible outcomes in 
development for any individual. Given the high degree of plasticity of the 
human brain, as well as the wide array of experiences and expectations that 
children encounter as they grow, a great deal of freedom and flexibility is 
possible. This enables us to view a child, whether male or female, as having 
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a wide range of potentials that are limited more by our expectations than by 
our XX or XY chromosomes.

Why would the brain be genetically programmed in either males or 
females to differentiate left from right in the first place? Why do we have 
two hemispheres with differential functions anyway? There are many specu-
lative answers to these questions. One view holds that the functions of one 
hemisphere can conflict with those of the other. This is called the “cognitive 
crowding hypothesis” and specifically highlights the idea that if each hemi-
sphere performed the same function, then the ensuing competition would 
lead to cognitive dysfunction.89 Having two separate hemispheres with dis-
tinct forms of processes allows for the preservation of the functions of each 
side. Those organisms that developed bilateral specialization had increased 
survival ability and were able to pass on the trait to later generations. Asym-
metry actually appears to have a long history in many species of animals.90

HOw DOES ExPERIEnCE InFLUEnCE 
HEMISPHERIC SPECIaLIzaTIOn?

There are developmental phases in which primarily one, then the other, 
hemisphere grows and expands.91 In the first few years of life, as described 
earlier, the right hemisphere is both more active and growing more rapidly. 
After these first years, the left hemisphere becomes more dominant in activ-
ity and development. By the end of the third year of life, the corpus callosum 
allows for the transfer of information between the two hemispheres. The 
mind is created, in part, from the whole brain within the activity of its dis-
parate circuits, their interactions with each other, and their interactions with 
the body as a whole. As we’ve seen, the intrinsic motive formation system 
may exist before the neocortical capacity to construct representations even 
begins. The developing mind of the child reflects the manner in which it is 
anatomically predisposed to processing information. After four years of age, 
children usually become much more facile at using words to describe their 
inner states and impulses. Preschools take advantage of this developmental 
capacity in helping children learn to socialize with their peers by utilizing 
language to express what they feel and want. Such accomplishments require 
the joint cooperation of both hemispheres and may not be possible at an ear-
lier age in most children.

We know from studies of children and adults with neurological lesions 
that the brain can adapt to experiential pressures.92 For example, in young 
children with severe forms of epilepsy who have had to undergo treatment 
involving removal of an entire hemisphere, the remaining half of the brain 
appears to be able to take on the functions (such as language) of the now 
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missing hemisphere. In adults suffering from strokes, however, the brain may 
not be so “plastic” or able to adapt to loss of specialized functions.93 Through 
lengthy rehabilitation efforts, however, experience can result in the emer-
gence of needed old functions within new circuits. The same appears to be 
true in cases of congenital impairment of certain sensory modalities, such as 
sight, in which other modalities (such as touch) utilize the anatomic zones 
usually specializing in the impaired mode.94

In professional musicians, the study of music appears to involve the 
growth and development of parts of the brain in a different manner from 
their development in the casual music listener. Specifically, some studies 
suggest that the left brain’s language-based, analytic mode becomes a more 
dominant part of the music experience with education and formal training. 
This appears to involve judgments about duration, sequence, and rhythm. In 
contrast, the right side’s ability appears to be stronger in the areas of tonal 
memory, melody recognition, and intensity. The complexity of how various 
forms of musical training affect brain organization, however, makes it dif-
ficult to make global lateralized conclusions, especially when developmental 
age is taken into account.95 One view of music and the brain suggests that 
rhythm links the body proper with the functioning of the higher neural 
regions of the cortex; melody builds on the anticipatory functions of the 
neocortex in integrating the familiar with the novel in the capturing of the 
musical imagination.96

The repeated activation of specific neuronal pathways reinforces the 
strength of connections between groups of neurons. Those neuronal cir-
cuits that are not activated do not get reinforced and can die away. Some 
researchers suggest that there are “windows of opportunity,” during which 
the activation of specific functions is essential for continued development 
in that area. If kittens are not exposed to horizontal lines during a certain 
critical period, for example, the visual cortex may lose the ability to process 
such input later in life.97 Infants who are not exposed to any spoken language 
may lose the ability to acquire typical linguistic functions after the first few 
years.98 Similarly, infants who have no attachment relationships (e.g., ones 
who are in orphanages with so few staff members that attachments do not 
develop) before the end of the third year of life, at the latest, may have 
extreme difficulty forming attachments later in life.99 The motivational sys-
tem of attachment—its circuits and potential for development—may have  
became not readily available for maturation in the future.

How “plastic” is the brain after the early years of childhood? Recent 
findings in the field of neuroplasticity reveal that the human brain remains 
open to changing in response to experience throughout the lifespan. It can 
grow new synaptic connections, make new myelin, and even grow new 
neurons from neural stem cells that develop into fully mature integrative 
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neurons within several weeks.100 This issue has important implications for 
our understanding of the developing mind across the lifespan. For example, 
if it is true that certain attachment experiences lead to the underdevelop-
ment of the right- hemisphere processing of nonverbal aspects of emotional 
signals, and of the two hemispheres’ ability to coordinate and balance their 
asymmetric processing, how much can new experiences alter such a condi-
tion in an adult? We could use future studies, say, of the brain’s default mode 
of activity—its resting state of functioning when not given specific tasks to 
accomplish—to examine whether there is impaired integration following 
suboptimal attachment experiences. Impaired integration has been found in 
some preliminary studies of disorders that are not experientially induced, 
such as bipolar disorder, schizophrenia, and autism.101 Outcome studies 
might then look for improvements in the integrative intrinsic functioning 
of the brain following appropriate therapeutic intervention, no matter what 
the etiology of the condition being treated might be. Research suggests that 
there is far more plasticity in the adult brain than was previously believed 

possible, even in the face of neurological 
impairments.102 These studies suggest that 
alterations in input from the environ-
ment, such as those resulting from inabil-
ity to move a limb, lead to restructuring 

of the representational processes in certain regions of the brain. Even in an 
adult, therefore, the brain appears to be capable to some degree of respond-
ing to changes in experience with further development of brain structure 
and function.

Another reason for optimism about further brain development in adults 
is that some psychiatric disturbances may be due to impairments in integra-
tive functioning among widely distributed, sometimes bilateral processes.103 
These impairments may be due to the failure to develop associative neural 
pathways linking relatively autonomous modules of processing. This is con-
sistent with our proposal over the last two decades that mental health emerges 
from integration and that psychiatric disturbances are due to impediments 
to integration. There is preliminary support for clinical assessment aimed at 
identifying such integrative impairments (as revealed in the states of chaos 
or rigidity), and then focusing interventions on promoting integration.104 
The creation of new neural integrative links is part of a learning process that 
remains possible throughout adulthood. Addressing the issue of the emer-
gent properties of neural systems in development, Post and Weiss suggest:

The synaptic networks are in a state of continual rearrangement on both a 
micromolecular basis at the level of neurotransmitter and receptor subtype, as 
well as on a larger integrative basis for the synthesis of objects in the environ-
ment, including food and individuals such as self and others.105

The human brain remains open to 
changing in response to experience 
throughout the lifespan.
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Our brains may retain the ability to continually reshape, in some fashion, 
emergent properties that allow us to learn and grow with new experiences.

For example, informal clinical observations suggest that some individ-
uals do remain capable of activating the inherent capabilities of the right 
hemisphere well into adulthood.106 Learning to integrate these nonverbal 
functions into an active contribution to both internal and interpersonal 
experience can be a major challenge, however, especially for those with 
avoidant attachment histories. Other individuals seem much less able, or at 
least less willing, to experience such transformations. One question is how 
impairments in integrative functioning may be a result of underdevelopment 
or an adaptive underutilization. For example, allowing the mind to begin to 
process the less definable, predictable, and controllable information inherent 
in nonverbal representations can be frightening for some people. At times, 
having unilateral dominance may be a defensively adaptive function. In this 
situation, attempts to improve bilateral functioning may involve efforts both 
to catalyze new development and to support the lowering of defensive avoid-
ance tactics.

The blockage of right- hemisphere processes from consciousness and 
from engaging with others may be an adaptive “defense” against feeling 
anxious and out of control. Moving toward the left hemisphere’s more 
detail- oriented, routinized, top-down processing and its “even-keel” emo-
tional style may be a mental system that is eagerly welcomed if the world is 
otherwise filled with uncertainty and excessive overstimulation. Such may 
be the case for individuals with certain highly reactive temperamental styles 
or for those raised in chaotic homes.

In fact, bilateral asymmetries have been associated with certain tem-
peramental, affective, and cognitive styles.107 For example, as discussed in 
Chapter 4, right- hemisphere dominance has been found in young infants 
who later are found to have shy temperaments.108 The behavioral inhibition 
that accompanies such a constitution can be thought of as due to an exces-
sive reactivity of the right hemisphere, which has been proposed to mediate 
withdrawal behavior. In the face of novelty, such activation may lead to a 
turning inward and avoidance of engaging in the world. Recall that the dor-
sal corticolimbic pathway is dominant in the right hemisphere, and that this 
pathway is involved in orienting to novel stimuli, the activation of internal 
self- regulatory mechanisms, the representation of the self and the body, and 
the “feedforward” representation of the future.109 As we put these elements 
together here, we can propose that an individual with an overly active dorsal 
pathway/right hemisphere early in life may experience not only increased 
attention and reactivity to novel situations, but also engrained representa-
tions of the self in distress, which may create further caution and withdrawal. 
As such a child matures, the active representation of the future within the 
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dorsal stream may extend such a cautious stance as the mind attempts to 
anticipate the world of uncertainty by matching actual experiences with 
well- elaborated fearful expectations. Such an attempt to anticipate the world 
can be seen in the behavior of the slow-to-warm up, shy child clinging 
to a parent’s side at a friend’s birthday party. What has begun as an initial 
overdominance of right- hemisphere functioning may now have blossomed 
into a significantly impairing behavioral inhibition. Interactions with par-
ents and other caregivers during the early years of such a constitutionally shy 
child’s development can help ameliorate such a trajectory. As discussed ear-
lier, research has demonstrated that interactions with others supporting a shy 
child’s emotional experience, but nurturing attempts to “push the envelope” 
into tolerable levels of uncertainty and exploration, may be the most helpful 
in enabling the child to grow and develop.110

wayS OF knOwInG

What are the implications of asymmetry for our experiential ways of know-
ing about reality? One view is that with the advent of language, the brain 
has to preserve a way to continue to process things quickly and more directly 
in relation to the body and the external world. This becomes the continued 
work of the right hemisphere. The left, in contrast, has fewer inputs from 
the body and is able to use the abstract manipulations of linguistic represen-
tations to allow us to experience a “higher-order consciousness”: Linguisti-
cally, we are able to reflect on the past and the present, and to plan for the 
future. Such abilities also allow us to create new combinations of things, 
both in our minds and in the world. We can build buildings, fly airplanes, 
and write books of poetry (or books about the brain). The logical, linear, 
detail- focused, linguistic left brain is crucial for human creativity as well as 
technology. It is essential for getting the message into shareable packets of 
socially transmissible information. What is the right brain for?

The right brain appears to be able to perceive patterns within a holistic 
framework, noting spatial arrangements that the left is unable to sense. The 
right brain is able to create the gist or context of experiences and the overall 
meaning of events. The nonverbal codes of the right hemisphere are pre-
dominantly based on sensations and images. These rapidly associated images 
give us a more direct and immediate representation of the world and of our-
selves. This gives us a perceptual advantage: We can perceive the world for 
“how it is” from a bottom-up perspective. The left hemisphere, in contrast, 
is able to categorize perceptions based on prior experience from a top-down 
view. In their essential features, Levy argues, the spatial abilities of the right 
hemisphere are directly conflictual with the linguistic representations of the 
left.111 According to this “cognitive crowding hypothesis,” keeping the right 
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mode separate from the left allows for the existence of two extremely different but vital 
and important ways of knowing. In this manner, the isolation of the two hemi-
spheres is required in order to achieve the unique information- processing 
modes of each side of the brain.112

Memory processes are also specialized in each hemisphere.113 The mem-
ory researcher Daniel Schacter notes:

Neurologists and neuropsychologists have known for over a century that 
language and verbal abilities are heavily dependent on the left hemisphere, 
whereas nonverbal and spatial functions are more dependent on the right 
hemisphere. Memory is similarly lateralized. Patients with damage to the left 
hippocampus and medial temporal lobe tend to have difficulties explicitly 
remembering verbal information but have no problems remembering visual 
designs and spatial locations. Patients with damage to the right hippocampus 
and medial temporal lobe tend to show the opposite pattern.114

Goldberg and Costa extend this argu-
ment by suggesting that the functional and 
anatomic studies of specialization support 
the view that the right hemisphere is bet-
ter equipped to deal with interregional inte-
gration.115 That is, the right hemisphere 
has more associational links, integrating information within the right brain 
in a “horizontal fashion” across modalities and attaining a contextual pattern 
of the world. The right hemisphere has a greater capacity for dealing with 
context and informational complexity and for integrating data across various 
modes of representations (such as sight, sound, and touch) within a single 
effort or task. Some consider that the right hemisphere is in this way better 
equipped to perform parallel processing.

The left hemisphere, in contrast, is built for “vertical integration” 
within the cortical columns of this side, with intraregional linkages allow-
ing for detailed assessment of a single mode of representation. For example, 
when a perceptual representation matches a linguistic category, it allows the 
left hemisphere to move deeply into routinized responses in its top-down 
processing. These linear relationships are well established and link specific 
inputs with particular outputs. The left hemisphere is therefore said to be 
built for a categorical response to routine stimuli. In other words, the left 
hemisphere’s experience of reality is literally created by the more rigidly 
established definitions of its linguistic packets of representations: words. The 
right hemisphere, in contrast, is designed for newly assembled responses 
to novel stimuli. This asymmetry of the brain creates a functional contrast 
between familiarity on the left and novelty on the right.

A practical and intriguing example of experiencing the difference in 
these two modes of seeing reality is provided by Betty Edwards’s book The 

Keeping the right mode separate 
from the left allows for the 
existence of two extremely different 
but vital and important ways of 
knowing.
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New Drawing on the Right Side of the Brain.116 In this practical workbook, 
the educator/author introduces the reader to the notion of cerebral later-
alization and provides exercises in which the differences between the two 
ways of knowing can be personally experienced. Essentially, when the left 
brain is told to “be quiet” and is not allowed to categorize what it sees, the 
right brain is able to assert its bottom-up mode of constructing visual reality. 
The results can be staggering; for instance, those who have forgotten since 
childhood how to draw may be happily shocked at how active their right 
hemispheres can still be. As Edwards’s book demonstrates, many individuals 
have found a way to live primarily in a left- hemisphere mode of top-down 
categorizations with routinized perceptions and behaviors. The timeless and 
direct quality of experience that the book facilitates—the right hemisphere’s 
mode of knowing the world—can make the reader feel quite alive.

Such an experience often leaves the individual with a clear view of how 
distinct these two ways of knowing are. Though supported by a wealth of 
research data on laterality, the issue of “left brain or right brain” is not even 
really important in the final analysis. What we are concerned with is the 
subjective experience of minds— different ways of being and perceiving, not 
merely the functional anatomy of the brain. It is indisputable that there are 
two profoundly different general modes in which the mind processes infor-
mation. One or the other mode can dominate our conscious experience at 
various times. The finding that these modes of the mind do indeed have 
robust correlations with the sides of the brain just helps us to understand the 
probable neurophysiological mechanisms underlying what has been known 
for hundreds of years.117

Neuroscience can also help us avoid excessive generalizations about 
bilaterality. Our different ways of knowing intermingle in our daily lives. 
Creativity does not come from only one mode or the other. Happiness or 
other emotions do not emerge from living only in the timeless, nonverbal 
mode of constructing reality. Success does not emerge solely from the lin-
guistic, controlled, and well- defined rules of the other mode. What research 
findings can be synthesized to suggest and what we can propose, in fact, is 
that an emergent quality of living a vital and flexible life may come from 
an openness to bilateral functioning involving many ways of knowing. The 
brain is designed to integrate its functioning.118

THE DEvELOPMEnT OF MInDSIGHT: 
MInDS CREaTInG MInDS

One of the basic forms of information that the mind constructs and processes 
is that of the sense of mind itself. The “mind- creating” capacity of the mind 
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develops early in life. Many studies point to a special role of the middle (ven-
tromedial) prefrontal cortex on the right side of the brain in creating maps 
of self and other.119 Recall that the right hemisphere is dominant in both its 
activity and its growth for the first years of a child’s life.120 Children dur-
ing the first years of life are able to detect the difference between animate 
and inanimate objects and to attribute qualities of mind, such as intentions, 
attentions, and feelings, to the former ones. By their third year, they are able 
to engage in symbolic play, in which they can invest inanimate objects with 
animate qualities of intentionality and emotional response.121 This immer-
sion in pretend play involves the creation of social interactions and stories 
that involve the subjective, mental lives of the interacting characters. As Fon-
agy and Target have noted,

The child’s development and perception of mental states in himself and oth-
ers thus depends on his observation of the mental world of his caregiver. He 
is able to perceive mental states, to the extent that his caregiver’s behavior 
implied such states. This he does when the caregiver is in a shared pretend 
mode of playing with the child (hence the association between pretend and 
early mentalization), and many ordinary interactions (such as physical care 
and comforting, conversation with peers) will also involve such shared men-
tation. This is what makes mental state concepts such as thinking inherently 
intersubjective; shared experience is part of the very logic of mental state con-
cepts. . . . We believe that most important for the development of mentalizing 
self- organization is that exploration of the mental state of the sensitive care-
giver enables the child to find in his mind an image of himself as motivated by 
beliefs, feelings, and intentions, in other words, as mentalizing.122

The initial sharing of mental experiences therefore lays the groundwork 
for the rest of mental development, including the acquisition of complex 
cognitive abilities. How does this occur? As with other aspects of mental 
functioning, looking toward information processing helps us to understand 
the “mentalizing” ability of the mind.

A typical child’s brain is able to take 
in information about the subjective men-
tal state of another person. These sig-
nals are those of the nonverbal realm, 
which we’ve discussed: eye contact, facial 
expression, tone of voice. An important aspect of communication involves 
“joint referencing” signals (such as looking at a third object or pointing), 
which contain the information that the sender is focusing her attention in a 
certain direction or on a particular object. During the first year of life, joint 
referencing becomes a shared form of communication. It is during this phase 
that the child begins to sense the intention of another person; this permits 

The initial sharing of mental 
experiences therefore lays the 
groundwork for the rest of mental 
development.
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jokes, such as pretending to jump in a sink or to eat a book, to be understood 
and enjoyed. During this phase of life and onward, the mind has the ability to 
detect that another person has a mind with a focus of attention, an intention, and an 
emotional state. To put it simply, the child has a concept of others’ minds. This 
is also referred to as the child’s “theory of mind.” As we’ve discussed earlier, 
the theory-of-mind module is a component of the larger capacity of “reflec-
tive” functioning hypothesized to be an essential parental feature of secure 
attachments.

In the pervasive developmental disorder of autism, one sees the dysfunc-
tion in this mind- creating ability of the mind.123 Simon Baron-Cohen has 
used the term “mindblindness” to refer to this inability to see others’ minds, 
a view that has raised many questions and important debates.124 We have used 
the opposite term, “mindsight,” to refer to this innate capacity for perceiv-
ing the minds of others and of the self. Baron-Cohen discusses the central 
role of the right orbitofrontal cortex in mediating this fundamental process, 
which is constitutionally atypical in children with autism. Some researchers 
have found that the mirror neuron system does not seem to work well in 
individuals with autism and related disorders.125 But the finding that these 
building blocks of social cognition are not functioning well does not neces-
sarily imply their dysfunction; there may be alterations in the motivations 
to utilize the neural machinery that initiates the mapping of others’ minds, 
or even of one’s own mind.126 When a neural process is not engaged, it does 
not necessarily mean that this circuit is innately compromised in its structure 
or function. We can say that, whatever the mechanism, not processing the 
mental side of human interactions is accompanied by social impairment and 
difficulties for all concerned.

In a mind that does not have the capacity to process the signals from 
another person, or to create the mental representations of another’s mind, 
there is literally an absence of such a reality. In this case, the mind of the 
other does not exist. Within the perceiver’s mind, the other’s mind has not 
been created by the necessary representational machinery of the mind itself. 
It may also be that the perceiver lacks the ability to reflect upon her own 
mind because of this impairment in the ability to form representations of 
minds.

But how can a mind not be able to conceptualize a mind? If we view 
the mind as a processor of information, the answer is straightforward. With-
out the representations of mind within the neural symbols of the mind, 
there exists no information about the mind within the mind. Others’ sub-
jective experiences, their minds, do not exist. However, we can use the 
information- processing framework to suggest more universally what mind-
sight means for the mind and mental health. Within individuals, developing 
mindsight enables them to identify domains of their lives that are filled with 
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chaos and rigidity, and then to promote the growth of integration in those 
areas. This process is elaborated in a series of texts that go into greater depth 
in the science and application of this concept.127

In most individuals without autism, the mind- creating or mindsight 
mapping process is presumably neurologically intact. We would be advised 
to remember that mindblindness, though, is not like being pregnant: There 
appear to be mild degrees of impairment in mindsight that may have neuro-
logically constitutional underpinnings.

Can impairments to the mentalizing aspects of mindsight be created by 
experience? Fonagy and Target suggest that the answer is yes: Specific forms 
of insecure attachment, in which the parent does not focus on the mental 
states of the child and in which parental states are intrusive or disorganizing, 
can lead to an impairment in the acquisition of theory of mind.128 How is 
such impairment to mindsight mediated? Are the dulled mindsight abilities 
of a dismissing adult a form of such impairment? Is it established by their 
lack of activation during childhood? Does such a developmental impediment 
respond to future interventions? These are questions that researchers of the 
future may attempt to answer.

aDaPTIvE IMPaIRMEnT OF MInDSIGHT

Psychosocial context can permit the activation or deactivation of reflective 
function.129 To mediate this context- specific use of the reflective, men-
talizing function, we can propose here that the mind may be capable of 
dis- associating component modules by impairing the integrative function 
of essential associative neural pathways. Relationship histories can impair 
the development of the integrative reflective function. This impairment can 
be pervasive and can lead to a child’s generalized inability to mentalize, as 
revealed in impaired symbolic play and joint referencing.

We can also suggest that an impair-
ment to mindsight may be state- dependent. 
That is, under specific conditions, a child 
(or adult) may be able to disengage the 
components essential for reflective func-
tion, shutting down this important capacity. How does the mind achieve 
this? In this instance, we can propose that blockage of the corpus callosal 
fibers interconnecting the two hemispheres, and of interconnections within 
the right hemisphere itself, may be a mechanism that allows mindsight to be 
impaired as an adaptation to certain overwhelming situations. Developmen-
tally, this may be the situation in avoidant or disorganized attachment, in 
which communications are emotionally empty or terrorizing, respectively. 

Relationship histories can impair 
the development of the integrative 
reflective function.
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In either of these situations, a child adapts to a particular relationship context 
with the inhibition of reflective function.

This finding may help explain why some individuals, such as those 
who commit war crimes or genocide, are capable of empathic relation-
ships with their families and friends but can enter cold, disconnected states 
when involved in crimes against individuals or humanity. This ability to 
dis- associate thinking and behavior from the creation of the subjective men-
tal experiences of others within our own minds may help us to understand 
various aspects of antisocial behavior. The fact that such state- dependent 
impairment or more pervasive lack of development of mindsight exists is too 
often revealed by the violence in our society.

The impairment in reflective function, in the setting of limited but func-
tioning logical, language-based thinking, reveals how the separation of the 
hemispheres can allow for the dis- association of normally associated modes 
of processing information. Under certain conditions it may be prudent to 
develop at least partial impairment of one’s mindsight abilities. An example 
is the phenomenon of intellectualization seen within some members of the 
medical profession, especially during training. A medical student working 
for the first time with acutely ill patients may use a nonmentalizing mode of 
processing—an adaptive inhibition of empathic, interpersonally connecting 
processing. This allows the student access to the linear, logical sequences 
of factual knowledge and the ability to focus on the details of patient care, 
while avoiding the mulitlayered emotional meaning of a patient’s illness. 
At the oversimplified level, this could be explained by a shutting down of 
the right hemisphere’s capacity to reflect on mental experience, while at 
the same time maintaining the syllogistic reasoning of the left hemisphere’s 
mode of cognition.

If the medical student can’t reintegrate the information- processing 
modules of her right hemisphere after a work day, or after a week, month, 
or year, then we can predict that certain features may become missing from 
her life. These adaptations can be seen as a function of the student’s present 
hemispheric adaptations, but they may be shaped in part by the patterns from 
an earlier attachment history. That is, these learned adaptations may result in 
part from patterns of disconnection that may have been established and made 
readily accessible by prior experience. For the student, the present discon-
nection may lead to a loss of readily accessible autobiographical memory and 
of spontaneous primary emotional states whose appraisals create a sense of 
meaning in life. Personal relationships may become strained as communica-
tion becomes dominated by context- independent details and logical, linguis-
tically based talk, rather than also including emotional messages between two 
relatives or friends. For this medical student, or for others engaged in emo-
tionally challenging work, shutting down the right hemisphere temporarily 
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may be a needed adaptation in order to perform a job efficiently. Living in an 
isolated, left- hemisphere- dominated internal world, however, can be expe-
rienced as filled with highly categorized routines or top-down processes that 
lack a feeling of spontaneity and vitality. If the right hemisphere does not 
become integrated with the left later, then such adaptations may prove to be 
dysfunctional and lead to serious problems outside, or even inside, the work-
place. The medical student, and others learning to cope with overwhelming 
experiences, may be aided by understanding this adaptive dis- association of 
integrative processes.

In this example, the adaptive need under stress to diminish (at least 
conscious) access to the representations of others’ minds may lead to the iso-
lated restriction of the mindsight module of the right hemisphere. As with 
any form of dis- association, anatomically dispersed processes can become 
functionally isolated if the integrating neural pathways making associations 
become blocked. Such a process may occur either at the level of the inter-
hemispheric transfer of information or in the form of dis- associations within 
the information processing of one hemisphere—in this case, that of the right. 
As with other forms of dis- association, blockage of certain modes may also 
involve the impairment of related functions. In this example, the middle pre-
frontal cortex is the primary site for integrating a wide range of fundamental 
processes, including mindsight, stimulus appraisal, somatic representation, 
autonomic activity, affect regulation, and autonoetic consciousness. The 
adaptive blockage of mindsight representations may tend to be associated 
with the unintentional impairment of a number of these anatomically and 
functionally related prefrontally mediated processes.

Just as the mind can isolate implicit recollections from explicit ones, 
so too can it isolate right- from left- hemisphere functions. Hemispheric 
dis- association can be understood as a domination of one mode over the 
other. The monosemantic, linguistic left hemisphere— filled with modes of 
information processing that rely upon the rules of logic and reason, and able 
to negotiate in an external world of symbols and language—can often find 
its place in interacting with the outside world. The left hemisphere’s expe-
rience of consciousness may be better equipped to deal with the world in 
abstract concepts independent of emotional context. The right hemisphere, 
in contrast, is filled with polysemantic images of the world, perceptions of 
others’ emotions, sensations of the body, and holistic patterns of intuitive 
insights that often defy words. These mental representations are context-
 dependent, filled with horizontal, multilayered associations to a wide array 
of bodily sensations, sense of self and other, autobiographical memories, and 
emotional meaning. There is often no easy way for the right hemisphere 
to “speak,” especially if only the left hemisphere (of oneself or another) is 
listening.
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REFLECTIOnS: REPRESEnTInG REaLITy 
anD PSyCHOLOGICaL wELL‑BEInG

The mind constructs its own experience of reality. Emanating from the 
interface of the brain and human relationships, the mind creates connections 
among the various elements of representations, ranging from sensations and 
images to concepts and words. The connections we have within our rela-

tionships and among the layers of neural 
activity within our bodies weave a fabric 
of subjective life: They enable us to feel, 
behave, think, plan, and communicate.

Living in a world constructed by our own minds makes knowing about 
these representational processes essential in deepening our understanding of 
human experience. Patterns of representations differ markedly between the 
left and right halves of the brain. Often underrecognized within the fields 
of clinical psychiatry and psychology is the important distinction between 
the modes of representation within the two hemispheres of the brain. The 
left hemisphere has been described as having a logical “interpreter” function 
that uses syllogistic reasoning to deduce cause– effect relationships from the 
representational data it has available to it. The right hemisphere specializes 
in the representation of context and of mentalizing capacities. It is therefore 
uniquely capable of registering and expressing affective facial expressions, 
developing a “theory of mind,” registering and regulating the state of the 
body, and having autobiographical representations.

How are these bilateral processes relevant to relationships? Communi-
cation is crucial in establishing neural connections early in life and involves 
the sharing of energy and information. Levels of arousal (energy) and mental 
representations (information) are very different on each side of the brain. 
The sharing of arousal and representations from one brain to another—the 
essence of connecting minds—will thus differ between the hemispheres. We 
can propose, in fact, that the right brain perceives the output of the right brain 
of another person, whereas the left brain perceives the left brain’s output. 
In intimate, emotional relationships, such as friendship, romance, parent–
child pairs, psychotherapy, and teacher– student dyads, what does this look 
like? The left brain sends out language-based, logical, sequential interpreting 
statements that attempt to make sense of things. The left brain receives these 
messages, decodes the linguistic representations, and tries to make sense out 
of these newly arrived symbols. At the same time, the right brain is send-
ing nonverbal messages via facial expressions, gestures, prosody, and tone of 
voice, which are perceived by the other’s right brain. OK. So what?

The “what” is that the right brain takes this information and uses its 
social perceptions of nonverbal communication to engage directly in a few 

The mind constructs its own 
experience of reality.
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very important processes. It creates an image of the other’s mind (“mind-
sight”). It regulates bodily response while at the same time registering the 
somatic representations of shifts in bodily state. It creates autobiographi-
cal representations within memory. It appraises the meaning of these events 
and directly affects the degree of arousal, thus creating primary emotional 
responses. Spontaneous and primary emotional states are therefore likely to 
be mediated via the right hemisphere.

When we examine these findings alongside the independent set of data 
from attachment research, certain patterns are suggested. The early affect 
attunement and alignment of mental states can be seen as a mutually regu-
lated hemisphere-to- hemisphere coordination between child and parent. In 
this view, we can propose that avoidant attachment involves a serious lack of 
this form of communication between the right hemispheres of child and par-
ent. The extension of this finding to laterality research raises the possibility 
that the left hemisphere serves as the dominant mediator of communication 
between an avoidant child and a dismissing parent. As noted in Chapter 3, a 
preliminary study by Behrens and colleagues is consistent with this view of 
left- hemisphere dominance in avoidant/dismissing attachment.130 In further 
support of this perspective, it turns out that in 1989, Main and Hesse exam-
ined exactly this hypothesis in two large-scale samples of Berkeley under-
graduates, each of whom were asked about their degree of right- handedness 
(or left- handedness), as a rough approximation of brain dominance.131 At the 
same time, Main and Hesse had devised a set of self- report items that they 
considered indicative of a “dismissing” state of mind. This type of scale was 
not ultimately able to predict AAI classifications statistically,132 and therefore 
these findings were never published; in keeping with the hypothesis, how-
ever, both studies found that the degree of right- handedness was significantly 
correlated with elevated scores of the scale for “dismissing” state of mind.

Further extensions of these ideas to relationships allow us to look more 
deeply into why certain couples may be “unable to communicate” with any 
emotional satisfaction. When we know about the different languages of the 
right and left hemispheres, it is possible to make hypotheses about why inter-
actions may be frustrating: Individuals may not know how to understand the 
particular language being expressed by their significant others. If we then 
integrate past attachment history in understanding the pattern of these dif-
ficulties, it is possible to create a framework of understanding that can help 
the partners in such relationships escape their well-worn ruts.

If this laterality– attachment hypothesis is correct, then a logical impli-
cation would be that any experiences that help to develop the processing 
abilities of each hemisphere and/or the integrated activities of the two hemi-
spheres may improve certain individuals’ internal and interpersonal lives. 
Such movement toward more coordinated interhemispheric functioning 
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would be quite welcomed by many people (especially by the lonely and frus-
trated spouses of dismissing individuals).133 The developmental and experi-
ential histories that have led to a lack of integration of the functioning of the 
two hemispheres may leave individuals vulnerable to emotional and social 
problems. Unresolved trauma and grief, histories of emotional neglect, and 
restrictive adaptations may each represent some form of constriction in the 
flow of information processing between the hemispheres. This proposal of 
the central role of dis- associated hemispheric processing in emotional dis-
turbances is supported by the finding that insecure attachments in childhood 
may establish a vulnerability to psychological dysfunction.

Emotional relationships that enhance the development of each hemi-
sphere and its unrestricted linkage with the activity of the other are thus 
likely to foster the development of psychological well-being. In this way, a 
secure attachment can be seen as a developmental relationship that provides 
for an integration of functioning of the two hemispheres, both between 
child and caregiver and within the child’s own brain. At the most basic level, 
right- hemisphere-to-right- hemisphere communication can be seen within 
the affectively attuned communications that allow for primary emotional 
states to be shared via nonverbal signals. Left- hemisphere-to-left- hemisphere 
alignment can be seen in shared attention to objects in the world. Reflec-
tive dialogues, in which language is used to focus attention on the mental 
states of others (including the two members of the dyad), may foster bilateral 
integration between the two hemispheres of both child and parent. The 
resilience of secure attachments can thus be proposed as founded in part in 
the integration that these relationships foster. Ultimately, integration creates 
self- regulation and the movement of our lives toward flexible, adaptive, and 
coherent ways of being. In the next chapter, we’ll turn to the process of the 
mind’s self- organizing movement toward regulation; we will further exam-
ine the role of the brain and relationships in creating this important aspect 
of human life.
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c h A P t e R  7

Self- Regulation

THE CEnTRaL ROLE OF EMOTIOn In SELF‑REGULaTIOn

The self is created within the processes that organize the activity of the 
mind in its interactions with the world. As we’ve seen in Chapter 5, such 
self- organization is a fundamental way in which complex systems function. 
At a given moment in time, the array of mental activity becomes organized 
within a mental state that functions to create a coherent set of goal- directed 
processes. Across time, we can understand how continuity is created within a 
given self-state through the various principles of complexity, connectionism, 
and information processing. Integrating these processes is emotion.

As Luc Ciompi has described, emotions function as “central organizers 
and integrators” in linking several domains: providing all incoming stimuli 
with a specific meaning and motivational direction; participating in state-
 dependent memory processes; connecting mental processes “synchronically” 
and “diachronically” (within one time and across time); creating more com-
plex interconnections among abstract representational processes that share 
emotional meaning; and simultaneously attuning the whole organism to 
current situational demands on the basis of past experience through neuro-
physiologically mediated peripheral effects.1 Such organizing features inti-
mately link what are traditionally considered the mental, social, and biologi-
cal domains. As Alan Sroufe has pointed out, then, emotions are inherently 
integrative in their function.2

As we further explore the nature of the mind, we will find that under-
standing the creation of the self at the interface of brain and human relation-
ships focuses our attention on the fundamental ways in which emotion is 
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experienced and regulated. As many researchers have suggested, emotion 
is both regulated and regulatory. In its manifestations as neurophysiological 
events, subjective experiences, and interpersonal expressions, emotion inter-
connects various systems within the mind and between minds. Focusing on 
emotion regulation allows us to explore how the mind becomes organized 
and integrated.

In this chapter, we’ll explore some ways of viewing the regulatory pro-
cesses that organize the mind. From a developmental perspective, an infant’s 
first challenge is to achieve internal homeostasis via the activity of deep 
structures of the brainstem, which mediate sleep–wake cycles and other basic 
bodily functions (such as heart rate, respiration, and digestion). Myron Hofer 
has described how even at this early stage, the parent provides “hidden regu-
lators” that directly facilitate these basic functions in the infant.3 As matura-
tion unfolds, “dyadic regulation” becomes important in enabling the child 
to monitor and modify more complex states of mind.4 Attachment serves as 
a crucial way in which the self becomes regulated. As the child’s evaluative 
mechanisms become more active, and memory processes enable the child 
to respond to discrepancies, subjective meaning is created in engaging with 
the social surround. Intimate attunements permit a resonance of states of 

mind that are mutually regulating. Mis-
attunements lead to dysregulation, which 
requires “interactive repair” if the child is 
to regain equilibrium.5 Achieving emo-
tion regulation is dependent upon social 

interactions. At this early point, according to Sroufe, the child has become 
an emotional being—not merely a reactive one—in that arousal or tension 
is created via evaluative appraisals that create subjective meaning in engage-
ments with the environment.6 As infancy gives way to the toddler period, 
dyadic regulation is supplanted by “caregiver- guided self- regulation,” in 
which the adult helps the child begin to regulate states of mind autono-
mously.7 As the child’s brain matures into the preschool years, the emergence 
of increasingly intricate layers of self- regulation becomes possible.

As emotion continues to function in integrative ways throughout life, 
it reveals the continuing process by which our minds carry out intersystem 
integration: within our own modes of processing, across various modalities, 
and between our own minds and those of others. As Antonio Damasio has 
noted,

Emotion, and the experience of emotion, are the highest-order direct expres-
sions of bioregulation in complex organisms. Leave out emotion and you 
leave out the prospect of understanding bioregulation comprehensively, espe-
cially as it regards the relation between an organism and the most complex 
aspects of an environment: society and culture.8

Attachment serves as a crucial 
way in which the self becomes 
regulated.
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From our discussion of complexity, we can see that emotion and the devel-
opment of emotion regulation move the self into more complex states of 
intra- and intersystem functioning.

Integration leads to optimal regulation. As we’ve discussed in Chapter 4, 
emotion can be seen as “shifts in integration.” In essence, “emotion regula-
tion” is how we use our minds, bodies, and relational processes to enhance 
integration. To achieve regulation, the mind both monitors and modifies 
the flow of energy and information internally and interpersonally. What this 
means is that processes linking differentiated elements of a system— within 
or between individuals—can produce the integration at the heart of regula-
tion. In this manner, we utilize both the nervous system and relationships to 
regulate the “self.” Emotion regulation that allows the mind to emerge in 
a flexible manner in interaction with the environment reflects optimal state 
regulation. As we’ve also discussed in earlier chapters, the prefrontally medi-
ated capacity for response flexibility may be a central component to such a 
balancing skill. These regulatory prefrontal regions link widely separated 
areas to one another. That is, these are regions that create neural integration 
linking the differentiated input from cortex, limbic areas, brainstem, the 
body proper, and even the social signals from other nervous systems. Emo-
tion “dysregulation” can be seen as impairments in this capacity to allow 
flexible and organized responses that are adaptive to the internal and exter-
nal environment. When integration is impaired, coordination and balance 
cannot be achieved, and the system moves toward chaos, rigidity, or both. 
As we’ll discuss, repeated patterns of such dysregulation can have their ori-
gins in constitutional elements, interactional experience, and the transaction 
between these two fundamental components of the mind.9 The mind is the 
process that regulates the flow of energy and information, and it is both 
embodied and relational. Self- regulation entails this continual emergence of 
regulation at the interface of the neural and the interpersonal.

DySFUnCTIOnaL PaTTERnS OF SELF‑REGULaTIOn

The structure of the brain gives it an innate capacity to regulate emotion 
and to organize its states of activation. Sometimes referred to as “affect reg-
ulation” or “emotion regulation,” this capacity is crucial for the internal 
and interpersonal functioning of the individual.10 A number of psychiatric 
disturbances can be viewed as disorders of self- regulation.11 As mentioned 
earlier, varied symptoms and syndromes described in the DSM-IV-TR12 can 
also be seen as examples of impaired integration, revealed as chaos, rigid-
ity, or both. Recent work by Marcus Raichle and colleagues on the default 
mode of brain activity supports this proposal by noting that integrative brain 
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functioning is impaired in a range of psychiatric disturbances.13 Among these 
are the mood disorders, in which emotional state is massively dysregulated, 
producing states of depression or mania. Within these states of mind are char-
acteristic dysfunctions in perception, memory, beliefs, and behaviors. These 
are disorders where the unique feature is a profound instability in mood. 
Anxiety disorders also reveal the flood of arousal that evokes a dysfunctional 
state of mind. Individuals with these difficulties may be excessively sensitive 
to the environment and may also have autonomous signals of impending 
disaster, as in panic disorder and obsessive– compulsive disorder. Here, too, 
there is a marked incapacity to regulate one’s state of mind. As individuals 
with these and other disorders (see below) develop, the instability of their 
states may become a characteristic feature, or trait, of their self- regulation. 
Indeed, in studies of patients with bipolar disorder, the untreated swings 
between mania and depression can begin to create a “kindling effect” that 
makes their onset more frequent and intense, with rapid cycling. In this way, 
the instability can become a repeated, “stable” feature of the individual’s self-
 organizational dysfunction.14

In many of these disorders, a combination of pharmacological and psy-
chotherapeutic interventions may be indicated. Even if the origin of the dys-
function is seen as the neural instability of some neuronal circuit in the deep 
or limbic regions of the brain, the mind of the individual is inextricably cre-
ated in part by the brain’s activity. As we’ve seen in Chapter 5, dysfunction 
of a subcomponent in a system can have profound and unpredictable effects 
on other subcomponents, as well as on the system as a whole. To help the 
individual achieve a more balanced and functional form of self- organization, 
it may be essential to aim interventions at many layers of the individual’s 
functioning, including the brain, the body as a whole, and relationships. For 
this reason, even approaches that harness mental training, such as mindful 
awareness practices, are now being explored in the treatment of individuals 
with bipolar disorder.15 Focused attention can mobilize neural circuits of 
self- regulation as the individual uses awareness to modulate the “internal 
constraints” of the brain.16 Within the clinical setting, the relationship of 
therapist and patient can become the “external constraint” that can help pro-
duce changes in the individual’s capacity for self- organization.

The developmental origins of impaired self- organization can be seen in 
those with insecure attachments. With the experience of avoidant attach-
ment, the mind learns to adapt to the barren psychological world by decreas-
ing awareness of socially generated emotional states. The rigidity of such 
a constrained pattern is revealed in the ways that the significance of social 
interactions is cognitively blocked, despite continued physiological responses. 
In disorganized attachment experiences, the child acquires the ability to 
respond to stress with a dis- association of processes, leading to dissociative 
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states. Some of these states are quite dis-
organized and incohesive, whereas others 
have the appearance of functional cohe-
sion. Closer examination of even these 
latter dissociated states reveals a marked 
cognitive blockage restricting the over-
all processing of information and flow of energy through the mind as a 
whole. The apparently divergent avoidant and disorganized attachment pat-
terns actually share the characteristic of restriction in the flow of states of 
mind. This convergence is supported by the finding in the Minnesota Lon-
gitudinal Study of Parents and Children that during the early years of life, 
before adolescence, children with disorganized and avoidant attachments 
have the greatest degree of dissociative symptoms.17 This finding supports 
the  proposal that impairments to mental well-being may be understood as 
adaptations that impair the balanced flow of energy and information in the 
formation of emerging states of mind.

As noted above, many psychiatric disturbances involve affect dysregula-
tion. In addition to mood disorders (such as depression and bipolar illness) 
and the anxiety disorders (including panic disorder, phobias, obsessive– 
compulsive disorder, and PTSD), these include dissociative disorders and 
certain personality disorders, such as borderline and narcissistic character 
structures.18 Rather than reviewing all of these disorders in detail, let us look 
at a single case example to gain additional insight into the nature of emotion 
dysregulation.

“I couldn’t help myself. He made me so furious with his mistakes 
that I told him to go jump in a lake. Not in those friendly words, of 
course. I was so angry. I wasn’t going to let him get away with that 
kind of stuff again. Maybe for others it’s OK, but not with me. Why 
is everyone in this world so stupid?”

This thirty-five-year-old attorney was fired by her client of ten years 
after screaming and apparently threatening a colleague at a meeting for 
missing a deadline in mailing a document she had given to him. This was 
not the first time her emotions had “taken over”; she had lost several boy-
friends in the past for her “instability” and was now at risk of being alone 
again, in addition to having lost her most important client. For this patient, 
the inability to regulate her emotions was a major problem in both her per-
sonal and professional lives.

This woman’s interactions with other people had historically evoked 
“sudden outbursts of intense emotion.” Let’s examine what this phrase may 
have meant for her within our framework for understanding emotional 

The developmental origins of 
impaired self- organization can 
be seen in those with insecure 
attachments.
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processes. “Sudden” refers to the notion that something seems to occur with-
out some warning or clue that a process is about to occur or is even occur-
ring. At a minimum, we can suggest that she was not consciously aware of 
the impending external expression of her emotional response. “Intense emo-
tion” is a common term that we can now interpret in the language of the 
mind. “Intense” probably signifies a strong degree of activation or arousal, 
which became expressed in this woman’s case as the categorical emotion of 
rage. So we have taken this a bit further, but not much. Is this just the use 
of new words to describe the familiar notion of an emotional “hijacking” or 
“outburst,” in which rational thinking is suspended and anger or other emo-
tions cloud perceptions and influence behavior?19 It is much more than this, 
as we’ll see later in the chapter.

But, you may say, perhaps it was just this woman’s “genetic legacy” to 
have uncontrolled outbursts of anger. Perhaps so. But in any psychiatric con-
ditions that may have a large genetic component, understanding the mecha-
nisms of the mind and the contributions of interactive experiences can help 
provide interventions that can alter the way the brain functions.20 Recall that 
the reduction of human behavior into an “either–or” condition of “genet-
ics versus learning” or “nature versus nurture” is unhelpful and clouds our 
thinking about the issues, especially when it comes to designing interven-
tions. We will return to this example of the attorney toward the middle 
of this chapter, to examine ways of understanding how constitutional and 
experiential factors can lead to certain kinds of emotion dysregulation.

a COnCEPTUaL FRaMEwORk OF EMOTIOn REGULaTIOn

The remainder of this chapter provides a conceptual framework for under-
standing some basic components of emotion regulation. These include regu-
lation of intensity, sensitivity, specificity, windows of tolerance, recovery 
processes, access to consciousness, and external expression. This is not an 
exhaustive review of emotion regulation in its myriad manifestations; such 
reviews can be found elsewhere in a number of useful texts.21 Rather, this is 
a practical framework that draws on our study of the mind in order to illus-
trate how individuals achieve a flexible and adaptive capacity for the regula-
tion of emotional processes.

The brain has developed a rich circuitry that helps regulate its states of 
arousal. The nature of this process of emotion regulation may vary quite a 
lot from individual to individual and may be influenced both by constitu-
tional features and by adaptations to experience. “Temperament” describes 
some of the aspects of inborn characteristics, including sensitivity to the 
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environment, intensity of emotional response, baseline global mood, regu-
larity of biological cycles, and attraction to or withdrawal from novel situ-
ations. These inborn features of the nervous system, which are the results 
of both genetic and intrauterine factors, probably have powerful shaping 
effects throughout the lifespan. Temperament can evoke particular parent-
ing responses and create its own self- fulfilling reinforcements, which further 
amplify the inborn neural proclivity. The example of a slow-to-warm-up or 
shy child whose mother has little patience for his hesitancy illustrates how 
the response of others can engrain temperamental features.22

Attachment studies support the view that the pattern of communication 
with parents creates a cascade of adaptations that directly shape the develop-
ment of the child’s nervous system. Both longitudinal attachment studies 
and early intervention research support the idea that what parents do with 
their children makes a difference in the outcome of the children’s develop-
ment.23 It is important to realize that temperament, attachment history, and 
other experiential factors each contribute to the marked differences we see 
between individuals in their ability to regulate their emotions.

If emotions influence the flow of states of mind that dominate so many 
of our mental processes, how do we keep them in some form of balance? 
The mind’s ability to regulate emotional processes is dependent in part on 
the brain’s ability to monitor and modify the flow of arousal and activation 
throughout its circuits. Primary emotional processes, categorical emotions, 
affective expression, and mood can each be regulated by the brain. “Emo-
tion regulation” refers to the general ability of the mind to alter the various 
components of emotional processing. The self- organization of the mind in 
many ways is determined by the self- regulation of emotional states. How we 
experience the world, relate to others, and find meaning in life are depen-
dent upon how we have come to regulate our emotions.

Why should emotions and their regulation be considered so central 
to the organization of the self? As we’ve discussed in Chapter 4, emotion 
reflects the fundamental way in which the mind assigns value to external and 
internal events and then directs the allocation of attentional resources to fur-
ther the processing of these representations. In this way, emotion reflects the 
way the mind directs the flow of information and of energy. The modulation 
of emotion is the way the mind regulates energy and information processing. 
With this perspective, emotional regulation can be seen at the center of the 
self- organization of the mind.

From the wide range of research on emotions, it is possible to propose 
here at least seven aspects of emotion regulation that can illustrate these 
ideas.24 These are derived from a synthesis of scientific concepts and clinical 
observations. Other aspects of regulation could also be proposed, but these 
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seven areas provide a practical framework for understanding the various ways 
in which the mind regulates its own functioning—how it shapes energy and 
information flow within the brain and within our relationships.

Intensity

The foundation of emotional processing is the appraisal– arousal system, 
which can respond with various degrees of intensity. The brain appears to 
be able to modify the intensity of response by altering the numbers of neu-
rons that fire and the amounts of neurotransmitters released in response to a 
stimulus. Degrees of arousal have a wide range. If initial appraisal and arousal 
mechanisms minimally activate the body and brain, then the elaborating 
appraisal– arousal response will also be minimal. For example, studies have 
shown that participants who are asked to meditate or who are given pills to 
reduce bodily responses and physiological arousal will interpret a stimulus 
as “not so important,” and the primary emotion will not be as intense, as 
in participants without such inhibitors of bodily reaction.25 The body’s state 
of arousal is mediated by the brain through the autonomic nervous system. 
As discussed in Chapters 4, 5, and 6, the brain in turn monitors the state of 
the body and incorporates emotional meaning from the somatic maps of the 
body’s change in physiological state. These maps are represented in the pre-
frontal regions and experienced as interoceptive awareness.

An individual’s characteristic pattern of high- or low- intensity responses 
may be a product of both constitutional and experiential factors. People with 
shy temperaments may have an inborn tendency to respond intensely to new 
situations and to withdraw when confronted with novelty. Geraldine Daw-
son and colleagues have found that intensity of emotional response appears to 
be related to bilateral frontal activation, in contrast to the quality or valence 
of response, which is asymmetric (involving left activation for approach 
and right for withdrawal states).26 Shy people have a more intense right-
 hemisphere response to novelty. Other individuals may experience milder 
degrees of intensity of emotion in response to novelty.

As noted in Chapter 6, Dawson’s group and other researchers have also 
found in studies of infants of clinically depressed mothers that the infant’s 
capacity to experience joy and excitement is markedly reduced, especially 
if the maternal depression lasts beyond the first year.27 Experience can thus 
directly shape the general intensity and valence of emotional activation in 
children. In particular, the sharing of positive emotional states may be miss-
ing from the experience of children with depressed parents. The sharing of 
such states under typical conditions permits an amplification of these plea-
surable emotions, which sends both child and parent “into orbit” with waves 
of intensely engaged positive affect.28 If such shared amplification of positive 
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emotional states is missing, as in depressed dyads, then the capacity to toler-
ate (i.e., to regulate in a balanced manner) and to enjoy these intense states 
may be underdeveloped. Interactive experiences enable the child not only 
to experience high levels of “tension” or emotionally engaged arousal,29 but 
to entrain the circuits of the brain to be able to manage such states.30 Feel-
ing comfortable with intense arousal and engagement with others may have 
its origins in both constitutional and experiential features of the individual. 
Secure relationships can be seen to involve the caregiver’s ability to stay with 
the infant in times of intense distress to provide a soothing presence, as well 
as to amplify states of joy for shared experience of positive joining.

As we’ll see, intensity of arousal can be masked. It is often when emotion 
becomes most intense that we seem to have the greatest need to be under-
stood and the most intense feelings of vulnerability. This sense of exposure 
may make many individuals, especially those who have had unsatisfying past 
experiences with communication, reluctant to reveal openly what they are 
feeling. At a moment of intensity, a failure to be understood, to be connected 
with emotionally, can result in a profound feeling of shame.31 The shame 
generated by missed opportunities for the alignment of states—for the feel-
ing of emotional resonance, of “feeling felt”—can lead to withdrawal. Even 
with less intense states, not being understood may lead to a sense of isolation. 
Recognizing this vulnerability and the fact that moments of unintended dis-
connection are inevitable can allow us to repair such ruptures in alignment. 
Such interactive repair experiences allow us to learn to tolerate new levels 
of emotional intensity and the feeling of vulnerability that may accompany 
them.

Sensitivity

Each of us has a “threshold of response,” or the minimum amount of stimu-
lation needed in order to activate our appraisal systems. Those with a hair-
trigger response mechanism will find life filled with challenging situations. 
Their brains will frequently fire off messages of “This is important—pay 
attention!” Those with “tougher skins” will not readily respond with arousal 
and will be less emotionally sensitive to the same stimuli.

Sensitivity, like intensity, may be both constitutional and modified by 
experience. Both variables may also be dependent on an individual’s state of 
mind at a particular moment in time. We can have times in our lives when 
our “nerves are raw” and we react quickly to previously innocuous events. 
When we are preoccupied by something else or emotionally defending our-
selves, we can be less sensitive than we might otherwise be. Alterations in 
our threshold of responding may be an important way our brains regulate 
emotional responses.
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How can a mind alter sensitivity? Turning to the foundation of emo-
tions in appraisal, we can make some educated hypotheses. By increasing the 
amount of stimulation a value center needs to become activated, the brain 
can directly decrease its sensitivity to the environment. Modifications in the 
appraisal system itself can also decrease or increase sensitivity. For example, 
if you have recently seen a violent movie with gunshots and murders, your 
mind may be sensitized to loud sounds and dark alleys. If, upon returning 
to your car in a dark parking lot, you hear a sudden loud sound, you may be 
more likely to become aroused and to appraise such a situation as dangerous. 
If you had just been to a party with a lot of noise and fireworks, your mind 
would be less vigilant for signs of danger and would be less sensitive to those 
same sounds in the dark parking lot. Recent experience primes the mind for 
a context- specific change in sensitivity.32

Repeated patterns of intense emotional experiences may engrain chronic 
alterations in the degree of sensitivity. For example, overwhelming terror, 
especially early in life, may permanently alter an individual’s sensitivity to a 

particular stimulus related to the trauma. 
If a cat scratches and bites a young child, 
the sight of even a distant cat may evoke 
a strong emotional response of fear in 
this individual for years into the future. 

Furthermore, early trauma may be associated with abnormalities in cortisol 
release in response to daily life experiences.33 Studies have revealed, too, that 
the regulation of genes responsible for the HPA axis may also be negatively 
affected by early life stressors.34 These findings, along with other studies, 
suggest that early neglect and abuse may lead to damage or impaired growth 
in the integrative fibers of the brain.35 Since regulation arises from integra-
tion, these studies support the view that regulation can be severely hampered 
following early trauma and neglect. Early alteration of the circuits and epige-
netic regulation of specific regions of the brain involved in the stress response 
and in evaluative processes can deeply influence the appraisal mechanisms 
that directly influence emotional experience and its regulation.

Some early experiences that sensitize the arousal system to fire off may 
never be fully desensitized.36 Patients may remain in a chronically hypersen-
sitized state. However, specific appraisal of the excessively sensitive general 
arousal stage can be changed. Let us look at an example of this “cognitive 
override” mechanism.

As a young child, a forty-year-old man had been mauled by a dog; in the 
incident, he lost part of his left ear and sustained deep wounds to his arms and 
chest. Throughout his youth, he naturally avoided dogs. As a young father, 
he dreaded the day when his own children would ask to have a dog as a pet. 

Recent experience primes the mind 
for a context- specific change in 
sensitivity.
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He came to therapy when that day indeed arrived. What could be done? 
Every time he saw a dog, his heart would pound; he would sweat profusely, 
clutch his chest, and feel a sense of doom. This panic was once treated with 
medications, which were effective but excessively sedating for him. The man 
wanted to get a dog for his children, but he couldn’t live with his fear.

Some might appropriately say that parents should let children know about 
the limits of what can or can’t be done. They might feel in this case that the 
father’s need to have a canine-free house should have been communicated 
and respected. Another possibility—the one that this man preferred—was 
to try to “deal” with his fears. The original accident had happened when he 
was two years old. He had little explicit recall of anything from that period. 
We know, of course, that this was a typical part of his childhood amnesia; 
that is, explicit autobiographical encoding was not yet available to him, due 
to the immaturity of his hippocampal and orbitofrontal regions. And so his 
primary form of memory for this event was implicit: He exhibited emotional 
(fear and panic) and behavioral (avoidance) memories of the accident. Fortu-
nately, he knew about the experience from the stories he had been told by his 
parents and from his own semantic memory. This knowledge was in a noetic 
form: He knew the facts, but he did not have a sense of himself at this point 
in the past, so it was not autonoetic. Seeing his mauled ear in the mirror also 
reminded him each day that something terrifying had occurred.

This patient’s amygdala was probably exquisitely sensitized to the sight 
of a dog. As we’ve discussed in Chapter 4, a preconscious feedback loop 
involving the perceptual system and the amygdala would have allowed for 
the fight– flight response to be initiated even before he became aware that he 
had seen a dog. These functional circuits have been evolutionarily helpful 
to us as human beings: Once we are hurt, our amygdalas will do everything 
they can to keep us from allowing it to happen again.

Teaching this man about the nature of the fear response and the neu-
ral circuits underlying it was relieving for him. Relaxation techniques 
and guided imagery with exposure to self- generated images of dogs were 
provided. Nevertheless, he still had an initial startle response to dogs. A 
“cognitive override” strategy was then tried. That is, this patient learned 
to acknowledge the relevance of his amygdala’s response to the present dog 
and the past trauma (the initial arousal mechanism). He then would say to 
himself, “I know that you are trying to protect me, and that you think this 
is a dangerous thing” (the specific appraisal stage). What he would say next 
was what eventually allowed him to buy his children a (small) dog: “I do not 
need to see this sense of panic as something to fear or get agitated about.” He 
would then imagine his amygdala sighing with relief, having discharged its 
duties to warn, and the sense of doom would dissipate. After several weeks of 
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performing these internal override discussions, he felt ready to proceed with 
the purchase of the pet. Six months later, he and his family were doing well 
with the new addition to their household.

This example illustrates that even if the sensitivity to particular stimuli 
cannot be changed, a person’s response to the initial arousal can be diverted 
in ways that lead to a more flexible life. In this case, this may have been 
made possible by the development and involvement of the patient’s prefron-
tally mediated response flexibility process. This individual’s past trauma had 
led to a rigid pattern in the flow of information processing and energy (the 
sight of a dog led to massive arousal and the sense of fear). By altering the 
engrained patterns of information and energy flow, the patient became more 
flexible in his behavior, and he was able to move forward more adaptively in 
his life. As we shall continue to explore, impediments to mental health may 
often be seen as blockages in information processing and energy flow. Expe-
riences that allow these fundamental elements to achieve a more flexible and 
adaptive flow or “circulation” through mental life can contribute greatly to 
emotional well-being.

Specificity

Emotion regulation can also determine which parts of the brain are activated 
by arousal. By determining the value and meaning assigned to a stimulus— 
specificity of appraisal—the brain is able to regulate the flow of energy 
through the changing states of the system. For example, being awakened by 
a sound while taking a nap will probably lead your body to enter an aroused 
state of initial orientation. As your brain begins to process this stimulated 
state, it can assign meaning to various aspects of the sound. If you are expect-
ing the arrival of your spouse while you are resting, the context of antici-
pating your spouse’s return will be represented, and you may interpret the 
sound as a source of excitement. If instead you aren’t expecting anyone, the 
sound may be interpreted as a possible intruder and a signal of danger, and 
you may feel fear. The representations activated at any particular moment, 
including the context of the situation, help shape the specific direction of 
stimulus appraisal elicited. The specificity of elaborated and differentiated 
appraisal directly shapes arousal and thus determines the specific type of 
emotional experience that unfolds.

Through its shaping of arousal, the specificity of appraisal directly influ-
ences the differentiation of primary emotions into categorical emotions. 
Characteristic differences among individuals in their appraisal mechanisms 
can directly determine the kinds of emotions generated and can influence 
the general “nature” of their moods and personality. This may be one way 
that some more entrenched aspects of temperament for certain individuals 
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persists into adulthood. Specificity of appraisal creates not only the meaning 
we attribute to stimulus events, but the meaning of the self– environment 
context and the form and meaning of the emerging emotional processes 
themselves. Specificity is thus a complex, recursive process of evaluation that 
appraises the meaning of events and the ongoing appraisal– arousal processes. 
The specificity of appraisal may be influenced by several elements of the 
evaluation of the stimulus, such as the individual’s assessment of its relevance 
to the achievement of current or future goals, its threat to the individual’s 
capacity to cope and to maintain the self as the locus of control, and its 
meaning to global issues regarding the self and the self in relation to others.

As a child develops, the differentiation of primary emotions into cat-
egorical ones becomes more and more sophisticated. In this manner, there is 
a progression from the earliest states of pleasure or discomfort to the basic or 
categorical emotions, such as fear, anger, disgust, surprise, interest, shame, 
and joy. Sroufe has described the “precursor emotions” of pleasure, wariness, 
and frustration/distress as preceding the development of the more discrete 
emotional states of joy, fear, and anger, respectively.37

As the child continues to develop, more complex and “socially derived” 
emotions, such as nostalgia, jealousy, and pride, become differentiated. 
Linda Camras has suggested that dynamical systems theory may be useful in 
examining the development of emotional expression.38 From this perspec-
tive, the infant’s mind functions to integrate internal processes with inter-
actional responses from parents. The emerging differentiation of emotional 
processes arises within the interacting domains of neurophysiology, subjec-
tive experience, interpersonal relationships, and affective expression. The 
more differentiated, discrete emotions come to function as attractor states 
that have internally and externally determined constraints. As described by 
Carol Malatesta-Magai, such a process is a form of “emotion socialization,” 
which reflects the fundamental way in which affect serves as a social signal 
and develops in part as a reflection of interpersonal history.39 Such emo-
tion socialization occurs both within the child– caregiver relationship and 
in peer–peer interactions, and it may have significant variation across cul-
tures.40

The experiences children have within their families and within the 
larger culture directly shape the ways in which rules of social interaction 
are established. The sharing of internal states, then, is one aspect of commu-
nication that can be learned through these moment-to- moment emotional 
interactions with significant others. For example, one study revealed that 
children from the Brahman caste in India were less likely to communicate 
negative emotion than children from the United States were.41 These inter-
active social behaviors may also become differences in the internal experi-
ence of mental life, as Lev Vygotsky noted; that is, social communications 
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can become the template for internal processes we call “thought.”42 Other 
studies have suggested that people from individualistic nations other than 
the United States were also more likely to communicate negative affect and 
to be more externally focused on solving problems. In contrast, those from 
collectivist nations were found to have less self- reflective emotions.43 We are 
shaped by our culture, and our culture shapes who we are.

The specificity of emotional experience is determined by the specific 
complex layers of appraisal activated in response to a stimulus. These evalu-
ative processes, mediated by our socially sensitive value circuits in the brain, 
emerge within our individual constitutions and interactional histories. It is 
for this reason that two people often have qualitatively different reactions to 
the same situation. Unique personal meaning is created by the specificity of 
our emotional responses.

Researchers have named a wide range of emotions in various catego-
ries.44 Some of these include interest/excitement, enjoyment/joy, surprise/
astonishment, sadness, anger, disgust, contempt, fear, anxiety, shyness, and 
love. Other types have also been described, such as the “self- conscious emo-

tions” of embarrassment, pride, shame, 
and guilt, as well as a sense of exhilaration 
and humor. Individuals may have expe-
rienced many or all of these emotions at 
some point in their lives. They may also 

have noticed that each time they experienced a given categorical emotion 
(e.g., sadness), it has both unique and universal aspects. As a state of the sys-
tem is assembled, it has unique features of both inner processes and external 
contexts.

The differentiation of primary emotional states into categorical emo-
tions is a rapid process illustrating how various layers of the brain are influ-
enced by the unfolding state of mind. In its essence, emotion is a set of 
processes involving the recruitment of various circuits under the umbrella 
of one state of mind. Thus the appraisal and arousal processes create a neu-
ral net activation profile—a state of mind—whose characteristics in turn 
directly shape subsequent appraisal and arousal processes. This intricate feed-
back mechanism helps us to see why patterns of emotional response can be 
so tenacious in a given individual. The elements of continuity in specificity 
are self- reinforcing.

Creating change within rigid patterns of specific appraisals requires a 
fundamental change in the organization of information and energy flow. As 
we have seen in the example of the man who eventually bought the dog for 
his children, the alteration in sensitivity to the image of a dog took place at 
the level of altered specificity of appraisal. The specific appraisal response to 

Unique personal meaning is created 
by the specificity of our emotional 
responses.
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both “dog” and “panic” needed to be revised before a new pattern of emo-
tional reaction could be achieved.

Value circuits determine specific appraisal, creating the basic hedonic 
tone of “this is good” or “this is bad” and the behavioral set of “approach” or 
“withdraw.” Value circuits also continue to assess the meaning of these initial 
activations as they are elaborated into more defined emotional states, includ-
ing the categorical emotions. What determines the nature of the appraisal/
value process itself? How does the mind “know” what should be paid atten-
tion to, what is good or bad, and how to respond with sadness or anger?

From the perspective of human evolution, the organization of this com-
plex appraisal process is likely to have had survival benefits for our ances-
tors. According to the principles of evolution, the genes that now shape the 
appraisal process are likely to have helped early humans survive, and so were 
passed on to be present today. This is one explanation, for example, of why 
some people are frightened of snakes even though they may never have seen 
one before. This may also explain why infants have a “hard-wired” (inborn) 
system to appraise attachment experiences as important. In other words, 
there is a hard-wired, genetic aspect to the appraisal process.

A second crucial evolutionary influence on the appraisal mechanism 
is that it can learn from an individual’s experience. For example, individu-
als who could not learn that touching a flame hurts would have been more 
likely to be repeatedly injured, and therefore less likely to survive and pass 
on their genes. Those individuals whose brains could alter their evaluative 
mechanisms would have been more likely to survive. Hence the appraisal 
system has a genetic basis and is also responsive to experience; it learns. Emotional 
engagement enhances learning.

windows of Tolerance

Each of us has a “window of tolerance” in which various intensities of emo-
tional arousal can be processed without disrupting the functioning of the sys-
tem. For some people, high degrees of intensity feel comfortable and allow 
them to think, behave, and feel with balance and effectiveness. For others, 
certain emotions (such as anger or sadness), or all emotions, may be quite dis-
ruptive to functioning if they are active in even mild degrees. The intensity 
of a specific emotional state may involve arousal and appraisal mechanisms 
outside awareness. As we’ve seen, these nonconscious activities of appraisal 
influence how the brain processes information. One’s thinking or behavior can 
become disrupted if arousal moves beyond the boundaries of the window of tolerance. 
For some persons, this window may be quite narrow. For such individu-
als, emotional processes may only become conscious when their intensity 
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nears the boundaries of the window and is on the verge of disorganizing the 
functioning of the system. For others, a wide range of emotion may be both 
tolerable and available to consciousness—from pleasant emotions including 
joy, excitement, or love, to unpleasant ones such as anger, sadness, or fear.

Recent research suggests that parts of the middle area of the prefrontal 
cortex we have been discussing are actively involved in how we appraise the 
meaning of events and keep our emotional lives in balance.45 Wager, Osch-
ner, and colleagues have concluded: “In sum, this study shows evidence for 
a distributed set of lateral frontal, medial frontal, and orbitofrontal regions 
that together orchestrate reappraisal of the meaning of emotional events.”46 
One aspect of this middle prefrontal area, the ventrolateral prefrontal region 
(especially on the right side of the brain), plays an especially important role 
in this process as it links cortical activities with the firing of subcortical 
regions, such as the limbic amygdala and parts of the brainstem. Wager et 
al. state:

If our emotions are woven into the fabric of human life, then our ability to 
regulate them keeps us from coming unraveled. In the best of circumstances, 
successful regulation leaves us feeling frayed around the edges. In the worst 
of circumstances, regulatory failures take a severe toll and contribute to the 
genesis and symptomatology of many psychiatric disorders.47

The important integrative functions of the prefrontal cortex can be seen to 
play a central role in the coordination and balance of emotion- generating 
subcortical neural activity with the cortical functions of thought and reflec-
tion. Both genetic and experiential factors influence the way this integrative 
prefrontal region develops. Without the coordination and balance of such 
prefrontal neural integration, the states of activation driven by emotion-
 generating subcortical firing can lead to dysfunction.

The width of a given individual’s window of tolerance may vary, 
depending upon the state of mind at a given time, the particular emotional 
valence, and the social context in which the emotion is being generated. 
For example, many of us may be more able to tolerate stressful situations 
when surrounded by loved ones with whom we feel secure and understood. 
Within the boundaries of the window, the mind continues to function well. 
Outside these boundaries, function becomes impaired as we move toward 
chaos or rigidity.

At its most basic level this can be understood in terms of the activity 
of the autonomic nervous system’s branches, to be discussed in detail in the 
next chapter. Outside the window of tolerance, excessive sympathetic branch 
activity can lead to increased energy- consuming processes, manifested as 
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increases in heart rate and respiration and as a “pounding” sensation in the 
head. At the other extreme, excessive parasympathetic branch activity leads 
to increased energy- conserving processes, manifested as decreases in heart 
rate and respiration and as a sense of “numbness” and “shutting down” within 
the mind. Other autonomic combinations are possible, with the most com-
mon being simultaneous activation of both branches; this creates the internal 
sensation of an “explosion” in the head and tension in the body, as if one 
were driving a car with the brakes and the accelerator on at the same time. 
Some individuals refer to such a state as “explosive rage.”

Under these conditions, the “higher” cognitive functions of abstract 
thinking and self- reflection are shut down. The prefrontal circuits link-
ing these cortical processes with the highly discharging limbic centers are 
functionally blocked, and rational thought becomes impossible. In states of 
mind beyond the window of tolerance, the prefrontally mediated capac-
ity for response flexibility is temporarily shut down. The “higher mode” 
of integrative processing has been replaced by a “lower mode” of reflexive 
responding. The integrative function of emotion, in which self- regulation 
permits a flexibly adaptive interaction with the environment, is suspended. 
We can propose that under such conditions, the dynamical system appears 
to shift away from movement toward maximizing complexity by entering 
into states characterized by either excessive rigidity or randomness. These 
states are inflexible or chaotic, and as such are not adaptive to the internal 
or external environment. The mind has entered a suboptimal organizational 
flow that may reinforce its own maladaptive pattern. This is now a state of 
emotion dysregulation.

A window of tolerance may be determined by constitutional features and 
by experiential learning. Present physiological conditions, such as hunger and 
exhaustion, may also markedly restrict individuals’ windows of tolerance 
and make them more vulnerable to irritability and “emotional outbursts.” 
Windows can be shaped by individuals’ constitutional qualities. People with 
shy temperaments may find emotional intensity of many sorts very uncom-
fortable, and seek environments that are 
familiar to them and that do not evoke 
such disturbing and disorganizing inner 
sensations. Such individuals may feel safe 
enough to move toward novel situations 
when they are with attachment figures 
with whom they have secure relationships. Without such a context, they may 
withdraw and become socially isolated. For others with more adaptive sen-
sitivities, novelty may be quite pleasurable, evoking a feeling of excitement 
that is not disruptive to their sense of balance. In these bolder individuals 
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familiarity may sometimes become quite boring and create an internal sense 
of restlessness. Children with “easy” temperaments are characterized by such 
open approaches; on the whole, they make life for their parents less demand-
ing. Those with more irritable, unpredictable, and “difficult” temperaments 
are “moody” and have frequent reactions outside of their windows of toler-
ance. The resulting outbursts create challenges for many parents. As such 
children mature, many of them find more sophisticated ways to regulate 
their emotions, with a subsequent decline in the frequency and intensity 
with which they break through their windows of tolerance.

Windows of tolerance may also be directly influenced by experiential 
history. If children have been frightened repeatedly in their early lives, fear 
may become associated with a sense of dread or terror that is disorganizing 
to their systems. Repeatedly experiencing out-of- control emotions, without 
a sense of others’ helping to calm them down, can lead such persons to be 
unable to soothe themselves as they develop. This lack of self- soothing can 
lead directly to a narrow window of tolerance. When such a person breaks 
through that window, the result is a very disorganizing, “out-of- control” 
sensation, which in itself creates a further state of distress.

A person’s present state of mind can also narrow or widen the window of 
tolerance. Being emotionally worn, physically exhausted, or surprised by an 
interaction can each narrow the window of tolerance. In such cases, an indi-
vidual may become emotionally wrought up or visibly upset by an encounter 
that, under other conditions, would have occasioned only mild arousal.

Let’s return to the example of the attorney offered earlier in this chapter. 
We cannot take the interaction with her colleague out of the temporal and 
social context in which it occurred. The document the attorney had given 
her colleague was addressed to one of her most important clients, a woman 
executive in her late sixties whom the attorney saw as a mother figure. She 
had always wanted to please this woman, because she felt (as she later revealed 
in therapy) that her actual mother had never been supportive of her or able 
to be pleased with her. Despite being reminded before the attorney left for 
a vacation, the colleague failed to mail the document on time, jeopardizing 
their legal case. The colleague’s mistake created the sense in the attorney that 
“yet again” she would be unable to please her mother. This activated in the 
attorney an internal image, a cognitive representation, of herself in relation-
ship to an angry mother. She had experienced as a child, and was now expe-
riencing again as an adult, the state of mind that wanting to please but being 
unseen creates: shame. What was worse, the mother (and the business client’s 
image, in the attorney’s mind) had frequently expressed anger and hostility 
toward her, creating a sense of both shame and humiliation.

Some might ask how much of this patient’s recollection was accurate, 
and, if it was accurate, how we can distinguish genetic from experiential 
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effects. This patient’s memories of these early events were independently sup-
ported after the patient entered therapy by the recollections of a cousin who 
had lived across the street and personally witnessed some of these humiliating 
interactions. In an even more uncommon type of corroboration, the therapist 
was able to interview the mother herself, at the request of the daughter. The 
mother reflected on these incidents very much as the patient had reported 
them; she also stated that her own mother had “practiced” such a style of par-
enting, in order to “harden” her for the “real world.” Her treatment of her 
own daughter, she said, was intentionally a “watered-down version” of the 
treatment she herself had received. Such single clinical case examples are not 
the same as research data, but they do offer us in-depth examples of how 
early experiences of dysregulated dyadic states can be associated with the 
development of individual dysfunction later in life. Still, “association” does 
not mean “causation.” After all, the mother passed on her genes and possibly 
even her epigenetic regulatory mechanisms, as well as providing a particular 
parental experience for her daughter. Having an explosive temper—a form 
of emotion dysregulation—can certainly be an inherited or acquired trait. 
The mixture of two individuals, mother and daughter, each with a consti-
tutional tendency to break through their windows of tolerance, might help 
explain some of this patient’s experience. The transgenerational passing of 
patterns of humiliating parenting could also explain such a finding. In any 
case, this woman found herself with the reality of dysregulation.

The repeated activation of these configurations of mental representations 
and a state of mind of shame/humiliation can be seen to have engrained this 
state as a repeating pattern of neural activation. We could almost say that 
the activation of this state had become a personality trait. The attorney was 
prone to entering this state of enraged humiliation at “inappropriate” times. 
In this manner, she entered an inflexible state that was no longer adaptive 
and inhibited new behavioral responses in interaction with the social envi-
ronment. We can view this state as induced by the massive activation of the 
parasympathetic branch (the sense of not being understood or listened to 
when the colleague failed to mail the document on time, despite a reminder) 
and the sympathetic branch (the internal state that she was being yelled at by 
her client and feeling anger toward her colleague) of the attorney’s autonomic 
nervous system. The brakes and accelerator were being applied simultane-
ously. The car, her mind, could not be regulated. The cues that set her off 
were rationally related to the earlier states, but the logic of these reasons was 
of emotional and historical value only. Her colleague and her client couldn’t 
care less about the “meaning” of her frightening rages. She was removed 
from all of the client’s cases immediately after this last incident.

When the intensity of an aroused state moves beyond the window of 
tolerance, a flood of energy may bombard the mind and take over a number 
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of processes, ranging from rational thinking to social behavior. At this point, 
emotions may flood conscious awareness. Some have called this an emo-
tional “hijacking,” “breakdown,” or “flooding.”48 In such a situation, one’s 
behavior may no longer feel volitional, and thoughts may feel out of control. 
Images may fill the mind’s eye with visual representations symbolic of the 
emotional sensation. For example, when angry, some people may “see red” 
or visualize doing harm to the target of their rage. They may lose control of 
their behavior, performing destructive acts that would not be part of their 
behavioral repertoires under “normal” conditions. In this “lower mode” of 
processing, the state of mind has pushed beyond the window of tolerance. 
Such a person has “flipped his lid.”

As we’ve seen, emotion, meaning, and social interactions are mediated 
via the same circuitry in the brain. Information in the brain is not handled 
independently of the biological reality of how the brain is in fact structured. 
For example, within the convergence zones of one of the central regions of 
emotional processing, the prefrontal cortex, we can see the way in which 
brain structure shapes the mind’s functioning. In this neural region, inputs 
from anatomically distinct areas converge: Neural firing patterns transmit-
ting the “information” from these regions are sent directly to the prefrontal 
cortex. This information includes social cognition, autonoetic conscious-
ness, sensation, perception, various representations (such as words and ideas), 
somatic maps representing the physiological state of the body, and the out-
put of the autonomic nervous system (which allows for “affect regulation” 
via the balancing of sympathetic and parasympathetic branch activity, often 
shaped by the “polyvagal system”).49 As we’ve discussed earlier, the capacity 
to respond adaptively to the personal significance of an event, not merely 
with an automatic reflexive reaction, may require the capacity for response 
flexibility as well as its integration with these other prefrontally mediated 
processes.

It has been suggested that in states of excessive arousal, the “higher” 
processing of the neocortical circuits is shut down. In addition, the direction 
of the energy flow within the brain, usually coordinated and balanced by 
the prefrontal regions, is then determined more by input from the “lower” 
processing centers of the brainstem, sensory circuits, and limbic structures. 
In this way, the beyond- tolerance state of hyperarousal leads neurologically 
to the inhibition of higher perceptions and thoughts; more basic somatic and 
sensory input is favored. In this situation, people don’t think; they feel some-
thing intensely and act impulsively. What this means is that an individual 
who enters a state outside the window of tolerance is potentially in a “lower 
mode” of processing, in which reflexive responses to bodily states and primi-
tive limbic and brainstem input are more likely to dominate processing.
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Recovery Processes

In the attorney’s interaction with her colleague, she went beyond the bound-
aries of her window. She entered a state in which self- reflection, thinking 
about her emotions, achieving some distance from her reflexive reactions, 
and considering other options for behavior beyond her immediate impulses 
were not possible. All of these cortical processes are thought to be shut down 
when a person is emotionally flooded in this way. A first step in helping this 
patient was having her learn the boundaries of her window of tolerance—
that is, the points at which interactions with others began to generate intense 
responses that moved her to the edge of control. Becoming aware of the state 
of her body (tension in her muscles, tightness in her stomach and throat) and 
sensing images of anger in her mind were the first stages in learning to moni-
tor her internal state more effectively. This is one aspect of “mindsight skill” 
training. Its aim was to enable her to modify the flow of energy and infor-
mation toward integration as she progressed in her treatment. Prevention of 
ruptures exceeding her tolerance was the most helpful strategy for her. She 
also needed to learn techniques for increasing the speed at which she could 
recover, once she was outside her window.

How does the mind ever recover from this state of suspended cortical 
processing and thinking about thinking (metacognition)? The recovery pro-
cess may vary from person to person, again depending on present context, 
constitution, and personal history. Certain states may be easier to recover 
from than others; specific contexts may activate a particular cluster of neural 
net profiles from which it is especially difficult to recover, whereas others 
may be more readily repaired. For example, if a person feels betrayed by a 
close friend who has never been suspected of being disloyal, then recovering 
from a flood of anger and sadness may be particularly difficult. On the other 
hand, being let down by an acquaintance of dubious reliability may create 
anger that is relatively easy to bring back into the window of tolerance.

Recovery means decreasing the disorganizing effects of a particular episode of 
emotional arousal. Recovery may be a primary physiological process in which 
appraisal mechanisms bring the degree of activation to tolerable levels. This 
modulation may involve a dampening in the intensity of arousal, as well as a 
restriction in the distribution of neuronal 
groups activated within the state of mind 
at that time. Recovery may also involve 
the reactivation of the more complex and 
abstract reasoning that the cortex medi-
ates. This will then allow for the metacognitive processes of self- reflection 
and impulse control. The capacity to reflect on mental states of self and 
others, and to integrate this knowledge, may be important in enabling this 
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aspect of emotion regulation. Studies of children reveal that those who use 
private speech or self-talk are better able to soothe themselves.50 Reinstated 
cortical processes may help by altering the characteristics of the elaborated 
emotion and permitting an individual to begin to tolerate arousal levels that 
previously would have been flooding. For instance, the person engulfed in 
rage at a close friend may find that activating old memories of the friend and 
engendering a feeling of loss and sadness may allow the emotional expe-
rience to be transformed. With intensive work, the attorney in our case 
example began to become aware of the sadness and profound disappointment 
she had experienced as a child within her interactions with her mother. She 
also began to connect the meaning of her present interactions with what she 
(her value system) had learned through these repeated experiences of her 
childhood. This process apparently has allowed her to widen her window of 
tolerance. For some, sadness is more easily tolerated than rage.

Some individuals have extreme difficulty recovering from emotional 
flooding of any sort. For these people, life may become a series of efforts 
to avoid situations that evoke strong emotional reactions. These avoidance 
maneuvers are defensive, in that they are attempts to keep the individuals’ 
systems in balance. For those whose windows are quite narrow for certain 
emotions, such avoidance behaviors can shape the structure of their person-
alities and their ways of dealing with others and the world. If recovery pro-
cesses are unavailable, then such individuals become prisoners of their own 
emotional instability.

Emotions are central in the self- regulation of the mind. It is inevitable 
that at times emotional arousal will be too much for any of us to tolerate. 
At these moments, the flood of emotions without an effective recovery pro-
cess will result in prolonged states of disorganization that are ineffective and 
potentially harmful to ourselves or to others. Recovery allows us to move 
back within the boundaries of our tolerance and to “push the envelope” but 
not to break it. In essence, recovery allows the mind’s self- organizational 
processes to return the flow of states toward a balance that maximizes com-
plexity—that is, to move the system between the extremes of complete pre-
dictability or rigidity on the one side and excessive randomness or chaos 
on the other. The system becomes more adaptive by tuning itself to both 
internal and external variables in a more flexible manner, thus enhancing 
complexity, which allows the mind to achieve stability.

How can recovery occur? Looking toward the two fundamental ele-
ments of the mind— energy and information—can help us to answer this 
question. Let’s return to the example of the attorney. In her interaction 
with her colleague at the meeting, she remained in a state of hyperarousal, 
agitation, and rage, in which her cortical processing was surely suspended. 
The internal representations of the colleague’s deadline error were probably 
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linked, as we’ve discussed earlier, to the attorney’s sense of shame and humil-
iation from interactions with her mother. “Linked” means that the situation 
created within her a humiliated state of mind, with excessive arousal of 
both branches of the autonomic nervous system. This familiar state quickly 
flooded her beyond her window of tolerance. Her higher reflective pro-
cesses were suspended. She began yelling at the top of her lungs, feeling 
misunderstood, demeaned, and enraged. She stated in retrospect that the 
colleague’s attempts to calm her down were interpreted as condescending 
(like her mother) and further irritated her. For hours after she had yelled at 
him, she remained in a seething, agitated state.

Recovery from that episode was long in coming. As time wore on, she 
seemed to calm down, but was easily agitated by thoughts of the experience 
and of the eventual call from her client. As therapy progressed, the therapist 
and patient began to examine what had occurred in terms of these ideas 
about windows of tolerance, emotions, memory, and states of mind. She was 
very motivated at this point to understand how her own mind was “betray-
ing” her. She was eager to change this pattern of emotional outbursts.

Within the sessions, she would again enter these hyperaroused, beyond-
her- tolerance states. But now her experience of being “out of control” was 
joined by the reflective and supportive dialogue with her therapist. She was 
able to listen in her agitation, but remained hyperaroused. However, she 
now had two objects for her attention—her internal state and the external 
dialogue. This “dual focus” of attention may be an important feature of psy-
chotherapy. As time went on, she began to reflect on the nature of her own 
mental processes. She could picture her circuits with an excessive flooding 
of activity; she could notice her tense muscles contributing the feedback to 
her mind that she was furious; and she could begin to see how the deadline 
error meant something to her and her past, beyond what the colleague and 
the mistake in reality were about.

This woman learned to enhance her recovery processes by learning to 
use the energy flow and information processing of her mind in a new way. 
Therapy allowed her to experience emotionally flooded states, and within 
that state of mind, she was then able to apply her newly acquired abilities. She 
could use relaxation and imagery to “lower the energy of her circuits” and 
the tension in her body. Her metacognitive cortical capacities were strength-
ened and made more accessible during her rages in ways that were not pos-
sible before. Such capacities allowed her to use previously inhibited path-
ways during this state of mind to alter the way she processed information. 
What had been a blockage in information processing and an inhibition in 
the flow of energy now became more adaptive states of mind. Her capacity 
for emotion regulation, and thus for self- regulation, became more flexible 
and more effective. She could say to herself, “This interaction is more about 
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my feelings of shame than about my colleague,” and focus her experience in 
a different way.

access to Consciousness

As our appraisal mechanisms operate, and as our primary emotions are fur-
ther differentiated at times into categorical ones, our minds are influenced 
by our value systems in every aspect of their functioning. These influences 
occur without the necessity of conscious awareness. The idea presented in 
this book is that emotion is a central set of processes directly related to 
meaning, social communication, attentional focus, and perceptual process-
ing. Emotion is not just some “primitive” remnant of an earlier reptilian 
evolutionary past. Emotion directs the flow of activation (energy) and establishes 
the meaning of representations (information processing) for the individual. It is not 
a single, isolated group of processes; it is an integrative process that has a 
direct impact on the entire mind. By defining emotion in this way, we can 
begin to make sense of the wide- ranging interpretations of research find-
ings on emotion, thinking, and social processes. Discussing the relationship 
of emotion to consciousness provides a useful opportunity to delineate our 
ideas about emotion further.

Huge amounts of evidence support the view that the “conscious self” 
is in fact a very small portion of the mind’s activity.51 Perception, abstract 
cognition, emotional processes, memory, and social interaction all appear to 
proceed to a great extent without the involvement of consciousness. Most of 
the mind is nonconscious. These “out-of- awareness” processes do not appear 
to be in opposition to consciousness or to anything else; they create the foun-
dation for the mind in social interactions, internal processing, and even con-
scious awareness itself. Nonconscious processing influences our behaviors, 
feelings, and thoughts. Nonconscious processes impinge on our conscious 
minds: We experience sudden intrusions of elaborated thought processes (as 
in “Aha!” experiences) or emotional reactions (as in crying before we are 
aware that we are experiencing a sense of sadness). So we can say that for 
the most part, the self is not divided by some line between a conscious and 
a nonconscious self. Rather, the self is created by nonconscious processes, as 
well as by the selective associations of these processes into something we call 
“consciousness.” To put it another way, we are much, much more than our 
conscious processes.

But what does it mean to have consciousness? Why do we even have 
consciousness at all? One answer to these questions, among many possibili-
ties, is that when processes become linked within consciousness, they can be more stra-
tegically and intentionally manipulated, and their outcome can be adaptively altered. 
Consciousness may allow us to become free from reflexive processing and 
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introduce some aspect of “choice” into our behavior. In this way, individu-
als may be able to get themselves off “automatic pilot,” stop reacting with 
top-down constraints, and tap into the spontaneity of bottom-up incom-
ing sensations. The practice of mindful awareness may enhance this capac-
ity to “come to our senses.”52 Having awareness gives us choice to make a 
change.

For example, a soon-to-be- married 
man has a nonconscious fret about who 
will sit where at his wedding. By making 
this into a conscious concern, he can raise the issue with his fiancée, and 
they can then examine the options together. They can gather new informa-
tion and consider alternatives, which can result in a more satisfactory seating 
arrangement. A process made conscious can be directly shared across indi-
viduals, and the outcome can be strategically altered. The strategic manipu-
lation, the introduction of choice, and the sharing of information are made 
possible by consciousness. If the groom is unable to be conscious of the 
meaning of his sensations of discomfort or thoughts about the wedding, it is 
likely that he will not bring up the issue for examination.

What is a neuroscientific explanation for how consciousness occurs? 
Consciousness is important for focal attention and working memory, which 
allow information to be processed into long-term, explicit memory storage. 
As noted throughout this book, working memory is considered the “chalk-
board of the mind”; it allows us the ability to reflect on several (seven, plus 
or minus two) items simultaneously. Such reflection allows us to manip-
ulate these representations, to process them (e.g., to note similarities and 
differences, create generalizations, and recognize patterns), and to create 
new associations among them. Working memory allows self- reflection and 
creates cognitive “choice.” In other words, it introduces the possibility of 
personal intention and strategic, deliberate behaviors that are independent of 
automatic reflexes.

At the most fundamental level, consciousness involves the selective link-
age or binding of representations, which then can be intentionally manipu-
lated within working memory. As discussed earlier, some researchers sug-
gest that neural firing patterns achieve a certain degree of complexity as 
they become integrated and then become incorporated as aspects of “con-
scious experience.” Once stabilized, they can be “intentionally” manipu-
lated within the space of conscious attention. The idea of intention is itself 
a philosophical puzzle.53 What we can say is that with consciousness, new 
information can be introduced or new manipulations can be attempted for 
a strategic purpose determined by the individual. Consciousness itself is not 
necessary for information processing, but it is necessary at times to achieve 
new outcomes in such processing.

Having awareness gives us choice 
to make a change.
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From this vantage point, we can say that emotional processing—the ini-
tial orientation, appraisal, arousal, and differentiation mechanisms— usually 
occurs without consciousness. An individual’s consciousness of these pro-
cesses allows for the qualitative sensation of emotion, experienced as a sense 
of energy, meaning, and categorical emotion. Any and all of these sensations 
can be called a “feeling,” which explains why people of many different ages 
respond with a range of reactions to the common query of “How are you 
feeling?” “I feel . . . up . . . down . . . excited . . . that this means the end of 
our relationship . . . like I want to run and hide . . . that he didn’t understand 
my intentions . . . that I am bad . . . sad . . . angry . . . happy.” “Feelings” 
can therefore involve energy, meaning, behavioral impulses, or the discrete 
categories of emotion. Why do emotional processes enter consciousness at 
all? What information processing does this permit when we become aware 
of a shift in integration?

The ability to involve conscious processing with something as funda-
mental as the creation of meaning, social relatedness, and perceptual process-
ing certainly does give us an increase in the flexibility of our responses to 
the environment. Having a consciousness of emotions is especially important 
in the social environment. Without it, we are likely not to be aware of our 
own or others’ intentions and motives. Awareness of emotional processes, 
our shifts in integration, has value for our survival as a social species: We 
can know our own minds as well as those of others, and can negotiate the 
complex interpersonal world with increased skill and effectiveness at meet-
ing our needs.

Recall that consciousness may involve an integration of distributed 
neuronal activities that achieves a certain degree of complexity.54 Effec-
tive processing within consciousness can thus be seen as the furthering of 
such an integrative process. Consciousness is more than the mere activa-
tion of representations in working memory that have become linked via the 
thalamocortical system and the lateral prefrontal cortex. Active, executive 
functions that direct the integrated flow of energy and information play an 
important role in the coordination of mental processes and response. These 
executive functions are possibly mediated also by nearby middle prefron-
tal regions (including the orbitofrontal cortex, the medial prefrontal cortex, 
and anterior cingulate) and other areas (including the parietal and temporal 
lobes).55 For example, Nobre and colleagues suggest that findings regarding 
the orbito frontal cortex indicate that its activity may be important in

inhibiting prepared motor programs [and in] the tasks of motor selection 
and preparation requiring withholding of responses. The orbitofrontal cor-
tex participates both in the redirection of the response based upon a viola-
tion in stimulus contingencies and in possible changes of emotional state. . . . 
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Activity in the orbitofrontal region is recruited as stimulus contingencies 
change, interacting dynamically with the basic neural– cognitive system that 
directs attention. The anatomical connections of the lateral orbitofrontal cor-
tex support this ability.56

Earlier we have called such a capacity “response flexibility” and have sug-
gested that such a process may be an important element in self- regulation 
and in the behavioral and attentional flexibility seen in the contingent, col-
laborative communication and coherent adult narratives revealed in secure 
attachments.

What role does consciousness itself play in the regulation of emotion? 
Consciousness can influence the outcome of emotional processing. Conscious aware-
ness allows for self- reflection, which can enable the mobilization of strategic 
thoughts and behaviors and can therefore enhance the flexible achievement 
of goals. This can be seen as the achievement of new levels of integration. 
For example, if a person realizes that she 
is feeling sad about a friend who has left 
town, she can then write or call that per-
son and reestablish contact. If, instead, her 
sadness remains nonconscious, she may never reach out to her friend in this 
way. Given the fundamental role of the appraisal system in distinguishing 
what is good and should be approached from what is bad and should be 
avoided, emotions that are accessible to parts of cognition can consciously 
mobilize behavior. This can be crucial if emotion is to be effective in cer-
tain adaptive ways as a value system. Consciousness allows emotion to play a 
more adaptive role in an individual’s behavior. But how does it help regulate 
emotion?

Let’s return again to the example of the attorney in psychotherapy, to 
illustrate how consciousness can permit two fundamental elements of emo-
tion regulation: the modulation of energy flow through the brain, and the 
adaptive modification of information processing. After her “explosion” with 
her colleague and her dismissal from the case, the attorney’s motivation to 
understand her social difficulties reached a peak. Though she had had a 
number of brief encounters with therapists in the past, this was the first time 
she felt driven to examine what role she was playing in these difficulties. 
Earlier, she had focused on how troubled the world and other people were. 
For the first time, she now became consciously aware of the possibility that 
the source of her difficulties was within her own mind.

Such a change in attitude was itself quite an accomplishment; in this 
woman’s case, it was brought about by “hitting bottom” with her job. This 
new openness was a window of opportunity for therapy to provide her with 
some new tools. In the therapy sessions, therapist and patient began a dialogue 

Consciousness can influence the 
outcome of emotional processing.
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in which they examined the patient’s memories of experiences in both the 
recent and distant past. The patient was also coached to reflect in the present 
on her own internal processes—in other words, to begin the development 
of her metacognitive abilities. The therapist strongly encouraged this self-
 reflection, knowing that it would be an essential tool for the patient to learn 
in order to regulate her emotions.

Specific skills of reflecting on the internal nature of experience may be 
acquired within psychotherapy, using mindsight training techniques such as 
the “Wheel of Awareness” practice.57 The Wheel of Awareness is a reflective, 
“time-in” practice that uses the metaphor of a wheel as a visual image for the 
mind. The hub represents the experience of being aware. Points on the rim 
signify anything of which we can be aware. The rim itself is divided into four 
segments. The first includes the five senses that bring in data from the outside 
world. The second segment represents the input from the body—the “sixth 
sense.” The third segment of the rim represents our mental activities, such as 
emotions, thoughts, images, and memories. A final segment signifies our sense 
of connection to other people and to things outside our bodily selves, such as 
our relationship to our community or our planet. The Wheel of Awareness 
practice enables an individual to gain the skill of differentiating the elements 
of the rim from one another, and to distinguish the experience of knowing 
(the hub) from that which is known (the rim). Through the systematic focus 
of attention, this practice is designed to integrate consciousness.

Metacognition begins to develop within the second year of life and 
appears to enable children to link different representations from memory 
within present- moment experience.58 This capacity probably changes the 
subjective nature of consciousness and permits children to begin developing 
new levels of self- regulation. Metacognition gives the developing minds of 
children (and adults) the ability to perform a number of unique processes: 
thinking about thinking itself; forming a representation of one’s own mind; 
becoming aware of sensations, images, and beliefs about the self; and reflect-
ing on the nature of emotion and perception.59

In formal terms, the mind develops the metacognitive capacity for the 
“appearance– reality distinction,” which allows an individual to comprehend 
that what something looks like may be different from what it actually is in 
the world.60 The notions that one’s perceptions and ideas can change over 
time, and can be distinct from the equally valid ones of other people, are 
called “representational change” and “diversity,” respectively. Metacogni-
tion also includes the awareness that emotion influences thought and per-
ception, and that one may be able to experience two seemingly conflictual 
emotions about the same person or experience. In the attorney’s case, each of 
these areas became vital for this patient to develop a more adaptive capacity 
for emotion regulation.
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Metacognitive abilities often, but not necessarily, involve consciousness. 
In this patient’s case, her lack of metacognition required that it become a part 
of the focus of the therapeutic dialogue. Not having metacognitive ability at 
this point in her development also necessitated that she make it a conscious 
part of her processing of intense emotions. With time, these new capaci-
ties, which had to be initiated intentionally and with mental effort, might 
become more automatic for her and might not require as much exerted con-
scious effort.

Before therapy, this patient’s orientation, appraisal– arousal, and differ-
entiation processes were often out of her conscious awareness. At some point, 
her rage became expressed externally as her screaming. Internally, she might 
first become aware of her emotional state through a burning sensation in her 
head and an intense focus of her attention on the “evil” of the person with 
whom she was interacting. Her consciousness was linked to the elements of 
emotional processing only when they burst through her window of toler-
ance in the form of uncontrolled fury and perceptual distortions filled with 
suspicion. In this state, she literally viewed others as “out to get her.” Some 
might say that she was projecting her anger onto others. Another view might 
be that she was entering a state of shame and humiliation in which she was 
implicitly recalling an angry and betraying mother. Whatever the explana-
tion, her conscious awareness began in a state of rage when self- reflection 
was impossible. Recall that in states of excessive arousal, higher cognitive 
functions, including metacognition, are shut down. The key to this woman’s 
development was to bring such “lower-mode” states into a more balanced 
modulation. Conscious awareness of emotional processes is always a begin-
ning; in this case, metacognitive reflection on these processes was essential 
to enhance response flexibility and self- regulation.

Therapy includes various aspects of an attachment relationship, as well 
as the co- construction of stories, bearing witness, teaching, and role model-
ing for patients. Each of these was essential in taking the next step with this 
frightened individual. Giving her a conceptual framework for how her emo-
tions worked and influenced her experience of herself and interactions with 
others was vital in allowing her not to feel “accused” of being defective. The 
shame state involves a sense that something is wrong with the individual, 
and this emotion is often at the root of why patients have not developed the 
ability to reflect on their own contribution to their troubles. They may have 
an inner belief that they are defective, and they seek to hide this “truth” 
from others.

As therapy permitted the patient to tell the story of her life, the therapist 
could bear witness to the pain and vulnerability of her having been a child in 
a hostile family world. Linking of these emotional experiences to her present 
encounters, both with people in her daily life and with the therapist, allowed 
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the patient to experience firsthand these emotional processes at work. She 
became sensitive to the subtle sensations of primary emotions long before 
they were elaborated into the categorical states that so often burst through 
her window of tolerance. These primary sensations allowed her to become 
aware of what was arousing to her (“This interaction now has some meaning 
for me—watch out!”). They also permitted her to reflect on how the specific 
meaning of an interaction had dual layers: her appraisal of its significance in 
the moment (“What is happening now with this person?”) and its parallel 
historical meanings for her (“How does this relate to my emotional issues 
from the past?”). The important step for her was to associate primary emo-
tions with consciousness.

At first she continued to have outbursts, but these were less intense and 
less frequent, and it seemed easier to recover from them. Her feeling of suc-
cess at actually stopping such an outburst was exhilarating. This allowed 
her to consciously alter her bodily response by reducing the somatic feed-
back that was automatically reinforcing the cascading cycle of appraisal and 
arousal. This clearly empowered her to intentionally alter the flow of activa-
tion (energy) through her mind.

Simultaneously, she began a metacognitive analysis of the meaning of 
these interactions and emotional experiences. She could recognize that some-
thing “significant” was occurring, and was then able to connect the recur-
ring themes of being ignored or misunderstood with her prior history of 
shaming and humiliating interactions with her mother. That is, she became 
able to note similarities and to work with generalizations within working 
memory. She was then able to examine the meaning of a representation (e.g., 
the interaction with her colleague was associated with shame) and compare 
it to those from the past (e.g., her interactions with her mother had been 
humiliating and shameful). Such a nonconscious linkage in the past had 
created an explosion. Now, with conscious reflection, the same comparison 
permitted the outcome to be quite different: She altered the appraisal process 
to highlight a different aspect of the meaning of these representations. Previ-
ously, her mind would have nonconsciously responded to the similarity in 
the interaction and created a state of humiliation and outburst. This was an 
automatic component of the synaptic memory process, in which past states 
were reactivated by similar retrieval cues without an awareness of their ori-
gins from the past.61 Now, consciously, she was able to add the dimension of 
metacognition. This allowed her to state to herself, “I am becoming agitated 
because of the similarity of this interaction to my earlier ones, filled with 
feelings of shame. I am not a slave to the past, and I do not have to react in a 
similar way.” Instead of the nonconscious, reflexive response, consciousness 
permitted response flexibility and a more adaptive reaction. By acquiring 
the ability to reflect on the relationships among past, present, and future, this 
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patient was developing her capacity for autonoetic consciousness. She could 
choose not to become explosive. She could decide that what was best for her 
was to alter her initial impulses and try to achieve her professional goals in a 
more productive manner.

Appraisal processes, operating even without consciousness, recruit new 
neuronal groups into their active state of mind. The addition of conscious-
ness to such a recruitment effort permits further mobilization of a new set 
of processes: Consciousness allows for the manipulation of representations 
in new combinations within working memory, the chalkboard of the mind. 
Consciousness involving the linguistic system and autonoesis allows for 
reflections on the past and future, mov-
ing us beyond the lived moment.62 We are 
also able to be motivated by our awareness 
of emotions, which then facilitates more 
strategically focused achievements that 
are not likely without the involvement of 
consciousness.

External Expression

From the beginning of life, emotion constitutes both the process and the 
content of communication between infant and caregiver. Simply put, a 
baby’s inner state is perceived by parents, who in turn feel in a parallel man-
ner themselves. The baby perceives the parents’ contingent response, and the 
affect is mutually attuned. Later, in addition, parents use words to talk about 
feelings and direct a shared attention to the infant’s state of mind. The par-
ents may state directly that the baby is feeling sad or happy or scared, giving 
the infant the interactive verbal experience of being able both to identify and 
to share an emotional experience. This earliest form of communication in a 
setting of safety and comfort provides the child with a sense that her emo-
tional life can be shared and be a source of soothing from others.

By the second year of life, the infant has learned the adaptive behavior 
of not showing how she might be feeling. The social context in which an 
intense emotion is experienced may motivate the child to “hide” her inner 
experience. For example, if the toddler wants something but has learned that 
she will be yelled at if she shows an interest in that object, it will be best if 
she keeps a “poker face” and does not show her true emotion. For us adults, 
complex social situations repeatedly teach us the essential ability to mask our 
inner states from the criticism and harsh reactions from others. Culture and 
family environments play a central role in a child’s experiential acquisition of 
these often unspoken laws of emotional expression, called “display rules.”61 
Culture shapes how we come to feel “right” or “comfortable” in how we 
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express our internal states to others—and perhaps even to ourselves. Some 
researchers use the terms “collectivist” and “individualistic” to contrast the 
social or private focus of a culture’s emphasis. In general, these studies reveal 
that the display rules of a given society have important impacts on how 
people communicate with one another and on the role emotional expression 
plays in their lives.64

Studies of children and adults in various cultures demonstrate that peo-
ple may show emotions quite differently if they are with unfamiliar people 
or if they are by themselves. For example, one study showed that in the Japa-
nese culture, facial expression showing emotional response to a stimulating 
film was quite evident if a participant believed that he was alone in the room. 
With the experimenter present, facial expression was quite flat.65 If display 
rules tell people not to show emotion, does this affect how conscious they 
may become of their own emotional response? This may in fact be the case: 
We use our own facial responses to become aware of how we are feeling. 
This fits in with the general view that the brain has a representation of the 
body’s state, including states of arousal, muscle tension, and facial expression, 
which it uses as interoceptive information to register “how it feels.”66

In another study, Japanese-born individuals perceived emotional expres-
sions as being aspects of a social world, in contrast to Western-born individ-
uals’ seeing emotions as expressions of an individual. Social context—a per-
ceptual ability of the right hemisphere—can then be postulated from these 
findings to be more engaged in the perception of emotion.67 In contrast, a 
noncontextual, nonsocial view of emotional expression may involve a more 
dominant left- hemisphere response. This finding would be consistent with 
the finding mentioned in Chapter 2 that Japanese-born individuals perceived 
the marine environment of an aquarium within its larger (right- hemisphere-
 perceived) gestalt, whereas American-born Japanese perceived the individual 
details, a more left- hemisphere form of response.68

The self is capable of at least two contextual states or ways of being: a private, 
inner, core self and a public, external, adaptive self.69 Some authors have used the 
parallel notions of a “true” and a “false” self. This terminology, however, 
suggests that it is somehow false to adapt to social requirements; instead, it 
may be more useful to accept that different contexts evoke different states 
in each of us. Indeed, we have “relational selves” that emerge naturally as 
we continually recreate our selves in different settings and with different 
people.70 Repeated patterns of social interactions can make a specific state, 
such as the masking of internal emotions from the outer world, an important 
and persistent adaptation. There is nothing “false” about a mechanism of 
survival. However, if the brain often relies on the expression of emotion as 
a signpost of what the individual truly feels, then this masking process cer-
tainly can create a challenge to knowing one’s “true” response.
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The regulation of expression may assist the mind in modulating its states 
of arousal by social and intrapsychic mechanisms. Socially, masking internal 
states can permit the individual to avoid an experience of interpersonal reso-
nance, in which the response of the receiver at times can amplify or distort 
the initial state of the sender. Masking inner states can also enable an indi-
vidual to avoid being misunderstood, and so avoid the painful state of shame 
that would be induced. Within the individual, regulating affect can dampen 
the positive feedback loop in which an internal state is expressed externally 
as facial expressions and bodily responses, which then are perceived by the 
mind and heighten the initial emotional state. In both the individual and 
social feedback processes, regulating external expression of an internal state 
can help to keep the state of arousal from breaking through the window of 
tolerance.

A very difficult situation arises when an aspect of this form of emotional 
modulation—the inflexible and “nonexpressive” regulation of affect—is so 
engrained that it becomes a rigidly and repeatedly evoked state, or trait, of 
the individual. If there are no contexts available in a growing child’s life 
when the inner, private self can be fully engaged in interactions with oth-
ers, then the adaptive, external, public self may perpetually mask internal 
states even from the individual. This condition may be experienced by the 
person as a sense of not knowing who she is. There may be a feeling that life 
is meaningless. In emotional terms, this person’s conscious access to her own 
emotions has been repeatedly blocked.

The danger of chronically blocking general affective expression is that 
it may also repeatedly inhibit the access of emotions to an individual’s con-
sciousness. The exact mechanism that blocks expression is unknown, but 
perhaps involves a temporary shutting down of the circuits that control 
affective expression. As we’ve seen, these appear to be primarily located in 
the right hemisphere, especially in the prefrontal cortex and the amygdala. 
Individuals with right- hemisphere lesions, for example, may have a reduced 
ability to perceive others’ emotions, as well as to express and gain conscious 
access to their own. Furthermore, imaging studies of depressed individu-
als (who show reduced facial expression) have revealed a functional abnor-
mality in the activation of right- hemisphere facial perception centers.71 The 
implication here is that the expression and perception of facial affect may be 
neurologically linked processes.

People vary widely in their ability to express affect. One way we can 
begin to make sense of these variations is to conceptualize nonverbal signals 
as the external expressions of internal states of mind. Primary emotions are 
expressed as the vitality affects described as the profiles of activation, includ-
ing “crescendo” (increasing energy) and “decrescendo” (decreasing energy) 
states. A person reveals such vitality states in facial expression, tone of voice, 
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activity of the limbs, gestures, and the timing and fluidity of these signals in 
interactions with another person. These signals may enter the person’s own 
awareness, and may also directly influence the adjustment of his own state 
to that of the other person. Becoming aware of the external signals from 
another person and those being given off by the self can be crucial. Reflec-
tion on internal sensations may be an essential aid in knowing how another 
person may be feeling.

“Feeling felt” may be an essential ingredient in attachment relationships. 
Having the sense that someone else feels one’s feelings and is able to respond 
contingently to one’s communication may be vital to close relationships of all 
sorts throughout the lifespan. Such attachments foster the interactive sharing 
of states, which facilitates the amplification of positive, enjoyable emotions 
and the diminution of negative, uncomfortable emotions. The attuned com-
munication within attachment relationships allows such interactive amplifi-

cation and diminution to occur. The out-
come is that each member of the pair may 
“feel felt” by the other. For the developing 
child, the secure attachment relationship 
provides the amplification that heightens 
pleasurable states and allows the child to 
engage in the self- regulation needed to 
diminish unpleasurable ones.

The challenge of communicating internal states may be a bit less demand-
ing when it comes to the expression of categorical emotions. These more 
elaborated states of activation, with their cross- culturally similar patterns 
of expression that are probably embedded within the brain’s physiological 
response patterns, seem to involve a different form of communication. The 
studies cited above suggest that some aspects of categorical affect are medi-
ated by social display rules. People sometimes mask certain intense feelings 
in the presence of strangers; in other situations, people only reveal certain 
responses (such as smiling or laughing) in the presence of others. These find-
ings, combined with the developmental acquisition of masking categorical 
affects, support the social communication aspect of this form of categori-
cal emotion. The sharing of these states has a more “distant” quality and 
can involve more of the classic sense of empathy as a state of understanding 
another’s experience rather than feeling another’s feelings. We can feel sad 
when other persons feel sad, and we can rejoice in their excitement and joy. 
In this way, categorical affects can certainly be shared as well. But categorical 
emotions allow us to become more actively verbal within the communica-
tion with others. That is, we can use words with roughly shared definitions 
to encapsulate the shared experience: “It must have been so sad to have that 
happen,” or “It is great to see you feel so excited about that event.” In this 
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way, the expression of a categorical emotion permits more linguistic distance 
from a shared moment in a relationship than the “feeling felt” of a primary 
emotional state attunement alone.

Of course, categorical expressions are usually accompanied by all the 
undefinable nonverbal signals of vitality affects that are reflections of the 
ongoing primary emotional processes. But the point here is that the per-
ception of a classic categorical affect, such as anger, sadness or fear, often 
overshadows the less classifiable and often more subtle aspects of vitality 
affects. The “risk” of a predominantly categorical emotional communication 
is that one may begin to use only one’s intellect in linguistically classifying 
what this particular emotional experience means, rather than attending to 
the unique meaning of that moment, both for the other person and for the 
relationship itself.

PERSOnaLITy, MEnTaL TRaInInG, 
anD THE TRanSFORMaTIOn OF SELF‑REGULaTIOn

Patterns of self- regulation can be seen within what we often consider as our 
“personality.” We have seen how the seven components of emotion regula-
tion shape our patterns of thinking, feeling, and interacting, and how they 
emerge from an amalgam of inborn proclivities (sometimes called “tempera-
ment”) and our experiences (including our attachment relationships) early 
in life. Research to date using existing measures suggests that, for the vast 
majority of individuals, there is no clear and predictable pathway between 
childhood temperament tendencies and adult personality characteristics. As 
nonlinear dynamical systems, we humans naturally have a range of outcomes 
that can emerge with small inputs internally and externally that make us 
quite unpredictable creatures as we develop in our formative years. Yet as we 
move through and beyond adolescence, some of our persistent innate ten-
dencies and our learned responses may coalesce within our synaptic sculpt-
ing such that we do have a personality pattern, a recurring way that we regu-
late our emotions and interact with the world. And for some individuals, 
these adult features may have had their origins in early childhood. There are 
certain tendencies we may have had from our earliest days—ones that exist 
especially at the extremes, like the intense behavioral inhibition also known 
as extreme shyness—that may persist in our neural functioning even if we’ve 
learned externally to overcome them.72 But a pioneer in the field of affective 
neuroscience, Richard J. Davidson, suggests that even if we are born with 
some innate tendencies, these generally can and do change over the course 
of development.73 During his career carving out a path in the neural study 
of emotion, Davidson has come to view a range of patterns of self- regulation 
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that have observable neural correlates. This approach offers a different way 
of envisioning self- regulation and extends and broadens our discussion of 
the seven components of emotion regulation: intensity, sensitivity, specific-
ity, windows of tolerance, recovery processes, access to consciousness, and 
external expression. As you’ll see, these patterns in many ways reflect the 
mind as both an embodied and a relational process that regulates the flow of 
energy and information.

Here is how Davidson describes the six dimensions of what he calls our 
“Emotional Style,” which are each revealed within fundamental aspects of 
brain function that he and his colleagues have been able to observe using 
scans of neural activity:

Resilience: how slowly or quickly you recover from adversity; Outlook: how 
long you are able to sustain positive emotion; Social Intuition: how adept you 
are at picking up social signals from the people around you; Self- Awareness: 
how well you perceive bodily feelings that reflect emotions; Sensitivity to 
Context: how good you are at regulating your emotional responses to take 
into account the context you find yourself in; Attention: how sharp and clear 
your focus is.74

In Davidson’s view, personality and temperament reflect different com-
binations of these dimensions. As mentioned above, Davidson emphasizes 
that what we may think are “fixed traits of temperament” are actually quite 
changeable in our childhood years. But these patterns of emotional style can 
become persistent in our adulthood even if they did not come directly from 
our childhood tendencies. He offers as one example a discussion of the “big 
five” personality traits75 from the field of psychology that involve the aspects 
of openness to new experience, conscientiousness, extroversion, agreeable-
ness, and neuroticism. Here is how Davidson describes how he would assign 
the emotional style dimensions to these big five personality descriptions:

Someone high in openness to new experience has strong Social Intuition. 
She is also very self-aware and tends to be focused in her Attention style. A 
conscientious person has well- developed Social Intuition, a focused style of 
Attention, and acute Sensitivity to Context. An extroverted person bounces 
back rapidly from adversity and thus is at the Fast to Recover end of the 
Resilience spectrum. She maintains a positive Outlook. An agreeable person 
has a highly attuned Sensitivity to Context and strong Resilience; he also 
tends to maintain a positive Outlook. Someone high in neuroticism is slow 
to recover from adversity. He has a gloomy, negative Outlook, is relatively 
insensitive to context, and tends to be unfocused in his Attention style.76

Emotional style dimensions can be used in everyday descriptors of per-
sonality. For example, an optimistic person would be one who is Fast to 
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Recover on the Resilience scale and has a positive Outlook; a chronically 
unhappy person would be both Slow to Recover and have a negative Out-
look and so could not experience positive emotions for long and would be 
filled with a negative state in the face of challenges. A shy person would have 
a combination of low Sensitivity to Context combined with a Resilience 
dimension of being Slow to Recover from an upset. These repeated internal 
experiences of distress would then become generalized across experiences 
because of the low context sensitivity and there would be a broad wariness 
even in appropriate settings. In contrast, people with a lot of patience would 
be high on Sensitivity to Context (they’d be very specific in their learning 
about the importance of setting and response) and also high on the Self-
 Awareness dimension of emotional style.

Personality in many ways is an amalgam of our experiences and our 
temperament. Davidson and colleagues’ research has shown that in child-
hood, these various traits are generally quite malleable. At the extremes they 
may be persistent, as discussed earlier, but for the most part there is a great 
deal of change during our developmental years. This is why it is so dif-
ficult to predict, for the vast majority of children, how they ultimately will 
“turn out” even in the face of observable patterns of behavior we may call 
“temperament” that during the adolescent years and into adulthood simply 
do not continue. Ongoing experiences in life continue to shape our neural 
circuits as a part of our neuroplasticity.77 But even in the face of the tenacious 
habits of mind that we find ourselves trapped in as adults, there is a great 
deal of hope that, with intentional effort, deep changes can be created. The 
developing mind does not have to become fixed with one pattern of traits or 
another. An important lesson that comes from Davidson’s pioneering work 
is that an individual does not have to “settle” for some innate temperament 
or personality that is unchangeable. In fact, Davidson’s work has shown just 
the opposite: Mental training can alter the dimensions of emotional style. 
Because his and others’ work has revealed how the prefrontal circuits help 
coordinate and balance the lower subcortical states, it becomes possible to 
see the mechanisms by which processes like meditation can alter prefrontal 
fibers and their connections to the lower structures. This change in the link-
age of differentiated areas alters how an individual coordinates and balances 
the information and energy flow in his or her body. In essence, the focus of 
the mind can change the integrative fibers that regulate emotion and shape 
what we call “personality.”

In Davidson’s own words:

The seat of reason and higher-order cognitive function in the brain plays 
as important a role in emotion as the limbic system does. My research on 
meditators has shown that mental training can alter patterns of activity in 
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the brain to strengthen empathy, compassion, optimism, and a sense of well-
being—the culmination of my promise to study meditation as well as posi-
tive emotions. And my research in the mainstream of affective neuroscience 
has shown that it is these sites of higher-order reasoning that hold the key to 
altering these patterns of brain activity.78

The great news of these discoveries is that self- regulation can be 
enhanced through skills that build the foundation for sensing and shaping 
the internal flow of energy and information within the brain. Monitoring 
energy and information flow and modulating that flow toward integration 
is the outcome of mindsight. These mindsight skills offer hope of cultivat-
ing integration in our brains, in our relationships, and in our mental lives. 
Such mental training includes mindful awareness practices and other forms 
of meditation that have been shown to transform the functioning of the 
prefrontal cortex and to actually alter the structural interconnections it has 
within itself and with other regions.79 As this important “seat of reason and 
higher-order cognitive function” links widely distributed and differenti-
ated neural regions—and even the neural functioning of other people, of 
“other brains”—to one another, the prefrontal cortex is one of our most 
integrative circuits. Transforming self- regulation is possible because we can 
develop mindsight skills that enhance the integrative functions and structure 
of the prefrontal cortex throughout our lives.80 As Davidson and others have 
revealed, we can intentionally use the focus of energy and information flow 
with our minds to change the function and structure of our brains. Personal-
ity is not fixed. Temperament is not destiny. When we come to realize that 
the brain develops across the lifespan, we can see that we can use our rela-
tionships to “inspire to rewire” our own and others’ brains toward integra-
tion to cultivate more well-being and compassion in our lives.

REFLECTIOnS: EMOTIOn REGULaTIOn anD THE MInD

The capacity to regulate the appraisal and arousal processes of the mind 
is fundamental to self- organization; therefore, emotion regulation is at the 
core of the self. The acquisition of self- regulation emerges from dyadic rela-
tionships early in life. Attachment studies suggest that the type of inter-
personal communication that facilitates autonomous self- regulation begins 
with healthy dependence. Such relationships involve sensitivity to the child’s 
signals, contingent communication, and reflective dialogue that permits 
the child to develop coherence and mentalizing capacities. Achieving self-
 organization occurs within emotionally attuned interpersonal experiences. 
At the emotional core of attachment relationships are the amplification of 
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shared positive states and the reduction of negative affective states. As these 
dyadic states are experienced, the child comes to tolerate wider bands of 
emotional intensity and shared affective communication.

A proposed model of emotion regulation includes seven components: 
intensity, sensitivity, specificity, windows of tolerance, recovery processes, 
access to consciousness, and external expression. As we’ve seen, early attach-
ment experiences and constitutional variables such as temperament help 
form these emotion regulation processes. “Epigenetic” factors— especially 
the social experiences that shape genetic expression and the experience-
 dependent maturation of the brain— directly influence how neuronal con-
nections are established. In early childhood, such epigenetic attachment 
experiences influence the development of the neuronal pathways responsible 
for emotional modulation. Continuing emotional development within adult 
relationships can utilize the same attachment elements in helping to develop 
new paths to self- organization.

Lack of mental well-being may often be a result of emotion dysregula-
tion. This may be experienced as abrupt ruptures of emotion through the 
window of tolerance, such as episodes of rage or sadness, from which it is 
difficult to recover. In these ruptured states, the mind loses its capacity for 
rational thinking, response flexibility, and self- reflection. Waves of intense 
arousal and sensations of “out-of- control” emotion, such as anger or terror, 
may flood the mind. In these states, the individual is both internally and 
interpersonally unable to function. The integrative role of the prefrontal 
region can be temporarily disabled in such states. Helping such an individual 
requires the development of a more effective self- organizational process. 
Metacognitive processes and mentalizing reflective functions embedded 
in mindsight skills may be important in the development of an integrative 
mode of processing, which is essential to achieve a more flexible and coher-
ent experience.

If constitutional features, traumatic experiences, or severely subopti-
mal attachments have produced maladaptive emotion regulation, then indi-
viduals may be restricted in their ability to achieve emotional resilience and 
behavioral flexibility. In some situations, a form of “cortical override” mech-
anism may be useful. If there has been excessive parcellation (pruning) of 
corticolimbic structures, then the brain’s ability to monitor and modify states 
of arousal may be quite compromised. Learning to use neocortical reason-
ing abilities to observe and then intervene in reflexive initial dysregulatory 
responses is often a helpful approach. What does this mean? When people 
move beyond their windows of tolerance, they lose the capacity to think 
rationally. This initial response may be difficult to alter if it is engrained 
within deep circuits, such as those encoded early in life in the limbic and 
brainstem regions. However, the neocortex can override these responses and 
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bring the deeper structures into a more tolerable level of arousal. This can 
be accomplished by any number of “self-talk” strategies in which imagery, 
internal dialogue, and evocative memory (e.g., evoking the soothing image 
of an attachment figure) can be activated. Mental training, including mind-
ful awareness practices, has been demonstrated to enhance the function and 
structure of these regulatory prefrontal circuits. Over time and with contin-
ued practice, the frequency and intensity of breakthroughs into the “lower 
mode” of reflexive states beyond the window of tolerance can be signifi-
cantly decreased, and the speed of recovery can be greatly enhanced.

Why is self- regulation seen as fundamentally emotion regulation? 
Emotion, as a series of integrating processes in the mind, links all layers of 
functioning. In fact, the study of emotion itself is essentially the study of 
 emotion regulation. Though emotion can be defined as a subjective experi-
ence involving neurobiological, experiential, and behavioral components, it 
is in fact the essence of mind. Early in life, the patterns of interpersonal com-
munication we have with attachment figures directly influence the growth 
of the brain structures that mediate self- regulation. “Emotional communica-
tion” is the fundamental manner in which one mind connects with another. 
It is to interpersonal connection that we now turn.
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Interpersonal Connection

This chapter explores more fully what is known about how the relation-
ship between parent and child enables the child’s brain to develop the 

circuits responsible for healthy emotion regulation. The intention here is not 
to imply that all or even most individuals’ troubles with self- regulation stem 
from attachment difficulties. Instead, the aim is to review what is known 
about the emotional communication inherent in attachment, in order to 
guide our understanding of emotion regulation within interpersonal rela-
tionships. Such an exploration allows us to look more deeply into the ways in 
which one mind directly shapes the development and function of another—
the essence of interpersonal connection.

How can one mind influence another in this way? By viewing mental 
life as composed of the flow of information and energy, we can envision the 
complex neural systems from which it emanates as involving various dimen-
sions: the parts of a single neuron, neurons in synaptic connections, groups 
of neurons organized within specific circuits, or systems such as the left or 
right hemisphere of the brain. The patterns of information and energy flow 
through such systems allows them to form more and more complex layers of 
systems.1 But how can the system of one person directly interface with that 
of another to create a “supersystem”? Just as we can receive information in 
various forms—from oral to written to digitally transmitted via facsimile 
or electronic mail—so too can the energy and information of the mind be 
relayed via means including the electric action potentials of single neuronal 
axons, the patterned release of neurotransmitters, the physiological neuroen-
docrine milieu, and the complex neuronal activation of a neural net profile.

The human brain has evolved with one such system that has been shown 
to be vital in interpersonal connection. As discussed in Chapter 4, certain 
neurons have “mirror” properties that link the perception of others’ activi-
ties to one’s own behavioral imitation or internal state simulation. These 
mirror neurons not only allow us to “sponge up” what we see others do 
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and feel; they also shape our own actions and even feelings.2 These neurons 
directly influence our motor actions (imitation) or shifts in our subcortical 
states (internal simulation), so that we feel inside our bodies a state similar 
to that of another person.3 These internal shifts are driven upward along the 
insula to create interoceptive maps that reflect—or mirror—what is going 
on inside of someone else. In essence, we come to “resonate” with the other 

person, and two “me’s” become a “we.” 
This whole set of connections—from 
mirror neurons to middle prefrontal maps 
enabling compassion and empathy—is 
called the “resonance circuitry.”4

The linking of minds occurs via different modalities of the transfer of 
energy and information. The physical proximity of one individual to another 
has direct effects that may serve as “hidden regulators” conveying, for exam-
ple, warmth and tactile stimulation.5 Touch is an extremely important part of 
parent–child relationships.6 Some studies suggest that close physical proxim-
ity also directly shapes the electrical activity of each individual’s brain.7 But 
even at a physical distance, one mind can directly influence the activity—and 
development—of another through the transfer of energy and information. 
This joining process occurs via both verbal and nonverbal behaviors, which 
function as signals sent from one mind to another. Words and the prosodic, 
nonverbal components of speech contain information that creates represen-
tational processes within the mind of the receiver. Other nonverbal signals, 
including facial expression, tone of voice, gestures, and timing of response, 
have a direct impact on the socially sensitive value circuits of the brain. The 
expression of these emotional elements of social signals serves to activate the 
very neuronal circuits that mediate the receiver’s emotional response: ori-
enting attention, appraising meaning, and creating arousal. This emotional 
engagement with another person creates a cascade of elaborated and differ-
entiated appraisal– arousal processes, which serve to direct the flow of energy 
and information processing within one’s own brain. It is in this manner that 
the emotional state of the sender directly shapes that of the receiver. In com-
plexity terms, such “external constraints” as the signals sent from another 
person have a powerful and immediate effect on the trajectory or flow of 
one’s own states of mind. Two differentiated individuals can become linked 
as a part of a resonating whole. This is interpersonal integration.

As we’ll explore in this chapter, childhood patterns in the transfer of 
energy and information between minds can create organized strategies in 
relationships. These are revealed within characteristic behavioral responses 
in attachment- related situations. The minds of children learn to adapt spe-
cifically to the emotional communication they receive from their caregivers. 
Over time, such relationship- dependent patterns may become engrained as 

We come to “resonate” with the 
other person, and two “me’s” 
become a “we.”
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strategies that are employed in more general contexts. Aspects of children’s 
emotion regulation (such as adaptation to stress), cognitive processes (such as 
memory and attention), and social competence (including peer interactions) 
have been related to attachment history.8 In adults, one may see character-
istic approaches to interpersonal intimacy and the organization of autobio-
graphical narrative reflected in generalized states of mind with respect to 
attachment.

Alan Sroufe and colleagues have been conducting an important longi-
tudinal study over the last thirty-five years—the Minnesota Longitudinal 
Study of Parents and Children, mentioned in earlier chapters. This study’s 
important findings reveal how early interpersonal relationship experiences 
shape the unfolding of developmental pathways.9 As Alan and I recently 
wrote in an article titled “The Verdict Is In”:

Those with secure histories had a greater sense of self- agency, were better 
emotionally regulated, and had higher self- esteem than those with histories 
of anxious (insecure) attachment.

In general, attachment predicted engagement in the preschool peer 
group, the capacity for close friendships in middle childhood, the ability to 
coordinate friendships and group functioning in adolescence, and the capac-
ity to form trusting, non- hostile romantic relationships in adulthood. Those 
with secure histories were more socially competent and likelier to be peer 
leaders. Each finding holds true controlling for temperament and IQ.

As Bowlby’s theory indicated, security of a child’s attachment predicts 
the reactions of peers and teachers to that child. Children describe peers with 
avoidant histories as aggressive or “mean.” They frequently victimize those 
with resistant or ambivalent attachment histories, who tend not to be socially 
competent, and are the least liked by others. Those with secure histories are 
liked best. This finding can be best understood by recognizing that early 
attachments create social expectations in children, and may incline them 
to see the present in terms of negative past experiences. For such children, 
their attachment history can become a self- fulfilling prophecy as they behave 
toward new people in their lives—like peers or teachers—in ways that repro-
duce old, negative relationships.

Teachers, too, with no knowledge of the child’s history, treat children 
in the different categories of attachment differently. Coders, who were blind 
to the child’s history, but who watched videotapes of interactions between 
teachers and each child, rated teachers as treating those with secure histories 
in a warm, respectful manner. They set age- appropriate standards for their 
behavior and had high expectations for them (indicated by actions such as 
moving on to take care of other tasks after asking the child to do something). 
With those having resistant histories, the teachers were also warm, but highly 
controlling. They didn’t expect compliance, set low standards, and were 
unduly nurturing (taking care of things that 5-year-olds should do for them-
selves). Teachers were controlling and had low expectations with the avoidant 
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group, but displayed little nurturing and got angry at them most frequently. 
Thus, the reactions of teachers tended to support the attachment assessment 
of the children that had been made through other observations.

Anxious (insecure) attachment doesn’t directly cause later disturbance, 
but it initiates a developmental pathway that, without corrective experi-
ences, increases the probability of psychopathology. In fact, anxious/resistant 
(ambivalent) attachment increases the probability of anxiety disorders and 
avoidant attachment increases the likelihood of conduct problems. However, 
the strongest predictor of pathological outcomes, including dissociation, is 
“disorganized attachment.” This “disorganized” infant attachment pattern 
predicts later dissociative symptoms up to age 26 (and even borderline per-
sonality symptoms at age 28).10

We can see, then, that our early imprint of relational experiences prob-
ably creates synaptic shadows that reflect ways we have adapted to these 
important interactions at the very time our regulatory circuits have first 
been developing. Now, shaped by these early effects, we carry these neural 
proclivities out into the world, and we interact with others in ways that then 
induce the others to give behavioral responses that mimic exactly the social 
world in which we grew. This is the developmental neural mechanism by 
which we can become “lost in familiar places” and have ongoing life experi-
ences that repeatedly reinforce earlier learned patterns of being in the world 
with others. Ultimately, these deeply felt experiences evoke in us emotions 
that are at the heart of our subjective sense of being connected—or discon-
nected—from others in life.

aTTaCHMEnT anD EMOTIOn REGULaTIOn

The biological system that helps organize the self is crucial in determining 
our subjective experiences in life. One reason is the important role of emo-
tions in creating meaning. The view proposed earlier, and explored further 
here, is that human emotions constitute the fundamental value system used 
by the brain to help organize its functioning. The regulation of emotions is 
thus the essence of self- organization. Communication with and about emo-
tions between parent and infant directly shapes the child’s ability to organize 
the self.

Allan Schore’s work on affect regulation provides an extensive review 
of the neurobiology of emotional development.11 This section highlights 
some of Schore’s views and integrates them with the framework for emo-
tion regulation proposed in Chapter 7. Children need to be able to regulate 
their bodily and mental states. They respond directly to their parents’ neural 
activation patterns through the processes of emotional communication and 
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the alignment of states of mind. A child’s response to a parent’s patterns can 
be described as the child’s “internalization” of the parent. From a basic bio-
logical perspective, the child’s neuronal system—the structure and function 
of the developing brain—is shaped by the parent’s more mature brain. This 
occurs within emotional communication. The attunement of emotional 
states is essential for the developing brain to acquire the capacity to organize 
itself more autonomously as the child matures.

Reaching out from the brain to the body proper, the autonomic nervous 
system helps to control the body’s state of arousal. This system can induce 
excitatory, arousing, energy- consuming bodily states, which are produced 
by the activation of one of its two branches, called the “sympathetic” branch. 
Examples of physiological responses to the sympathetic branch are increases 
in heart rate, respiration, sweating, and states of alertness. The autonomic 
nervous system also includes an inhibitory, de- arousing, energy- conserving 
portion called the “parasympathetic” branch. The parasympathetic branch 
mediates such responses as decreases in heart rate, respiration, and states of 
alertness to the outside world.12

The sympathetic branch’s development predominates during the first 
year of life. The parasympathetic branch comes online during the second 
year. This timing is helpful because as the infant becomes ambulatory, it is 
important to have some way in which the primary emotional states medi-
ated by the sympathetic branch— interest/excitement and enjoyment/joy—
can be modulated in order to inhibit potentially dangerous behaviors.13 The 
sharing and amplification of these positive emotional states, so common dur-
ing infancy, can be seen as a resonance of the sympathetic branch activity of 
the two individuals. These upbeat states are a major part of the emotional 
communication between infant and parent during the first year of life. By 
the second year, when a child becomes able to walk, prohibitions from the 
parent must be able to inhibit such activating emotional states in order for the 
child to remain safe. The baby must learn to stop moving in the face of dan-
ger. For example, if a child is climbing up the stairs, it is useful to have him 
learn what “No!” means: “Do not do that; stop what you are now doing.” 
Before the first birthday, most parental communications are alignments with 
the aroused, positive or negative emotional states. After that time, inhibitory 
comments from the parent become more prominent.

How does the need for contingent communication—for the alignment 
of states of mind between parent and child— influence the nature of parental 
behavior and prohibitions? How can these alignments occur if the child is 
learning that the parent may not share his excitement about doing something? 
Balancing the needs for mental state alignment and for parental prohibition 
is one aspect of how the child acquires a healthy capacity for self- regulation. 
Let’s look at one view of the biology of this process.
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Schore, Colwyn Trevarthen, and others have described shame as the 
emotion evoked when a child’s aroused state is not attuned to by the par-
ent.14 Shame in certain degrees is actually an essential emotion for children 
to experience, in order to begin to learn to self- regulate their state of mind 
and behavioral impulses. However, Sroufe has noted that although this form 
of shame is inevitable and necessary, parents do not need to use shame inten-
tionally as a strategic form of parenting.15 Shame is thought to be based on 
the activation of the parasympathetic system (to an external “No!”) in the 
face of a highly charged sympathetic system (an internal “Let’s go!”). It’s as if 
the accelerator pedal (the sympathetic branch) is pressed down and then the 
brake (the parasympathetic branch) is applied.

Schore has proposed that not connecting with a child’s active bid for 
attunement leads to shame.16 These types of transactions are necessary for 
a child to learn self- control and then to modulate both behavior and inter-
nal emotional states in prosocial ways. Shame, in this very specific sense, 
is not damaging. Emotional states emerge from the patterns of changes in 
states of activation. Parasympathetic states alone do not produce the feel-
ing of shame. Shame requires the dynamic profile of high sympathetic tone (a “cre-
scendo” state) followed by onset of the parasympathetic system (a “decrescendo” state). 
Shame is different from humiliation. Shame- inducing interactions coupled 
with sustained parental anger and/or lack of repair of the disconnection lead 
to humiliation, which Schore and others have proposed to be toxic to the 
developing child’s brain.17 This view has been confirmed by others and offers 
insights into how misattunements and hostility can be traumatic for a young 
child’s developing sense of self.18 Shame and potentially related social anxiety 
may also be experienced differently across cultures.19 Nevertheless, numer-
ous studies suggest that the findings from attachment research of the impor-
tance of the parental state of mind with respect to attachment, as revealed 
in the AAI, is a powerful predictor across cultures of how the parent will 
provide sensitive parenting to the child.20 Making sense of our lives seems 
to have powerful influences on how we can move beyond implicit echoes of 
our past experiences. Central to this process of making sense is the mental 
time travel that enables us to reflect on the past, live fully in the present, and 
become the active creators of our potential future. The middle prefrontal 
areas play a major integrative role in how we come to make sense of our lives 
and become the authors of our own life stories.

The orbitofrontal cortex—the part of the middle prefrontal area of the 
brain just behind the eyes and located at a strategic spot at the top of the 
limbic area, next to the “higher” associational cortex responsible for vari-
ous forms of thought and consciousness—plays an important role in affect 
regulation.21 This area of the brain is especially sensitive to face-to-face 
communication and eye contact. Because it serves as an important center of 
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appraisal, it has a direct influence on the elaboration of states of arousal into 
various types of emotional experience. Schore’s detailed conceptualization of 
this region’s role in attachment relationships helps describe the steps involved 
between emotional attunement and affect regulation.

A brief word on terms may be useful at this point. Researchers have 
used the term “affect attunement” to refer to the ways in which internal 
emotional states are brought into external communication with each other 
within infant– caregiver interactions.22 Schore uses the term “attunement” 
in this manner, highlighting the importance of this communication in the 
interactive experiences upon which the brain’s development depends. He, 
Tiffany Field, and others have suggested that what are attuned are psychobiologi-
cal states in both members of the interacting pair.23 In this book, I am suggesting 
three related terms: “tracking,” “alignment,” and “resonance.” When we 
track the signals of another person, we focus our attention on his communi-
cation and stay present with his changing states from moment to moment, 
in an open and receptive way. Tracking permits us to alter our own state of 
mind—to align with the other person. Alignment is one component of affect 
attunement, in which the state of one individual is altered to approximate that 
of the other member of the dyad. Alignment can be primarily a one-way pro-
cess, in which one individual’s state changes to match and anticipate that of 
the other; or it can be a bidirectional process, involving movement by each 
member of the dyad. As an example of the former, imagine that a parent is 
preparing an excited child to get ready to go to sleep. The parent is likely 
to be more successful if he gets closer to the child’s state and then brings 
the child down to a calmer state than if he simply expects the child to calm 
down suddenly on her own. Such tracking of a child’s state creates an initial 
alignment that allows the child to feel that she is being attuned to by the 
parent. This “feeling felt” and alignment 
then enables the mutual change into a 
calmer state to be more readily achieved. 
Such alignments occur frequently, but of 
necessity they cannot occur all the time. 
Attunement requires times when individ-
uals are in nonalignment—when they are not directly attempting to match 
or anticipate each other’s states. In this way, attunement is a broader concept 
than alignment: It includes sensitivity to times when alignment should not 
occur.

The overall process of attunement leads to the mutual influence of each 
member upon the other—a characteristic described earlier in the book as 
“resonance.” Emotional resonance, for example, involves more than the 
alignment of states; it also includes the ways in which the interaction affects 
the individuals in other aspects of their minds. Resonance also continues 

Alignment is one component of 
affect attunement, in which the 
state of one individual is altered to 
approximate that of the other.
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after alignment has stopped. The mutual influence of the alignment of states 
persists within the mind of each member after direct interaction no longer 
occurs. Attunement yields moments of both alignment and nonalignment, 
and it also permits emotional resonance to occur between two people even 
after they are no longer in direct communication.

Healthy attachment relationships—and indeed all close relationships— 
involve tracking, alignment, attunement, and resonance between people. 
In everyday life, ruptures in this interpersonal connection are inevitable. 
Sometimes we miss the opportunity to track because of our distractions 
or our misunderstanding of the other person’s need for connection. These 
common forms of disconnections are actually quite frequent, if not the norm 
in our daily lives.24 But at other times, our own internal preoccupations or 
distortions can make us misinterpret the meaning of communication, and 
we may not respond in as sensitive and connecting a manner as is needed 
in that moment. Still other forms of painful ruptures involve more toxic 
outcomes, in which we “flip our lids” or “go down the low road” and lose 
the integrative functions of our middle prefrontal regions. At those times, 
any of the middle prefrontal functions may become impaired, from our bal-
anced emotions and bodies to our attuned communication, empathy, self-
 understanding, and even moral judgment.25 The key to healthy relationships 
that involve such ruptures is repair— repair, repair, repair. It is of central 
importance in healthy, secure attachments. Repair is an interactive process 
in which the rupture is recognized, reconnection is established, and attune-
ment and resonance are experienced as a soothing process that enables the 
relationship to continue on a supportive path.26

The effects of attachment relationships and the process of attunement 
on the mind have been postulated by Schore to have direct impacts upon the 
orbitofrontal cortex.27 Others have found empirical evidence that supports 
this region’s role in attachment.28 This region of the brain plays an important 
role in associating sensory input with reward, cognition with emotion, and 
the appraisal of interpersonal interactions with internal states.29 The orbito-
frontal cortex works with other areas of the middle prefrontal cortex to 
facilitate the regulation of bodily arousal by pushing down a kind of emo-
tional “clutch” that disengages the sympathetic “accelerator” and activates 
the parasympathetic “brakes.” The parasympathetic system is later deacti-
vated with realignment, and the proper adjusted or regulated level of arousal 
is established through reactivation of the sympathetic system. In other words, 
the brakes are applied with the disconnection; the repair process allows the 
child’s energies to be redirected; and then the accelerator is applied again 
with resumption of the emotional connection during the repair process. The 
child essentially learns this: “My parents may not like what I am doing, but 
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if I change my activities, they will then connect with me; things in the end 
will be OK.” There is a balance between the accelerator and the brakes. This 
is the essence of affect regulation.

The band of tolerable activation levels of the autonomic nervous sys-
tem—of either the sympathetic or parasympathetic branches—may vary 
widely among individuals. Levels outside a person’s window of tolerance, 
in either direction, may be accompanied by diminished ability to function 
in an adaptive and flexible manner. Neither excessive, nonregulated arousal 
(sympathetic activity) nor excessive inhibition (parasympathetic activation) 
is healthy for the development or the ongoing functioning of the brain.

The Circuitry of Connection

This section outlines two views of the social nature of the human brain. Jaak 
Panksepp has proposed a view of affective neuroscience suggesting that the 
brainstem and limbic areas serve as the source of emotional life and moti-
vational drive in human beings.30 These subcortical areas influence cortical 
function revealing how emotion and cognition are inseparable processes of 
the nervous system. In particular, specialized circuits are involved in seven 
basic emotional systems: seeking/desire, fear/anxiety, rage/anger, lust/sex, 
care/maternal nurturance, panic/separation distress/grief, and playfulness/
physical social engagement. These are basic mammalian systems; they can 
influence our temperaments or constitutional, innate neural proclivities,31 
and they shape our motivational drives for attachment, play behavior, explo-
ration, mastery, resource allocation, and reproduction. Clearly, attachment is 
a central aspect of our lives as mammals. In fact, the evolution of the mam-
malian limbic areas is associated with the emergence of attachment behavior 
in which the infant mammal requires the close care of a parent in order to 
survive. As we’ve seen throughout this book, human attachment has elabo-
rated this basic mammalian system in response to more complex cortical 
development that requires even longer care of the young.

Panksepp has proposed the following in reference to the epigenetic con-
struction of our social brains:

A focus on the social/cultural environments of developing human beings is 
more important than past evolutionary dynamics for understanding human 
cognitive tendencies. The growth and maturation of higher aspects of human 
social brain functions depend more on developmental/epigenetic progres-
sions than on the gene sequences that are critical in construction in our brains 
and bodies. Family/social/cultural dynamics are more important than Pleis-
tocene evolutionary dynamics for programming higher brain regions that 
bring forth our uniquely and fully human social qualities. . . . Most of the 
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higher social brain [may be] epigenetically constructed through the use of 
basic social- emotional tools, especially the CARE, PANIC, and PLAY sys-
tems, rather than through genetically prescribed “adaptations.”32

A related finding is that the more intricate our social environments, the 
more complex our cortical structures.33 For us as mammals, this means that 
after birth our social experiences will directly shape the intricate connections 
established within our growing cortical structures. Because the regulation of 
the subcortical areas appears to depend upon the coupling of prefrontal areas 

to them, it is natural, then, to see how 
interpersonal interactions shape both the 
growth of connections and the epigenetic 
regulation of brain regions responsible for 
control of these emotional systems.

Stephen Porges has proposed that one aspect of our social brains is the 
“social engagement system,” which utilizes a recently evolved branch of the 
polyvagal nerve, the myelinated ventral vagus.34 When activated following 
evaluations by the prefrontal areas assessing for conditions of safety, the social 
engagement system relaxes the facial muscles and muscles controlling the 
tympanic membrane, so that a person becomes more receptive to engaging 
with others in the world. When a sense of danger is evaluated, the prefrontal 
regions, in conjunction with the subcortical limbic and brainstem areas, can 
shut off the social engagement system and activate the sympathetic branch 
of the autonomic nervous system. This releases catecholamines (adrenaline 
and noradrenaline), which “rev up” the body to prepare for fighting, fleeing, 
or activated freezing. If the individual’s prefrontal region assesses a situation 
in which there is felt to be no strategy of escape from harm, a portion of the 
parasympathetic branch, the unmyelinated branch of the dorsal vagal nerve, 
is activated; the individual then experiences a “dorsal dive,” in which blood 
pressure and heart rate are dropped and fainting may result. This is the help-
less/hopeless state, or a “flaccid freeze” response, sometimes attributed to a 
dissociative reaction. This is Porges’s “polyvagal theory” and it expands on 
the simpler notion of the brake– accelerator model of the parasympathetic 
and sympathetic autonomic branches, presented earlier in this chapter. Our 
reaction to threat is actually composed of two different elements: the acti-
vated sympathetic fight– flight–freeze response and the parasympathetic shut-
down state of collapse.

Utilizing this view, Porges identified a subset of children with autistic 
features who were acoustically sensitive, and offered an intervention: head-
phones with sound modification that eliminated the low- frequency vibra-
tions associated with a sense of danger, and only permitted midrange fre-
quencies. When they used these headphones, the children had a marked 

The more intricate our social 
environments, the more complex 
our cortical structures.
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decrease in their avoidance of social interaction.35 Although many children 
with social communication difficulties may not have acoustic sensitivity, this 
finding raises the important conceptual issue that a child who is not partici-
pating in expected social engagements may be experiencing a sense of threat 
that others do not sense in the same environment.

Studies of autism and related disorders of social communication are filled 
with emerging and controversial findings. Recent studies of individuals with 
these disorders suggest that their mirror neuron areas do not become active 
in response to social stimuli—a situation typically associated with high acti-
vations.36 One interpretation of this finding is that these individuals have 
“dysfunctional” or “nonexistent” mirror neurons. But another point of view 
is that the motivational circuits do not appraise social engagement as reward-
ing, and so they do not engage the mirror neuron system—or that these 
circuits are shut down temporarily in response to being overwhelmed and 
having a feeling of lack of safety.37 It is clear from these various studies that 
in persons with these disorders, social interactions and neural activity are not 
functioning as they do in other people; future research will need to clarify 
both the origins and specific mechanisms for these disparities. Clinicians and 
educators devising interventions to help individuals with social communica-
tion challenges may benefit from keeping an open mind about creative strat-
egies for helping introduce and maintain growth- promoting interpersonal 
connections.38

Parenting approaches

Children challenge parents continually. How parents respond to these chal-
lenges will set the tone of their interactions and will shape their children’s 
capacity to regulate their states of mind and emotions. Research suggests that 
the ways parents respond to their children reflect the parents’ early life expe-
riences, the sense they have made of their past,39 and their genetic makeup.40 
Children, too, come with their own genetic differences that influence their 
temperament and how responsive they will be to their environment, includ-
ing how their parents interact with them.41

Take, for example, a fourteen-month-old boy who wants to climb 
onto a table with a lamp on it. One possible parental response would be to 
yell “No!” and then take the boy outside, where his drive to climb can be 
“attuned to.” Another response would be not to notice the attempt to climb, 
to hear the lamp come crashing down, to pick it up, and either to tell the boy 
quietly not to do it again or just to ignore him the rest of the evening. A third 
response would be for the parent to yell “No!” and reprimand the boy, hug 
him out of guilt, then distance herself from him because he has disappointed 
her. A fourth approach would be to become enraged and throw the lamp to 
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the floor next to the boy, to teach him never to do that again. Which attach-
ment pattern would be associated with each form of prohibition/disconnec-
tion and repair? Think of how the child over time would learn to regulate 
his baseline emotional state as well as his aroused state in each case, if each 
pattern of interaction were to be repeated many times. Naturally the child’s 
innate sensitivity will shape the exact degree and nature of his response, but 
parental input will influence the learned regulatory patterns that will develop 
over time. Recall that temperament does not predict the form of attachment 
the child develops with a caregiver.42 These four parental responses would be 
associated with the attachment patterns of security, avoidance, ambivalence, 
and disorganization, respectively.

Security

The first year of life is filled with the attunement of infant and attachment 
figure, which often centers on the upbeat, high- vitality affects of interest/
excitement and enjoyment/joy. The sympathetic system is being activated 
and developed at a high level during this period. Children who become 
securely attached to their parents are likely to have a good baseline auto-
nomic tone. They are capable of tolerating high- intensity emotional states. 
Specifically, if a pattern of attunement like the first one described above is 
chronically repeated, the securely attached child will experience an aroused 
state (excited about climbing) that is responded to by the parent with a pro-
hibition (inducing parasympathetic activation and a sense of shame), rapidly 
followed by a repair (attuning to the gist of the initial aroused state and redi-
recting it in socially acceptable ways). This child’s prefrontal cortex “learns” 
that even high- arousal states (in need of connection) can be modified, and 
then connection will be reestablished. We can propose that such connection– 
disconnection– repair transactions are one means by which patterns of par-
ent–child communication promote the prefrontally mediated capacity for 
response flexibility.

In addition to repairing ruptures, having reflective dialogues is an 
important part of secure attachment. They focus the child– parent dyad on 
the internal experience of each member. Joining at the level of the mind and 
developing communication around mindsight help develop a coherent nar-
rative of the shared experiences in the family. A parent’s capacity to be sensi-
tive to a child and provide contingent communication is based on her ability 
to perceive the child’s signals, make sense of them, and respond in a timely 
and effective manner to them. As mentioned earlier, studies of memory talk 
and of the parent’s capacity for mentalizing experience—for seeing the mind 
beneath behavior— support these important mindsight skills at the heart of 
security.43
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Avoidance

The avoidantly attached child is not so fortunate and learns little about the 
emotional state of the parent, with no warning about the parental response, 
which in fact may be quite uninvolved (neglectful) or severe and misattuned 
(rejecting). In such a dyad, it is likely that the general level of shared emo-
tion is quite low, possibly resulting in an underdevelopment of the child’s 
capacity for normal levels of interest/excitement and enjoyment/joy. Pro-
hibitions may be behaviorally severe and emotionally disconnected. This, 
coupled with the generally low levels of attunement and sensitivity to the 
child’s signals, may produce an excess in overall parasympathetic tone. The 
child’s early experience may have a significant impact on the expression of 
affect and access to conscious awareness of emotion. Overall, the avoidantly 
attached child may develop an internal and interpersonal sense of discon-
nection. The child learns to minimize the expression of attachment- related 
emotion, which may serve to reduce the disabling effects of overwhelming 
frustration in the face of continuing interactions with the caregiver.44

Ambivalence

In the third approach, parental facial expressions of continued disapproval, 
eye gaze aversion, and body language of disconnection or anger are all per-
ceived by the child. The child’s high- arousal states may be attuned to some-
times, but if they are not, disconnection and shame may be associated with 
humiliation and may thus become toxic, especially if disconnection is pro-
longed or associated with parental anger.

At times, parents may be unable to track and align with the child, pro-
ducing excessive arousal in the disconnection. At other times, the parent 
may intrude her own state of mind, leading to the introduction of a “not-
me” experience in which the child absorbs the internal subjective world of 
the caregiver, which is not contingent with the child’s initial communica-
tion. Either of these situations may produce an internal state of confusion. 
The child’s range of tolerable emotional arousal may be broad, but uncon-
trollable swings beyond the window of tolerance may occur. Inconsistent 
attune ments and repair may lead to excessive arousal, so that the sympa-
thetic system may often be unchecked because of a diminished parasym-
pathetic system response. Alternatively, prolonged despair may result if the 
parasympathetic system is excessively activated. Anticipatory anxiety and 
fear of separation may be evident. Separation in the ambivalently attached 
child means  having to rely on the self for ineffective emotion regulation. 
Repeated experiences of going beyond tolerable levels with excessive arousal 
or despair teaches such children that they themselves are unreliable affect 
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modulators; this is the reason for their paradoxical excessive reliance on the 
inconsistent attachment figures. Such experiences may produce an apparent 
increase in a child’s sensitivity, especially in relationship to interactions with 
others and to situations of loss and separation. Overall, there is a maximiz-
ing of the expression of attachment- related emotions, which some authors 
suggest may serve as an attempt to enhance the chances that the inconsistent 
parent will pay attention to the child.45

Disorganization

In the fourth pattern, the child’s behavior elicits a rageful parental response, 
producing terror in the child. This is not simply the child’s fear of conse-
quences, but a fear for safety induced by the attachment figure. The child’s 
adaptation to this suddenly induced fear state (high levels of both sympa-
thetic and parasympathetic discharge) is a conflictual one: The accelerator 
and the brakes are being applied simultaneously. This is an example of a 
disorganized form of attachment.46 The ensuing dissociation may involve 
the collapse or “flaccid freeze” response, in which the dorsal branch of the 
vagal nerve becomes active in a recurring state of helplessness. The par-
ent, who often has unresolved trauma or loss (as described in Chapter 3), 
may unintentionally and unknowingly be providing the child with a set of 
responses that are disorienting and disorganizing. As an attachment figure, 
such a parent has become a source of fear and confusion, not of safety and 
security. This can be a result of active aggression or of exhibiting a fearful or 
confused state of mind. The intense and frightening moments of disconnec-
tion with the parent remain unrepaired. As the parent disappears into rage 
or panic himself, the child becomes lost in terror. These disorganizing and 
disorienting experiences become an essential part of how the child learns to 
self- regulate behavior and emotional states. The child has the double insult 
of becoming engulfed in confusion and terror induced by the parent, and of 
losing the relationship with an attachment figure that might have provided 
a safe haven and sense of security. Dissociation can be an outcome of these 
experiences and produce an internal sense of fragmentation of the self.

RELaTIOnSHIPS anD SELF‑REGULaTIOn

The lessons from attachment research can guide our understanding of the 
powerful effect interpersonal relationships can have on the development and 
ongoing functioning of self- regulation. Studies suggest that the regulating 
prefrontal cortex remains plastic throughout life; that is, it is able to develop 
beyond childhood.47 This region mediates neurophysiological mechanisms 
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integrating several domains of human experience: social relationships, the 
evaluation of meaning, autonoetic consciousness, response flexibility, and 
emotion regulation.48 The nonverbal social signals of eye contact, facial 
expression, tone of voice, and body gestures communicate the state of mind 
of each member of a dyad. The interactions that occur have direct effects on 
the emotional experience in that moment. Within the context of an attach-
ment relationship, the child’s developing mind and the structure of the child’s 
brain will be shaped in such a way that the ability to regulate emotion in the 
future is affected.

The proposal being made here is that interpersonal relationships can 
provide attachment experiences that allow integrative neurophysiological 
changes to occur throughout life. Integrative communication honors dif-
ferences and cultivates compassionate connecting and is likely to induce the 
growth of integrative fibers in the brain. The hypothesis is that integrative 
sharing of energy and information flow between people leads to the activa-
tion of the integrative embodied mechanisms of energy and information 
flow in the nervous system. The opposite is also a natural implication—that 
suboptimal experiences of impaired communication, as in neglect or abuse, 
will produce impediments in the growth of integrative fibers in the brain. 
Indeed, recent research supports this proposal: Individuals with extreme cases 
of trauma, such as neglect or abuse, have 
been found to have damaged integrative 
structures in their brains.49 Such impedi-
ments to integration would explain how 
the coordination and balance of the ner-
vous system would be affected and adap-
tive functioning would be impaired.50

Even in these situations, however, the principles learned from attach-
ment research may perhaps still prove useful in helping people adapt to life’s 
stresses. In many cases of disorganized attachment and clinical dissociation, for 
example, therapeutic relationships can facilitate effective movement toward 
well-being and adaptive self- regulation.51 In less extreme cases, the integra-
tive structures of the brain may have developed well, but maladaptive states of 
mind may have been engrained. For these people, therapy may help to move 
their minds toward more adaptive modes of processing information and regu-
lating its flow. The patient– psychotherapist relationship may provide a sense 
of proximity, a safe haven, and an internal model of security. These elements 
of an attachment relationship within therapy (or other emotionally engaging 
relationships, such as romance and friendship) may possibly facilitate new 
integrative development and enhance the regulation of emotion through-
out the lifespan. Specific techniques within a psychotherapy relationship are 
sometimes needed to alter engrained patterns of emotion dysregulation.52

Interpersonal relationships 
can provide attachment 
experiences that allow integrative 
neurophysiological changes to 
occur throughout life.
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The following example illustrates the use of psychotherapy to enable the 
mind to develop flexible self- regulation. A five-year-old girl was referred 
for “impulse control” problems in school. A review of the child’s history 
revealed that she had severe visual problems, which had remained unde-
tected until she was three and a half years of age. Even after she received 
proper glasses and could see objects in focus, however, she continued to have 
“outbursts of emotion” and impulsivity at school. In the therapist’s office, 
it was clear that she did not look to other people’s faces to “check in” with 
how they might be responding to her. She seemed to have an impairment 
in the typical process of social referencing, which is usually evident during 
the first year of life.53 At school, she seemed oblivious to the reactions of her 
teachers and her classmates. This social disconnection gave her the outward 
appearance of being oppositional and perhaps of having a basic deficit in 
social cognition—the ability to perceive and process social signals. Face-to-
face communication is one route by which attunement and social referencing 
enable the emotional state of one individual to be perceived by another. Such 
abilities allow for emotionally contingent communication, which is at the 
developmental heart of emotion regulation.

In therapy, the child was encouraged to look at the therapist’s face. Her 
parents and teachers were counseled about the nature of attachment, social 
referencing, and the use of face-to-face communication in the development 
of emotion regulation. The impairment in her vision, now corrected, was 
offered as a working hypothesis for why this girl exhibited such social dif-
ficulties. Over several months of intervention, she began to look more fre-
quently at others when she spoke. In play, she engaged more in identifying 
dolls’ internal states, and their emotions became a more active part of the 
stories that unfolded in therapy. With the development of these capacities 
for facial perception, “theory of mind,” and social referencing, she began 
to engage more appropriately in social interactions. The use of reflective 
dialogue— talking about feelings, thoughts, memories, beliefs, and per-
ceptions—in conjunction with the nonverbal face-to-face communication 
enabled her to develop previously unstimulated abilities in her mind. Her 
ability to regulate her emotions seemed to improve: Her explosions became 
less frequent and less intense, and her impulsive behavior diminished signifi-
cantly. One could hypothesize that each of these developmental accomplish-
ments was mediated by the interactive maturation of her prefrontal cortex in 
response to these integrative communication-based experiences.

In theory, this therapeutic approach enabled this young girl to use the 
nonverbal signals that she had generally missed because of her visual difficul-
ties. The possible role of her mirror neurons and larger resonance circuitry in 
such social experiences may help us to understand how communications lead 
to more adaptive internal regulation. Other modalities that can allow two 
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individuals to communicate their states of mind, such as hearing and touch, 
are also important in communication during childhood. The use of this 
approach allowed this child to take in the vital information of other people’s 
minds instead of living in isolation, where her frustration level was high and 
her behaviors appeared “impulsive” because they were so independent of the 
signals and needs of others.

Romantic attachments and Interlocking States

Knowing the attachment histories of each member of a couple can be essen-
tial in clarifying how micromoments of misattunement can blow up into 
major battles and become interlocking, dysregulated dyadic states of despair 
and distancing. Small changes in input, such as subtle shifts in the emotional 
expression of one member of the pair, can produce large and rapid alterations 
in output in the nonlinear complex systems of each individual and of the 
dyad. These dysregulated interlocking states often have their origins in the 
attachment models of each member of the pair.

“Interlocking” in this context means that the separate states of mind 
activated by these repeated patterns reinforce their respective historical mod-
els of relationships. The partners keep continually reexperiencing lack of 
attunement, misattunements, and repeated verification of the lessons learned 
from their own individual attachment histories. These repeated ruptures in 
connection are rarely repaired. Interlocking states strengthen earlier mal-
adaptive self- organizational pathways. They create a rigid or a chaotic pat-
tern of interaction that prevents the partners from joining together into a 
larger system capable of moving toward dyadic states of increasing complex-
ity. At one extreme, these ruts can be experienced as a sense of malaise or 
deadness, which each member of the pair may feel but cannot articulate; at 
the other extreme, these ruts may be filled with anxiety, a sense of intrusive-
ness, and uncertainty. To remain healthy, a dyadic system, like an individual, 
must find a balance between flexibility and continuity in its perpetual move 
toward increasingly complex states of existence. Couple therapy may some-
times be necessary for the partners to recognize and then to alter these pro-
foundly frustrating and deadening interlocking states.

As early models of attachment are activated within a couple’s relation-
ship, the opportunity emerges to learn about how early experiences shaped 
implicit reality. In interlocking states, both partners’ private selves may be 
hungry and in pain, fearing annihilation, abandonment or intrusion (as in 
ambivalent attachments) or be adapted to emotional distance and rejection 
(as in avoidant attachments). Nurturing their private selves requires that the 
members of the couple join together in supportively reflecting on how their 
public selves have struggled to adapt to these experiences of disconnection 
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without repair. Growth emerges as reflective and resonant dyadic states 
become achieved within the attuned relationship. Such a process can then 
allow the couple to achieve more fulfilling and adaptive levels of dyadic self-
 organization.

PaTHwayS OF EMOTIOnaL GROwTH

This section integrates many ideas about memory, attachment, and emotion 
in exploring some insights gleaned from therapeutic work with adults and 
children. These illustrations are offered not as scientific data, but as clinical 
impressions to further our discussion of how interpersonal experiences may 
shape the developing mind across the lifespan.54

avoidance and Dismissing States of Mind

Emotional relationships of all sorts can be healing and promote healthy mat-
uration. At times, however, the unique configuration of psychotherapy is 
needed to facilitate movement toward an “earned” secure/autonomous adult 
attachment status.55 For Main and Goldwyn’s dismissing adult,56 without 
awareness of “what life could be like,” promoting this growth may be quite 
a challenge for his therapist and his partner alike. On the one hand, the indi-
vidual has the right to remain as he is; there are no definitions of absolutely 
“normal” ways of relating that some “objective” therapist can push onto oth-
ers. However, isolation and emotional distance take their toll— within the 
person’s romantic relationship; within relationships with others, including 
his children; and within the self. His intense emotions and enjoyment in life 
may be severely muted. Part of this neutral emotionality may be attribut-
able to the proposed parcellation of the sympathetic (accelerator) branch of 
the autonomic nervous system, which is responsible for heightened states of 
arousal. His mindsight—the ability to sense the subjective mental life of oth-
ers, or of himself—may also be severely restricted. The result is that his basic 
emotional needs are not met by anyone. However, the avoidantly attached 
individual does not believe this, because his approach to survival has seemed 
successful thus far. His private self remains highly underdeveloped and con-
sciously unaware. A therapist working closely with such individuals is espe-
cially challenged to remain fully present so that attunement and resonance 
can ultimately occur.57

The avoidantly attached (dismissing) adult often comes to therapy at 
the insistence of his securely or ambivalently attached romantic partner. The 
partner feels that the relationship is too distant and emotionally barren to tol-
erate. Ironically, the partner may have been initially attracted to the patient 
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because of his “independence and autonomy—he didn’t have to rely on any-
one.” This autonomy gives the ambivalently attached mate a feeling at first 
that intrusion (the dreaded experience of 
the mate’s own childhood) need not be 
feared. As adult development progresses, 
however, the ambivalently attached part-
ner may change and come to feel the 
need for more emotional intimacy. The 
avoidantly attached partner is less likely to 
develop as quickly toward models of security, because he often lacks aware-
ness of internal pain or dissatisfaction with the relationship, which might 
otherwise serve to motivate change.

Logical discussions, which are so natural for avoidantly attached indi-
viduals, only go so far. Gentle and unintrusive attunements to their shifts in 
states begin to open up new possibilities. These are right- hemisphere-to-
right- hemisphere connections between a therapist and a patient. In addition 
to these affect attunements, activation of right- hemisphere processes can be 
helpful. For example, by encouraging imagery and other nonverbal processes 
(such as “drawing on the right side of the brain” art techniques,58 aware-
ness of bodily sensations, dance, and music), psychotherapy can facilitate the 
emergence of new ways of experiencing the self. Such self- awareness often 
facilitates the development of new ways of seeing the world, especially the 
subjective mental lives of others. This process may be helpful for many other 
individuals besides those who have a history of avoidant attachment.

Guided imagery provides direct access to prelinguistic symbolic imagi-
nation and processes driven by implicit memory. The results can be deeply 
moving, though often initially derided by some avoidant/dismissing patients 
as “weird” and useless. As time goes on, emotional states become accessible 
to these patients in the form of images that they can come to respect. These 
nonverbal, nonrational, right-sided processes begin to influence the patients’ 
behavior and make them more aware of similar states in others around them. 
In some cases, psychotherapy can catalyze the development of new conscious 
awareness of the self ’s and others’ emotional processes. As the attuned and 
resonating emotional communication within psychotherapy continues, new 
models of the self and of the self with others can gradually begin to develop. 
These right- hemisphere models facilitate the promotion of emotional con-
nections with others. As such resonant experiences unfold, an integrating 
process emerges and a more coherent narrative evolves, coupled with a more 
complex and enriching sense of meaning in life. The nature of such an inte-
gration is explored in depth in Chapter 9.

In one case, a man who had a dismissing state of mind with respect to 
attachment was introduced over time to the techniques of guided imagery 

The avoidantly attached 
(dismissing) adult often comes to 
therapy at the insistence of his 
securely or ambivalently attached 
romantic partner.
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and asked to do the drawing exercises outlined in Betty Edwards’s art book.59 
At first, this man seemed very reluctant to consider these new experiences as 
important in any way. He had come to therapy at the insistence of his wife, 
who stated that he was “too cold and intellectual.” As the imagery continued 
over several sessions, however, the emerging stories became more and more 
complex and compelling to him.

For the therapist, this imagery process revealed a previously quiet, non-
conscious, and dormant right hemisphere’s construction of reality. It was 
filled with sensations, intense emotions, visual scenes, thematic struggles, and 
new perspectives on dilemmas of which this left-side dominant individual 
was quite unaware. For example, he experienced the notion that he had bet-
ter let his “wilting” marriage “blossom” by buying his wife roses when she 
didn’t expect them. He had never done such a thing as buying flowers for her 
without a particular “reason,” such as a birthday or anniversary. He got the 
roses simply because it “felt” right. He couldn’t explain it at the time, but he 
just followed his gut instinct. As we’ll see in the next chapter, this is a form 
of integration involving the linkage of his lower bodily processes with his 
higher cortical awareness. His right hemisphere took his wife’s internal world 
into account, provided him with a metaphor for her needs, and enabled him 
to feel her feelings. This revealed how he could now resonate with his wife. 
Though there was no logic to the act, this man learned—from his own gut 
(literally: sensations from the intestines are represented in the right middle 
prefrontal region)—the importance of letting another person fill him.

Over many months of therapy, as this man continued to allow his innate 
right- hemisphere processes to “blossom,” he found himself slowly becom-
ing aware of new types of internal sensations. He would feel his body more 
in response to interactions with his wife; he also began to become aware of 
shifts in her facial expressions, and found himself responding more to these 
internal and external emotional cues. What was particularly striking to him 
was that his internal experiences seemed to shift. He stopped being so con-
cerned about goals and outcomes, and became more focused on the process 
of things, both at home and at work. These changes at first were quite subtle. 
Though this man would not openly admit it, he seemed to feel very vulner-
able experiencing and expressing these new sensations. His life seemed to be 
opening up to a new mode of experiencing both himself and his wife.

ambivalence and Preoccupied States of Mind

For an individual with a history of ambivalent attachments, inconsistency 
and the intrusion of parental emotional states have led to an intense sense 
of vulnerability and loss of the self. As this individual struggles to connect, 
she feels perpetually at risk of losing her connections to others, or to herself. 
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Retreating into chameleon-like imitations of meeting others’ expectations 
is a learned, reflexive public adaptation to these intrusive assaults. In psy-
chotherapy, this may lead to an attempt to be the “perfect patient.” As this 
individual tries to define herself, there may be patterns of withdrawal and 
approach similar to those in her childhood history of attachment—a form 
of the psychoanalytic concept of transference—which lead to fluctuations in 
openness to being understood in psychotherapy.

As this person’s inner, private states of mind become slowly accessible, 
the therapist must be ever vigilant to the critical micromoments of interac-
tion, where attunement is crucial. Responding to the patient’s nonverbal sig-
nals, including tone of voice, facial expressions, eye gaze, and bodily motion, 
can reveal the otherwise hidden shifts in states of mind. Resonating with 
these expressions of primary emotions requires that the therapist feel the 
feelings, not merely understand them conceptually. Resonance involves the 
alignment of psychobiological states between patient and therapist.

One aspect of this attunement is the recognition that everyone seems 
to go through naturally oscillating cycles of internal versus external focus 
of connection. There are times when an individual needs to have self-focus, 
perhaps reflecting the internal self- regulation of emotional states. Within 
moments, however, there may be a noticeable shift to an other-focus, in 
which external connections are used for dyadic self- regulation. These natu-
ral oscillations suggest the use of modifications of the internal versus external 
constraints of the individual’s system, in order to regulate the flow of states 
and self- organization. These ideas also remind us of the important concept 
that self- organization is a result of both internal individual processes and 
dyadic processes. Another implication of such oscillations comes from the 
findings on hemispheric specialization discussed in earlier chapters, in which 
the left hemisphere mediates approach states and the right hemisphere facili-
tates states of withdrawal. This relates to a form of integration that links the 
differentiated sides of the nervous system, left and right, as we shall see in 
the next chapter. The changing focus of processing, mediated via a cycling 
of left- versus right- hemisphere dominance and of external versus internal 
focus, may be a part of what we sense when others have a cycling need for 
external versus internal connection.

Misattunements and missed opportunities for attunement are unavoid-
able, whether these occur in psychotherapy, parenting, or other emotional 
relationships. Unless repair is undertaken, toxic senses of shame and humili-
ation can become serious blocks to interpersonal communication. These 
dreaded states are not merely uncomfortable and disliked; they can feel like a 
black hole, a bottomless pit of despair, in which the self is lost for what seems 
to be forever. Repair requires the recognition that a rupture has occurred in 
the attunement process, and then the realignment of states between the two 
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individuals involved. The repair process is an interactive one, requiring the 
openness of both people in attempts to reconnect after a rupture.

The public self strives to avoid the dreaded states of shame and humili-
ation; it scans the social environment for clues of connection, but is often 
unable to prevent the activation of these states. The anxiety accompanying 
the emergence of these dreaded states into one’s consciousness can induce 
defensive adaptations. Fears of annihilation and abandonment are the ori-
gins of the desperate withdrawal and anxious approach common in ambiva-
lently attached individuals. The excessive parcellation of the parasympathetic 
“brakes,” proposed to be one adaptation to inconsistent and intrusive par-
enting, may make these states especially vulnerable to dysregulation. An 
adaptive, public self may emerge at these times to avoid the dreaded state 
by meeting the needs of others. The adaptive defenses of such a public self 
vary greatly and can include primitive modes, such as denial and the projec-
tion of the sense of disconnection onto other people or life events. In con-

trast, some individuals may utilize more 
mature approaches, such as seeking emo-
tional connection with others or sub-
limating their painful experiences into 
efforts to help others through professional 
work (e.g., teaching with an emphasis on 
supporting others’ self- esteem, working 

in the government to establish laws protecting the rights of children, or 
becoming a therapist and emphasizing the importance of understanding oth-
ers and respecting their individuality).

From primitive, “nonproductive” defenses to mature, “socially helpful” 
ones, an ambivalently attached (preoccupied) individual may experience any 
of a wide range of adaptive modes within differing emotional and social 
contexts. The relative distance of a work setting may permit sublimation 
to flourish; the close quarters of a romantic relationship or a parent–child 
relationship may periodically activate an intense sense of intrusion or other 
forms of misattunement, and yield a sudden emergence of the dreaded states 
of shame and humiliation. To avoid these painful states, activation of more 
primitive modes of defense may occur, filled with fear, anger, and associated 
perceptual distortions and misinterpretations of others’ behavior. These are 
moments of intense vulnerability and risk for dyadic dysregulation.

Disorganization and Unresolved States of Mind

Unresolved parental trauma or loss can lead to disorganized/disoriented 
attachment, which is a much more chaotic form of dyadic system than either 

Fears of annihilation and 
abandonment are the origins of the 
desperate withdrawal and anxious 
approach common in ambivalently 
attached individuals.
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avoidant or ambivalent attachment.60 For the person who has experienced 
disorganized attachment, the experience of parental fear or fear- inducing 
behavior has often been associated with the parent’s lack of resolution of 
trauma or loss. That is, the incoherence of the parent’s life narrative has 
been behaviorally injected into the child’s experience by way of the parent’s 
own disturbance in self- organization and the resultant dysregulated states 
and disorienting actions. Epigenetic research may reveal in the future how 
the stress of these unresolved states may negatively influence gene expression 
in both parent and child. Preliminary studies have revealed, for example, 
that a gene variant (an allele) for a neurotransmitter transport system, when 
combined with an epigenetic regulatory control change, has a higher degree 
of association with unresolved trauma and loss.61 Our experience does not 
occur in a vacuum: We live in bodies with vulnerabilities both in nucleotide 
sequencing (genes) and in gene expression control (epigenetics). Given these 
vulnerabilities, an overwhelming event can make it more difficult for us to 
overcome adversity in the future. For some individuals, however, adversity 
in later years may serve as a seed of “posttraumatic growth” rather than vul-
nerability.62

Parents with disorganized or unresolved states of mind with regard to 
attachment may have a negative effect upon their children without interven-
tion. Unresolved parental behaviors, which are incompatible with provid-
ing a sense of safety and cohesion, are “biological paradoxes” that activate 
approach and avoid circuits of survival in a child’s brain.63 They directly 
impair the developing child’s affect regulation, shifts in states of mind, 
and integrative and narrative functions. The result is that the child enters 
repeated chaotic states of mind. From a dynamical point of view, these can 
be considered “strange attractor states”—neural net configurations that are 
widely distributed throughout the system. They become engrained states of 
dissociated and dysfunctional activation. From a polyvagal perspective, they 
may involve the sympathetically driven fight– flight–freeze activations and 
the dorsal vagal initiation of the flaccid freeze response of collapse.

When a patient has a history of disorganized attachment, the thera-
pist is faced with the especially crucial challenge of providing the essence 
of a secure attachment: a predictable emotional environment in which the 
patient can learn to depend upon the therapist for regulating state shifts. The 
therapeutic relationship and the dyadic self- regulation subsequently become 
“internalized” through the development of a mental model of the self with 
the therapist, and through the acquisition of new capacities for autonomous 
emotion regulation. As we’ll discuss in the next chapter, achieving this new 
level of self- organization is often facilitated by an integrating narrative pro-
cess that facilitates a deep sense of internal coherence.64
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Unresolved Trauma and Grief

In addition to the influence of repeated patterns of communication within 
attachment relationships, specific overwhelming events may produce marked 
effects on the developing mind. Psychological trauma can overwhelm affect 
regulation mechanisms, and various forms of adaptation may be required 
to maintain equilibrium. The flood of stress hormones can produce toxic 
effects on the development of brain systems responsible for self- regulation 
and epigenetic factors may impede the way gene expression regulates a 
child’s response to stress. Integrative function is compromised. In this way, 
early, severe, and chronic trauma may create impairments in a child’s ability 
to adapt to future stress.65 The individual’s developmental stage at the time 
of a trauma—be it loss of a loved one, an abusive experience (especially those 
involving a sense of betrayal), or the witnessing of a violent event— markedly 
influences the adaptive responses available. In general, loss or trauma can 
have a negative impact on a child’s expectations for the future, directly shape 
his anticipational models and prospective memory, and disrupt his narrative 
process. Trauma may produce a narrowing in the windows of tolerance for 
certain emotional states (such as anger, fear, or sadness) or particular social 
interactions (such as sexuality or assertive behavior). An individual may thus 
have very specific patterns of dysfunction that relate only to a relatively nar-
row set of internal or external conditions. Avoidance of such states in order 
to maintain functioning may severely restrict a person’s life when trauma 
remains unresolved. This is an example of how chaos (eruptions of excessive 
arousal) or rigidity (avoidance of certain experiences) can dominate a per-
son’s life. This nonintegrated condition is called “lack of resolution.” These 
synaptic shadows of prior events that remain unresolved produce impair-
ments to achieving self- regulation and integration of self- states, and in these 
ways damage the individual’s deepest sense of the self and the ability to 
regulate the flow of internal states.

It is important to realize that challenging life events, like trauma, divorce, 
or loss of a loved one, can overwhelm an individual’s ability to cope but also 
can serve as significant sources of strength when they are integrated into the 
person’s life.66 Research on the lack of resolution of trauma or loss in adult 
attachment studies, for example, reveals that having experienced such events 
does not by itself produce a parent with negative functioning and offspring 
with insecure attachment. The key issue is whether these events have been 
incorporated into a coherent narrative of the adult’s ongoing life story.67 
Resilience in life may emerge as relationships and self- reflection facilitate the 
integration of memory, emotion, and a wide array of neural processes.

In some cases of engrained patterns of dysregulation, psychiatric medica-
tions may be needed to help the brain achieve the capacity to regulate the flow 
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of states of mind. Direct biochemical effects can alter the synaptic strengths 
determining the internal constraints of the system. A positive response to 
medications does not confirm some “genetic disorder.” For example, some 
of the symptoms of PTSD respond well to medications. Furthermore, studies 
of laboratory animals that have experienced maternal deprivation and reveal 
subsequent behavioral disturbances find that these animals respond well to 
selective serotonin reuptake inhibitors, but relapse when these medications 
are removed.68 It may be the case that certain individuals— whether because 
of genetic and epigenetic factors, early traumatic experiences, or some com-
bination of inherited vulnerability and stressful environmental conditions—
have developed such maladaptive brain structures and self- organizational 
capacities that intensive psychotherapy and/or medications are essential. It is 
important to keep in mind, however, that the regulating regions of the brain 
(especially the prefrontal cortex) may remain open to further development 
throughout the lifespan, and thus to experience- dependent maturational 
processes. Psychotherapy can utilize this potential in helping to facilitate the 
further development of the mind.

If severe trauma occurs early in life, or if a form of divided attention 
(such as entering a state of intense imagination or trance) is utilized during an 
overwhelming experience, explicit memory for the traumatic experience(s) 
may be impaired. Intense and frightening elements of implicit memory will 
be encoded and may later be automatically reactivated, intruding on the 
traumatized individual’s internal experience and external behaviors without 
the person’s conscious sense of recollection or knowledge of the source of 
these intrusions.

In the case of loss of a loved one, especially an attachment figure, the 
mind is forced to alter the structure of its internal working models to adjust 
to the painful reality that the self can no longer seek proximity and gain 
comfort from the caregiver. Loss, especially early in childhood, can have a 
deep impact on the growing mind. The extent of the impact may be related 
in part to how well the family can meet the child’s ongoing attachment 
needs. The child’s developmental stage at the time of the loss will also influ-
ence the nature of the grieving process. As the child continues to develop, 
grieving may need to be revisited so that the new developmental capacities 
can process the loss. For both a child and 
an adult, dealing with loss takes time and 
a nurturing environment. John Bowlby’s 
view of the grieving process is that the 
attachment models must be deeply altered 
to take the loss into account.69

Delayed or pathological grief can be seen as the impairment in the abil-
ity to make such alterations within the attachment system. States of mind 

Loss, especially early in childhood, 
can have a deep impact on the 
growing mind.
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continue to be activated in which connection to the actual attachment fig-
ure is expected. Prohibitions to sharing the grieving process may result in 
impaired grief, as can be seen in a family whose members are unable to com-
municate about painful issues or to recognize the different emotional needs 
of individuals within the family. If conflictual feelings toward a deceased 
attachment figure were present, then grieving may also be difficult.

The effects of unresolved loss or trauma in relation to specific over-
whelming events can be powerfully disorganizing and often hidden from 
conscious awareness. At the most fundamental level, such a lack of reso-
lution involves disturbances in the flow of energy and information in the 
mind. As the mind emerges at the interface of neurophysiological processes 
and interpersonal relationships, such disturbances can be seen within neural 
pathways and within dyadic communication. Given the devastating effects 
of unresolved trauma and grief on the individual, and its potential to impair 
attachment with future offspring, it is vital for help to be offered to those 
who remain in an unresolved state following overwhelming experiences. 
Attachment disturbances in the children of parents with lack of resolution 
result directly from the impairments to contingent, collaborative commu-
nication As suggested above, the flow of energy and information between 
parent and child—the essence of attuned relationships—is disturbed in cases 
of parental unresolved trauma or loss.

Prospective memory allows us to “remember the future.” In memory-
 related terms, lack of resolution means that the mind has a tendency to create 
repeated patterns of disorganizing states, often without conscious aware-
ness of their origin. These states may be created by sudden and unwanted 
activations of implicit elements of memory, such as flashbacks of traumatic 
events or mental models of a deceased attachment figure as if the figure 
were still alive. These activations can seriously impair functioning, especially 
in the realms of response flexibility, emotional modulation, and contingent 
communication with others. Unresolved trauma or loss leaves the individual 
with a deep sense of incoherence in autonoetic consciousness, which tries to 
make sense of the past, organize the present, and chart the future. This lack 
of resolution can produce lasting effects throughout the lifespan and influ-
ence self- organization across the generations.

Making the connection within psychotherapy between these aspects of 
memory and past experiences allows patients to understand the origins of 
their disturbances. Such reflections must take place within the therapeutic 
attachment setting, which allows the mind to experience intensely dysregu-
lated states and learn— dyadically at first—to tolerate them, then to reflect 
on their nature, and eventually to regulate them in a more adaptive man-
ner. This expands the windows of tolerance and may promote the growth 
of integrative fibers.70 Much of this emotional processing is in its essence 
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nonverbal and is probably mediated initially via right- hemisphere processes 
(both those within the patient and those between patient and therapist).

Bringing conscious reflection to such unresolved reactivations permits 
the consolidation process of explicit memory and the integration of traumatic 
experience within autobiographical narrative. As we’ll explore in Chapter 9, 
this process may allow for cooperative processing in both hemispheres of 
what may have been only unilateral representations. The attuned resonant 
relationship with the therapist allows patients to make left- hemisphere, ver-
bally mediated, interpreter- driven sense out of their right- hemisphere auto-
biographical representations. This integrative process probably has direct 
effects on the right hemisphere’s capacity to regulate primary emotional 
states. This is how we “name it to tame it.” The patient’s mind is prepared for 
such a process by the development of a secure attachment with the therapist. 
Furthermore, the elaboration of autonoetic consciousness permits patients to 
reflect on the past, understand the present, and help actively shape the future. 
Such mentalizing reflective dialogue is also a fundamental component of 
secure attachments. Individuals with histories of disorganized attachments 
can thus become freed from the “prison of the present,” in which they were 
repeatedly trapped with no words to reflect on their rapidly enveloping and 
terrifying states of mind.

REFLECTIOnS: EMOTIOnaL RELaTIOnSHIPS 
anD THE jOInInG OF MInDS

We all need contingent communication. Our history of being close with 
others, having affective attunements and resonating states of mind, allows 
us to connect with others and to have a sense of coherence within our own 
internal processes. Adaptations to patterns of misattunements without repair, 
and to the subsequent states of shame and humiliation, shape our subjective 
experience of self, others, and the world. These patterns of relationships can 
lead to a large disparity between our adaptive, public selves and our inner, 
private selves. The attachment models that reflect these early, pre- explicit-
 memory experiences influence our emotions and their regulation, response 
flexibility, consciousness, self- knowledge, narrative, and openness to and 
drive toward interpersonal intimacy.

At times, engrained dysfunctional patterns of self- organization may 
require the specialized interpersonal relationship of psychotherapy to alter 
the emotion dysregulation that has come to be the source of pain in some 
individuals’ lives. Psychotherapy establishes a safe environment in which 
present and past experiences can be explored. A therapist and a patient enter 
into a resonance of states of mind, which allows for the creation of a co- 
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regulating dyadic system. This system is able to emerge in increasingly com-
plex dyadic states by means of the attunement between the two individuals. 
The patient’s subtle nonverbal expressions of her state of mind are perceived 
by the therapist and responded to with a shift in the therapist’s own state, not 
just with words. In this way, there is a direct resonance between the primary 
emotional, psychobiological state of the patient and that of the therapist. 
These nonverbal expressions are mediated by the right hemisphere of one 
person and then perceived by the right hemisphere of the other. In this way, 
the essential nonverbal aspect of psychotherapy, and perhaps all emotional 
relationships, can be conceived as beginning with a right- hemisphere-to-
right- hemisphere resonance between two individuals.

The left hemispheres of both members of the dyad are also important 
and active in the verbal exchanges and logical reflections on the patient’s 
present life, past history, and the therapy experience itself. The left hemi-
sphere’s interpreter function attempts to “make sense” of experiences and 
therefore can be seen as a motivational force in the narrative process. As we’ll 
explore more fully in Chapter 9, coherent autobiographical narratives—a 
primary focus of therapy of all sorts— probably involve a resonance of left- 
and right- hemisphere processes in both the teller and the listener. In this 
way, the joint construction of narratives reflects the interhemispheric reso-
nance within both members of the therapeutic relationship.

The flow of states within the dyadic system is allowed to achieve increas-
ing degrees of complexity as the individuals themselves achieve increasingly 
coherent states of interhemispheric resonance. Such a state is achieved via 
the right-to-right and left-to-left attunements that emerge from the nonver-
bal and verbal communication between patient and therapist. The emergent 
sense of flow, of connection, between two individuals in such a state of reso-
nance is deeply compelling.

As self- states emerge over time, the mind has the challenge of integrat-
ing these relatively autonomous processes into a coherent whole. Psycho-
therapy can catalyze the development of such a core integrative process by 
facilitating dyadic states of resonance: right hemisphere to right hemisphere, 
left hemisphere to left hemisphere. In such a process, the mind of the patient 
(and that of the therapist) can become immersed in primary emotional states 
while simultaneously focusing on reflective narrative explorations. Such 
affect attunement and reflective dialogue catalyze an internal, bilateral form 
of resonance within each member of the dyad. As we’ll explore in the next 
chapter, this form of resonance may be at the core of an integrating  process 
that permits emotion regulation across time and across self- states. It is from 
this state of cooperative activation that coherent narratives emerge, and 
through this process that the mind is able to achieve integration and thus 
stable self- organization.
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Psychotherapy is a complex process. The brain can be ravaged by inter-
actions between genetically influenced mental storms and experiential his-
tories of family strife. Both inherited disturbances and adaptations to trau-
matic experiences can have complex effects on the neurophysiologically 
constructed reality of our subjective lives. Our minds are complex systems 
constrained in their activity by neuronal connections, which are determined 
by both constitution and experience. Different therapeutic tools— including 
medications, mindsight-skill- building practices, and specific psychothera-
peutic techniques—may be useful at various times in helping patients achieve 
self- organization and live balanced and enriching lives. Whatever tools or 
techniques are used, the relationship between patient and therapist requires 
a deep commitment on the therapist’s part to understanding and resonating 
with the patient’s experience. The thera-
pist must always keep in mind that inter-
personal experience shapes brain structure 
and function. It is from this interaction 
between the interpersonal and the neural 
that the mind emerges.

It is a challenge, and a profound privilege, to keep an objective focus on 
a patient’s emotional needs while at the same time allowing oneself as the 
therapist to join with the patient’s evolving states of mind. This resonance of 
states bonds patient and therapist. By joining, they become part of a larger 
system that develops its own self- organizational processes and coherent life 
history. In many ways, therapy reflects the challenge of all human relation-
ships: understanding and accepting people as they are, and yet nurturing fur-
ther integration and growth. These connections within ourselves and with 
others are the essence of living vital lives and remaining open to all layers of 
our own emerging experiences.

It is from this interaction between 
the interpersonal and the neural 
that the mind emerges.
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c h A P t e R  9

Integration

One of the mind’s most robust features is its capacity to connect a range of 
processes within its present activity, as well as its functioning across time. 

Researchers studying diverse aspects of mental life—from social psychology 
to the neurosciences—have focused on the collaborative, linking functions 
that coordinate various levels of processes within the mind and between 
people.1 This linkage of differentiated elements is called “integration.” This 
chapter explores various ways in which integration can be understood as a 
fundamental aspect of interpersonal experience, health, and the developing 
mind.

As mentioned throughout the book, integration is postulated to be the 
central mechanism by which health is created in mind, brain, body, and 
relationships. We’ve seen that from the view of science, the linkage of dif-
ferentiated elements of a system produces a harmonious flow of that system. 
The characteristics of this flow are that it’s flexible, adaptive, coherent, energized, 
and stable (FACES). When a system is not differentiating its parts, and/or 
is not linking them, then the system is not integrated and tends to move 
toward either chaos or rigidity, or some combination of the two. We have 
also proposed that the field of mental health can reframe its compendium 
of disorders as revealing the chaos and rigidity of nonintegrated conditions. 
Assessment of symptoms and their clustering as syndromes can thus be orga-
nized through the lens of this integration framework: Problems with differ-
entiation and/or linkage may be at the heart of nonintegrated states across a 
range of “domains of integration.”2 In this view, therapeutic, preventative, 
or educational measures would be aimed toward promoting integration—in 
the body and brain, in relationships, and in the regulatory functions of the 
embodied and relational mind.3 This is the fundamental approach of IPNB 
in a nutshell, and the fine details of this view are explored in this final full 
chapter of the book. The Epilogue presents a framework for cultivating inte-
gration within nine domains.
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InTEGRaTIOn aT THE HEaRT OF HEaLTH anD RESILIEnCE

A number of scientific disciplines support the proposal that integration is the 
core mechanism in well-being and optimal living. In these empirical stud-
ies, the examination of brain networks, the subjective experience of emo-
tion, or the ways in which people communicate with one another are the 
focus of investigation. Olaf Sporns highlights the neural systems approach 
succinctly:

Network interactions can be formally described by using concepts from sta-
tistical information theory, for example, mutual information, integration, and 
complexity. Some of these measures allow us to characterize statistical inter-
actions in a network as a whole. When structural connections are arranged in 
such a way as to maximize some of these informational quantities, it appears 
that complexity is uniquely associated with structural patterns that resemble 
those of brain networks. This result is consistent with the theoretical idea 
that brain networks balance segregation and integration, which we defined as 
complexity. High complexity allows networks to integrate efficiently large 
amounts of information, a capacity that has been linked to consciousness.4

The notion underlying this approach is that differentiation comes from 
segregation and specialization. Linkage is the resultant integration of these 
segregated, differentiated elements. In these terms, the movement toward 
complexity is achieved by balancing differentiation and linkage. The most 
adaptive flow of a system arises when it moves toward maximizing complex-
ity, a state achieved with the integration of the system’s elements.

Building on this perspective, we can view Barbara Fredrickson’s 
“broaden-and-build” model of positive emotion as exploring the inner posi-
tive states that both arise from and support integration:

The broaden-and-build theory describes the form and function of a subset 
of positive emotions, including joy, interest, contentment and love. A key 
proposition is that these positive emotions broaden an individual’s momen-
tary thought– action repertoire: joy sparks the urge to play, interest sparks the 
urge to explore, contentment sparks the urge to savour and integrate, and love 
sparks a recurring cycle of each of these urges within safe, close relationships. 
The broadened mindsets arising from these positive emotions are contrasted 
to the narrowed mindsets sparked by many negative emotions (i.e., specific 
action tendencies, such as attack or flee). A second key proposition concerns 
the consequences of these broadened mindsets: by broadening an individual’s 
momentary thought– action repertoire— whether through play, exploration 
or similar activities— positive emotions promote discovery of novel and cre-
ative actions, ideas and social bonds, which in turn build that individual’s 
personal resources; ranging from physical and intellectual resources, to social 
and psychological resources. Importantly, these resources function as reserves 
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that can be drawn on later to improve the odds of successful coping and sur-
vival.5

Our earlier discussion of emotion as an emergent process reflecting shifts in 
integration is consistent with this view, in that a positive emotion arises with 
increases in integration, whereas a negative emotion occurs with decreases in 
integration. With positive emotional states, the individual is both internally 

and interpersonally more integrated; the 
results are a broadening of perspective and 
a building of increased differentiation and 
linkage.

The capacity to solve problems is 
greatly enhanced when we work collab-

oratively in groups with an integrated process. Compare this with situations 
in which one individual asserts his own perspective to the exclusion of other 
viewpoints. In this nonintegrated, uncollaborative group state, linkage is 
dampened and differentiation heightened; the group’s intelligence reaches 
only to the level of the assertive individual. In contrast, groups with coopera-
tive members achieve a “group intelligence” that far exceeds the intellectual 
problem- solving ability of any of the individuals. Here we see the honoring 
of differences, the drawing upon each individual’s unique strengths, and the 
collaborative use of these for the benefit of the group’s task. Such integra-
tive collaboration enables far more to be achieved than any single individual 
could do, either alone or by dominating the group process.6 Interpersonal 
integration increases the IQ of the group!

Integration not only increases our intelligence, but it also makes life feel 
good. We accomplish more; we connect more; and we are more flexible, cre-
ative, and adaptive. With increased meaning and efficacy, our integrative liv-
ing fills us with positive emotions. The outcome of positive emotional states 
is enhanced resilience, which is also consistent with Fredrickson’s view:

The association between resilience and positive emotions is supported by the 
network of correlates of resilience discovered across a range of self- report, 
observational and longitudinal studies. This converging evidence suggests 
that resilient people have optimistic, zestful and energetic approaches to life, 
are curious and open to new experiences, and are characterized by high posi-
tive emotionality. . . . Strikingly, resilient people not only cultivate positive 
emotions in themselves to cope, but they are also skilled at eliciting positive 
emotions in others (i.e., caregivers early in life and companions later on), 
which creates a supportive social context that also facilitates coping.7

When we link these empirical findings with the discoveries of attach-
ment research and the new findings from studies of the resting state of brain 

A positive emotion arises with 
increases in integration, whereas 
a negative emotion occurs with 
decreases in integration.
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function—its default mode8—we come away with a consilient view that inte-
gration is at the heart of health. From the IPNB perspective, developmental 
experiences that enable individuals in a relationship to be differentiated and 
then to become compassionately connected in caring communication are 
those relationships that help people thrive. Integration can be seen as the 
heart of health, even in emerging new studies of the nervous system itself. 
Well-being seems to be an outcome of integration. If we see these positive 
states as reflecting shifts in integration, then positive emotion becomes the 
natural outcome of enhanced integration. Barbara Fredrickson’s conclud-
ing remarks about this aspect of positive emotion in her broaden-and-build 
theory reflect this perspective:

The broaden-and-build theory underscores the ways in which positive emo-
tions are essential elements of optimal functioning, and therefore an essential 
topic within the science of well-being. The theory . . . suggests that positive 
emotions: (i) broaden people’s attention and thinking; (ii) undo lingering 
negative emotional arousal; (iii) fuel psychological resilience; (iv) build con-
sequential personal resources; (v) trigger upward spirals towards greater well-
being in the future; and (vi) seed human flourishing. The theory also carries 
an important prescriptive message. People should cultivate positive emotions 
in their own lives and in the lives of those around them, not just because 
doing so makes them feel good in the moment, but also because doing so 
transforms people for the better and sets them on paths toward flourishing 
and healthy longevity. When positive emotions are in short supply, people 
get stuck. They lose their degrees of behavioral freedom and become pain-
fully predictable. But when positive emotions are in ample supply, people 
take off. They become generative, creative, resilient, ripe with possibility and 
beautifully complex. The broaden-and-build theory conveys how positive 
emotions move people forward and lift them to the higher ground of optimal 
well-being.9

Integration is therefore at the heart of positive emotion and creates the 
foundation for resilience and well-being. Let’s explore more deeply how 
integration manifests itself within the energy and information flow of an 
individual’s own nervous system and between individuals within interper-
sonal relationships.

nEURaL InTEGRaTIOn

Within the brain itself, complex functions emerge from the coordination of 
neural activity in a range of circuits. Those regions that receive input and 
send output to widely distributed areas of the brain play an important role in 
neural integration. The limbic regions and associational circuits, especially 
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the prefrontal areas, serve such a coordinating function. From this neurobio-
logical perspective, Tucker, Luu, and Pribram have stated that

the theoretical challenge at the neural level is to go beyond labeling the func-
tions of the frontal lobe to formulate the key neurophysiological mechanisms. 
These mechanisms link the operations of frontal cortex to the multiple sys-
tems of the brain’s control hierarchy, ranging from the control of arousal by 
brain-stem projection systems to the control of memory by reentrant corti-
colimbic interactions. When sufficiently understood, these mechanisms must 
be found to regulate not only physiology of neural tissue, but the representa-
tion and maintenance of the self.10

In this manner, neural integration is fundamental to self- organization, 
and indeed to the brain’s ability to create a sense of self. Tucker and colleagues 
further suggest that integration within the brain may consist of at least three 
forms, which focus on particular aspects of anatomic circuits: “vertical,” 
“dorsal– ventral,” and “lateral.”11 Vertical integration is the integration of 
the “lower” functions of the brainstem and limbic regions with the “higher” 

operations of the frontal neocortex, such 
as cognitive and motor planning. In ver-
tical integration, somewhat isolated pro-
cesses at various layers of complexity or 
“order” are coordinated into a functional 

system. This vertical process is common throughout the brain and influences 
such fundamental processes as memory and language formation.12

Dorsal– ventral integration focuses on the dual origins of the frontal cor-
tex from the archicortical and paleocortical regions of the paralimbic cor-
tex. As we’ve seen in Chapter 6, these differences begin in the embryo and 
may stem from the asymmetry in what Trevarthen has called the “intrinsic 
motive formation.”13 Each hemisphere has a dominant pathway: right with 
dorsal and left with ventral. Each circuit or “stream” mediates differential 
forms of motivational processes and motor control, and creates different rep-
resentational processes on either side of the brain.14 The finding of less hemi-
spheric specialization in women may be proposed to be partly due to the 
participation of both dorsal and ventral circuits in each hemisphere. Dorsal– 
ventral integration would allow for less lateralization of the more complex 
representational processes originating from each side of the brain.

Lateral integration is the coordination of functions of the circuits at a 
similar level of complexity or order. Coordinating perceptual processes across 
sensory modalities, such as bringing together vision with tactile and auditory 
perceptions, to create a “whole picture” of an experience is an example of lat-
eral integration. This integration may be mediated by associational neurons, 
which link distinct systems. When lateral integration connects the complex 

Neural integration is fundamental 
to self- organization.
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representational processes of one hemisphere to another, the term “bilateral” 
or “interhemispheric” integration can be used. The associational neurons 
that link various anatomically and functionally distinct regions on either side 
of the brain may be the means by which the coordination of interhemispheric 
information processing occurs. According to Trevarthen, the cerebral com-
missures (the corpus callosum and the anterior commissures) are “the only 
pathway through which the higher functions of perception and cognition, 
learning and voluntary motor coordination can be unified”; this is achieved 
through a sorting process, which he proposes “creates complementary sets 
of associative links between the cortical maps of various sensory and motor 
functions.”15 In this form of lateral integration, the isolated functions of each 
hemisphere can be coordinated into a functionally linked system.

The fact that the “greatest integration of sensory, motor, and evaluative 
information may occur in the primitive paralimbic cortex” has led Tucker 
and colleagues to suggest that these three forms of integration, each of which 
involves aspects of this region, may actually be interdependent.16 For exam-
ple, vertical integration is revealed in the capacity of the right hemisphere 
(especially the paralimbic orbitofrontal cortex) to have predominant control 
over certain “lower” functions, such as the regulation and representation of 
bodily function as mediated via the autonomic nervous system. Woltering 
and Lewis have presented a model that focuses on

two types of emotion regulation— reactive and deliberate—and discusses the 
developmental trajectory of both types. We argue that the later- developing 
capacity for deliberate control builds on and coevolves with earlier- developing 
reactive control. . . . The focus is on specific neural “hubs,” such as the ante-
rior cingulate cortex and the orbitofrontal cortex, which serve as epicenters 
for the coupling of cortical and subcortical processes. We propose that an 
increasing coordination between brain regions during emotional situations 
subserves more effective and efficient regulation with development.17

In other words, the linkage of differentiated areas, or neural integration as 
exemplified in the activity of these middle prefrontal regions, is a fundamen-
tal part of self- regulation.

Lateral integration is revealed within REM sleep and encoding– retrieval 
processes, in which the left and right orbitofrontal cortices are involved in 
representational integration in dreams and the consolidation of memory. At a 
minimum, then, the orbitofrontal and other middle prefrontal areas (includ-
ing the ventromedial, ventrolateral, and anterior cingulate cortices) coordi-
nate vertical and possibly lateral integration.18 (See Figure 4.1 in Chapter 4, 
as well as Figure 1.3 in Chapter 1.) The middle prefrontal region links the 
widely distributed areas of the cortex, limbic system (the amygdala and hip-
pocampus), the brainstem, the body proper, and even the signals from other 
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individuals’ nervous systems in the form of empathic maps of other people. 
Future studies will need to explore further how these and other coordinat-
ing regions play a role in dorsal– ventral integration on one or both sides of 
the brain.19

Another illustration of how distinct regions of the brain may be coor-
dinated into integrated circuits is in the connections of frontal cortex to the 
basal ganglia. As outlined by Steven Wise and colleagues, this integrated 
system functions to guide behavior by assessing a variety of inputs.20 In their 
view, the basal ganglia mediate rule- guided behavior, whereas the frontal 
cortex provides alternatives that incorporate context- dependent processing. 
This can also be seen as an example of the integration of implicit encoding 
in the basal ganglia and explicit processing in the frontal cortex. This frontal 
cortex–basal ganglia system allows the individual to reject maladaptive rules 
that are no longer useful in the currently assessed situation. The integrated 
functioning of such a system has powerful implications for the acquisition 
and application of new behavioral responses.21 This integration of “motor” 
areas (basal ganglia) with those thought of as responsible for more abstract 
“planning” (frontal lobes) may be an adaptive way our brains have evolved 
to integrate a wide array of systems.22 This view is consistent with our earlier 
discussions of the prefrontal cortex, especially the orbitofrontal region, in 
its role of mediating response flexibility—the altering of responses based on 
unexpected or changing conditions.23

At an even more basic level of neurobiology, we can examine the notion 
of how neurons integrate their functioning within neural networks to pro-
duce neural net activation profiles. As we’ve seen, the brain learns from 
experience through the shaping of neuronal firing patterns that create these 
networks. van Ooyen and van Pelt have stated:

As a result of these activity- dependent processes, a reciprocal influence exists 
between the formation of neuronal form and synaptic connectivity on the 
one hand, and neuronal and network activity on the other hand. A given 
network may generate activity patterns which modify the organization of the 
network, leading to altered activity patterns which further modify structural 
or functional characteristics, and so on . . . the realization is growing that 
electrical activity and neurotransmitters are not only involved in informa-
tion coding, but also play an important role in shaping neuronal networks in 
which they operate.24

In this manner, basic neuronal connectivity creates representational abili-
ties and also directly influences the nature of the network activity itself. 
What this means is that a process that links distinct circuits not only creates 
a new form of information processing, but also establishes a more complex, 
integrated network that influences its own capacities. Integrated systems, 
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by virtue of their coordinated activities, establish their own characteristic 
features; the whole is greater than merely the sum of the individual parts. As 
we’ve seen, such neural integration becomes a central process that is directly 
related to self- regulation.25

The fundamental role of complexity has helped to clarify the develop-
ment and functioning of neural networks and has pointed to the central role 
of “spatiotemporal integration.”26 Various levels of hierarchical systems—
from sets of neurons to the interaction of complex circuits— involve space–
time patterns of neuronal activity. What this suggests is that the brain is 
capable of representing, in the moment, patterns of activity in which direct 
influences from the past are encoded. As we’ve discussed, the organization 
of memory and the brain’s function as an anticipation machine enable it to 
“represent the future.” Such anticipatory mechanisms directly shape the ways 
in which linkages may be made across various processes and across time.

For example, the ways in which neural circuits anticipate experience 
may help us understand how the mind develops through a recursive set of 
interactions. As representational processes anticipate experience, they also 
seek particular forms of interactions to match their expectations. In this way, 
the “bias” of a system leads it to perceive, process, and act in a particular 
manner. The outcome of this bias is to reinforce the very features creating 
the system’s bias. As development evolves, the circuits involved become more 
differentiated and more elaborately engrained in an integrated system that 
continues to support its own characteristics. These recursive and anticipatory 
features of development may be at the core of how the dorsal and ventral 
circuits influence the unfolding of the lateralization in hemispheric func-
tioning. Infant studies suggest that traditional theories attempting to under-
stand hemispheric lateralization and brain asymmetry may be looking at the 
problem from a limited end- product perspective. According to Trevarthen, 
a clearer understanding of the developmental origins of these different sys-
tems may be achieved by examining how the anticipation of encounters with 
the world influences each hemisphere in quite distinct ways. As Trevarthen 
explains:

With a change of theory that recognizes the priority of intrinsic motor 
planning and prospective motor imagery in cognition, and that also takes 
into account the expression of emotional states related to anticipatory self-
 regulation and the subject’s evaluation of the consequences of intended action, 
a different perspective on cerebral asymmetry of awareness and memory can 
be proposed, one that seeks the origins in cerebral activities that anticipate 
experience.”27

This anticipation can be seen as emanating from a form of spatiotemporal 
integration: The mind creates complex representations as a process between 
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perception (input) and action (output) in an effort to interact with an envi-
ronment that changes across time and space. The value of such a representa-
tional process is that it allows the individual to anticipate the next moment 
in time, and in this way to act in a more adaptive manner, enhancing the 
chance for survival. Spatiotemporal integration may therefore be a funda-
mental feature of how the human mind has evolved.

DEvELOPMEnT anD InTEGRaTIvE PROCESSES

How do integrative processes develop within the individual? What are the 
neural mechanisms that allow integration to occur? How do experiential 
and genetic factors transact in the development of integrative processes? One 
approach to answering these questions is to view the foundation of the mind as 
emanating from patterns in the flow of energy and information. As an emer-
gent property of energy and information flow within the body and between 
people, the mind is a process that helps to self- organize these embodied and 
relational systems. The flow of this emergent self- organizational process, the 
mind, arises as patterns of engrained and novel interactions unfold across the 
lifespan. Because synaptic networks reflect prior experience, our lives are 
recursively reinforcing their own histories. For example, children’s attach-
ment to their parents evokes similar responses from their teachers.28 Experi-
ence, as we’ve discussed repeatedly, activates neurons in such a manner that 
genes may become expressed and may produce alterations in neuronal con-
nectivity. Information is transferred by the assembly of neural circuits into 
recruited clusters of activation that become functionally linked. This infor-
mation transfer itself creates new representations and mental states. When 
new elements of informational processing are recruited into a new state of 
the system, this linkage of differentiated elements into a functional whole 
occurs and is the essence of integration. Such a flexible process, as we’ve seen, 
becomes disrupted in childhood trauma and in suboptimal attachment expe-
riences. In contrast, typical development appears to move in the direction of 
more differentiated and linked states. How does this integration happen in 
the brain?

The capacity to link a widely distributed array of neural processes can 
be proposed to be mediated by neuronal fibers that serve to interconnect 
anatomically and functionally distributed regions of the brain. In this man-
ner, differentiated information- processing modes, such as different sensory 
modalities, can become functionally linked.29 This basic neuronal process 
may also help us to understand, for example, how highly engrained mental 
states, such as those of fear and shame, may become (or fail to become) inte-
grated within the flow of the system’s complex states. Synaptic patterns can 
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evoke relational responses from others that reinforce these neural propensi-
ties. This is the “self- fulfilling” loop that gives us a sense of being “stuck” or 
“frozen” in unfulfilling ways of living. For example, we’ve seen that certain 
suboptimal attachment experiences produce multiple, incoherent working 
models of attachment and engrained, inflexible states of mind. These remain 
unintegrated across time within specialized and potentially dysfunctional 
self- states. We can propose that the creation of new neuronal linkages, then, 
allows the internal constraints of the brain’s dynamical system to change. 
New interconnecting neuronal linkages may thus serve to integrate not only 
anatomically independent processes, but functionally isolated ones such as 
engrained mental states that have produced inflexibility. In the process of 
psychotherapy, the relationship with the therapist becomes a central factor 
in how to induce neural changes in these previously engrained synaptic net-
works.30

Central to this integration is emotion. As we’ve discussed earlier, emo-
tion is inherently an integrative function that links internal processes and 
individuals together. This view rein-
forces the central role of emotion in self-
 regulation and in communication within 
interpersonal relationships. As the neu-
rologist Antonio Damasio notes:

It would not be possible to discuss the integrative aspects of brain function 
without considering the operations that arise in large-scale neural systems; 
and it would be unreasonable not to single out emotion among the critical 
integrative components arising in that level. Yet, throughout the twentieth 
century, the integrated brain and mind have often been discussed with hardly 
any acknowledgment that emotion does exist, let alone that it is an important 
function and that understanding its neural underpinnings is of great advan-
tage.31

Fortunately, great strides in examining the neurobiology and interpersonal 
nature of emotion have been made with the emergence of the subspecialty 
fields of affective and social neuroscience.32

Emotionally meaningful events can enable continued learning from 
experience throughout the lifespan. Such learning may be seen as, in effect, 
the ongoing development of the brain. Experience plays a primary role in 
stimulating new neuronal connections in both memory and developmental 
processes. Findings from neurobiology suggest that such development con-
tinues throughout the lifespan.33 In particular, the neural circuitry facilitat-
ing integration may also continue to develop throughout life. Those neurons 
that serve to coordinate information from distributed regions may con-
tinue to develop— perhaps with genetic programming, with the inherent 

Emotion is inherently an integrative 
function that links internal 
processes and individuals together.
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mechanisms of aging, and with specific forms of experience. For example, in 
studying the progressively increasing myelination across the lifespan in the 
hippocampal pathways that interconnect widely distributed regions, Fran-
cine Benes has indicated:

Growth and development of regions in the human brain occur not only in 
childhood but also much later during adolescent and adult years. . . . Myeli-
nation represents one of the final stages in neuronal maturation where cells 
acquire a fatty lipid sheath around their axons, a change that increases the 
propagation of electrical signals from the neuronal cell body to terminal 
areas. . . . These axons might well play a role in the integration of emotional 
behaviors with cognitive processes, a putative function of the limbic cor-
tex. . . . Therefore the functions influenced by this ongoing myelination may 
themselves “grow” and mature throughout adult life.34

In this manner, experiences and innate developmental processes may allow 
our neural capacity to integrate an array of processes throughout our lives. 
The mechanism of this differentiation of circuits, as we’ve discussed earlier, 
may involve a range of processes from the growth of axons into widely dis-
tributed regions of the brain, the establishment of new synaptic connections, 
and the increased conductance of nerve fibers via their increased myelina-
tion.35 Recall that myelin increases the conduction speed down the axonal 
length by one hundred times and decreases the resting time between firings 
thirty-fold, making communication among myelinated neurons three thou-
sand times more effective. These mechanisms may be at work in the dramatic 
maturation of the corpus callosum during the first decade of life, and per-
haps, we can propose, in its ongoing development throughout life. Future 
studies may enable us to investigate how experience enhances or hinders the 
development of these integrating neural processes.36

The movement toward such integrating neural connections is consistent 
with complexity theory: Highly differentiated and functionally linked sub-
systems maximize the complexity achievable by a system. In this manner, 
it may be a natural developmental outcome for increasing levels of integra-
tion to occur across the lifespan.37 One outcome of such a process for some 
individuals, we can imagine, might be the development of wisdom with 
age: The capacity to “see the forest for the trees” may emerge from an inte-
grative capacity to focus on patterns over time and across situations, rather 
than on the details of particular events.38 Disturbances in mental health, 
as we’ve discussed, may emanate from recursive processes that impair this 
natural movement toward integration. Fixed constraints to the system, either 
internal or external, may create an inflexible state for an individual. Typical 
development may thus continue to promote integration throughout life if it 
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is unimpaired by elements of the individual’s constitution, experiential his-
tory, or ongoing interpersonal relationships.

Internal processes and interpersonal relationships that entail subcompo-
nent differentiation and intercomponent linkage can be proposed as those 
that promote healthy, ongoing development within and between individu-
als. Consider the musical analogy of a choir. At one extreme, each indi-
vidual sings her own song, totally independently of the others. The ensuing 
cacophony occurs as a result of the lack of clustering of the individuals into 
a functional whole. There would be no cohesion, and the resultant sounds 
over time would be incoherent. Such a random set of isolated, though dif-
ferentiated, interactions does little to move the system toward complexity. 
But at the other extreme, the exact matching of each singer’s voice to those 
of the others produces an amplification of the mirrored sounds. Although 
the tune may be pleasing (and loud), it does little to maximize the complex-
ity possible. If differentiated singers were to join together in a resonant inte-
grational process, we might call that harmony. Neither independence nor 
mimicry creates complexity. When each singer has well- developed indi-
vidual skills, integration allows them to contribute to a functional whole 
that has continuity and regularity on the one hand, and yet flexibility and 
spontaneity on the other. This is the vitality and fluidity of integrative har-
mony; it permits a FACES flow— flexible, adaptive, coherent, energized, 
and stable. As we’ve seen, such a blend allows for the movement toward 
maximal complexity within the individual mind and between minds. At the 
heart of such integration are emotion and the flow of energy and informa-
tion through the system. Such a dynamic condition achieves stability as the 
system moves forward in time through the various states of activity. These 
reciprocal and cooperative processes may characterize the healthy ongoing 
development of the individual mind, dyadic relationships, and nurturing 
communities.39 The blend of individual differentiation and interpersonal 
linkage allows each of us to move harmoniously forward in life, with our 
minds forever developing in a complex biological interdependence of our 
social and inner worlds.

InTEGRaTIOn OF MInDS

The concept of integration has also been applied to mental activity at a more 
macroscopic level, in both the intraindividual and interindividual domains. 
For example, several authors use the concept of “intraindividual” integration 
to refer to various ways in which developmental achievements and processes 
interrelate at one time or across the lifespan.40 “Interindividual” integration 



348 T H E  D E V E L O P I N G  M I N D  

focuses on the relationships between children and their caregivers and peers. 
From this psychological perspective, various layers of integration can be seen 
as interdependent, influencing one another in the moment and affecting the 
developmental trajectory of the child within a social world, as revealed in the 
extensive research findings from the field of attachment.41

Integration can also help us understand the notion of “selves” within 
a given individual. For some adults, their developmental path has led to a 
coherent set of interactions with the world— interactions that have enabled 
the emergence of various self- states, which perform their functions with 
relatively minimal conflict among themselves. Such individuals may live a 
comparatively carefree existence, without internal tumult or impairment in 
functioning. Part of the developmental challenge of typical adolescence, as 
identified by Susan Harter and her colleagues, is the resolution of potential 
conflicts among various adaptive “selves” defined by specific social relation-
ship role contexts.42 The teen years bring a significant change in metacogni-
tive capacity, with the new ability to reflect on one’s own existence in more 
complex and integrative ways than were possible at earlier stages of life. 
Adolescents become aware of conflictual role patterns in their early teens, 
but often only develop the capacity to resolve tensions about these roles in 
later adolescence. This lag time between the onset of awareness and the 
capacity for resolution may be a characteristic feature of typical adolescent 
development. As the need for various roles is accepted, and teenagers find 
ways to resolve potential conflicts within their experiences with peers and 
parents, an integration of selves across time and role relationships becomes 
possible. This is the essence of the integrative capacity to achieve coherence 
of the self.

Not all individuals are able to integrate multiple self- states into a 
coherent experience of the self. From early in development, the resolution 
of multiple models of attachment may be one of the determinants of later 
developmental outcome. Particular forms of self- states may have been con-
structed in relationship to different caregivers, resulting in potentially con-
flictual conditions. Within a given state, there may be cohesive functioning; 
across these self- states, however, spatiotemporal or “inter-state” integration 
may not be possible, given the inherent incompatibility of mental models, 
drives, and modes of emotion regulation. Experiences within relationships, 
models of such experiences, access to information, and the ways in which 
the mind comes to create a coherent perspective are important variables in 

determining emotional resilience or vul-
nerability. In other words, an integrative 
process across self- states may be essential 
to the acquisition of well-being.43 The 

A “relational self” is a fundamental 
aspect of who we are.
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capacity for such internal integration may be intimately related to inter-
personal experience— derived initially from attachment relationships, and 
later shaped by individuals’ ongoing involvement with parents, teachers, and 
peers. A “relational self” is a fundamental aspect of who we are.44

Culture can play a significant role in how the self develops within inter-
personal relationships at home, at school, and in the community. Ethnic, 
racial, or religious background can serve as an organizing process for iden-
tity as an adolescent emerges into the larger world.45 How the adolescent 
comes to terms with identity may be related to how parents have integrated 
these processes into their own identity.46 We all adapt to the many worlds 
in which we reside, with direct impacts on our sense of self.47 Studies of 
autobiographical memory reveal that culture shapes how we remember our 
own lives and develop a narrative sense of self.48 Facing the need to integrate 
multiple cultures into this sense of identity presents important developmen-
tal challenges. This is particularly the case for those making transitions and 
living between two or more cultural worlds. As Chen, Benet-Martínez, 
and Bond have stated, “In the process of managing cultural environments 
and group loyalties, bilingual competence, and perceiving one’s two cultural 
identities as integrated are important antecedents of beneficial psychological 
outcomes.”49

Here we can see that “cultural integration” involves maintaining aspects 
of the self within varied cultural backgrounds, while also linking these some-
times disparate ways of being. It also involves balancing an individual’s inter-
nal experiences with communication among individuals of different gen-
erations from the various cultural backgrounds. Integration requires a balance 
between differentiation and linkage. So often there is a pressure to “blend in,” 
which emphasizes becoming a part of the new and rejecting the old or vice 
versa, rather than to integrate, which requires respect for all the different 
worlds a person has come from and those in which the person now resides. 
Recent studies reveal that the meaning an adolescent derives from cultural 
identity, being a part of the family, and taking part in daily family responsi-
bilities all influence the specificity of particular brain regions activated and 
the degree of stress reactivity in response to family expectation.50 Making 
meaning in the face of cultural shifts in identity, then, can be seen as a part 
of cultural integration. As noted earlier in this book, achieving integration is 
more like making a fruit salad than making a smoothie, where the blended 
ingredients completely lose their original identity.

We can study various layers of integration, such as the coordination 
of elements of a given perceptual process into a hierarchy of functioning: 
sensory input, pattern analysis, and the creation of complex visual repre-
sentations. We can also study the ways in which more widely distributed 
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neural circuits interact to form a coherent pattern of increasingly complex 
processing, such as in the creation of multimodal representations that include 
perceptual and linguistic components. Such processes may involve the ver-
tical, dorsal– ventral, and lateral aspects of integration discussed above. For 
example, the combination of linguistic and nonverbal prosodic elements of 
speech requires the bilateral integration of representational processes.51 The 
brain is typically integrating information processing across widely distrib-
uted circuits at any given moment in time, or in a “synchronic” fashion. As 
Ciompi has suggested, emotion may be essential in such an integrative pro-
cess at a given time (“synchronic”), as well as across time (“diachronic”).52 
These aspects of integration may also play an important role in understand-
ing the impact of culture on an individual’s development. David, Florea, and 
Pop state:

Cultural entities in the totality of their inner diversity demonstrate that the 
universal as a key concept of the contemporary world cannot be understood 
outside cultures as identity structures. Macro- history also implies “local his-
tory,” [and] the universal at cultural level implies the particular not as simple 
mathematical sum but first and foremost as value and historical engagement. 
Current cultural unity can only exist through its structural and value diver-
sity.53

Here again we see the power of the central concept of integration—the dif-
ferentiation and linkage of elements of a system—to illuminate the nature of 
our collective human lives. The mind emerges as we live embedded in our 
social worlds and embodied in our neural structures. This is truly “the mind 
in context.”54

What does integration at a given time or across time look like? We can 
propose the following possibilities. Synchronic integration involves the ele-
ments discussed in Chapter 5, which create a cohesive mental state. Various 
aspects of neural activity are clustered together within a functional state of 
mind as a part of vertical, dorsal– ventral, and lateral integration in a given 
moment in time. At another level, we can suggest that as an individual’s 
states of mind flow across time, diachronic integration somehow links these 
together in a manner that facilitates flexible and adaptive functioning. This 
is spatiotemporal integration. Such cross-time integration serves as a mecha-
nism of self- regulation, in that it serves to organize the flow of states. In 
Chapter 5, we have focused primarily on how complex systems can func-
tion as a cohesive state—a form of synchronic integration as we are defin-
ing it here. In this chapter, we are exploring ways in which the mind may 
create coherence across time through diachronic integration. As time itself 
flows, it is in fact difficult to distinguish between cohesion in the moment 
and coherence across time. In the physical world, when does a “moment” 
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actually end? The complex system of the brain, however, has the capacity 
for abrupt shifts in state that more clearly define the neural edges of time. 
Though time itself may have no clear boundaries, these neural shifts give 
a functional reality to the temporal contrasts between states. In this man-
ner, cohesion exists within a given state of mind as a form of synchronic 
integration. The recursive nature of systems establishes a continuity in a 
given self-state across time. As a given state changes, it goes through a phase 
transition involving the temporary disorganization and then reorganization 
of the system’s state. In contrast to cohesion of a given self-state, coherence 
is created across states of mind as a form of diachronic integration. As we’ll 
discuss, such abilities to create coherence can be proposed to be shaped in 
part by the individual’s experiential history, which enables the acquisition 
of a core integrative process.

aTTaCHMEnT anD InTEGRaTIOn

Main, Hesse, and Goldwyn have suggested that the way adults can flexibly 
access information about childhood and reflect upon such information in a 
coherent manner determines their likelihood of raising securely attached chil-
dren.55 The abilities to reflect upon one’s own childhood history, to concep-
tualize the mental states of one’s parents, and to describe the impact of these 
experiences on personal development are the essential elements of coherent 
adult attachment narratives. Moreover, the capacity to reflect on the role of 
mental states in determining human behavior is associated with the capacity 
to provide sensitive and nurturing parenting.56 Fonagy and colleagues have 
suggested that this reflective or mentalizing function is more than the capac-
ity for introspection; it directly influences a self- organizational process within 
the individual.57 This reflective function enables the parent to facilitate the 
self- organizational development of the child. The coherent organization of 
the mind depends upon an integrative process that enables such reflective 
processes to occur. Integrative coherence within the individual may depend 
upon interpersonal connections both early in development and later in life 
that cultivate emotional well-being—that is, “integrative health.”

The coherence of one’s own states of mind permits a form of relation-
ship with others— especially one’s own children, friends, or intimate part-
ners—that fosters integration, reflective processes, and emotional well-being 
within the relationship and within the 
emerging minds of each person. In other 
words, internal integration allows for vital 
interpersonal connections that are them-
selves integrative.

Internal integration allows for vital 
interpersonal connections that are 
themselves integrative.
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Attachment studies suggest that coherence can be observed and mea-
sured within autobiographical narrative reflections. As Pearson and col-
leagues have stated, “congruity, unity and free- flowing connections” in such 
narratives are central features revealing what is thought to be “coherence 
of mind” in the AAI studies.58 The intergenerational transmission of sub-
optimal parenting within insecure attachments is thought to be due to the 
persistence of incoherent adult stances toward attachment. Given the view 
that insecure attachment can be considered a risk factor for future difficul-
ties,59 understanding the nature of coherence becomes a pressing concern for 
parents and mental health professionals interested in early intervention and 
preventative measures.

What is incoherence of mind, and how can it be transformed into 
coherence? Incongruity, fragmentation, and restricted flow of information 
are the elements of such incoherence, as seen within the AAI narratives of 
individuals who are classified as dismissing, preoccupied, and unresolved/
disoriented. Studies of those individuals who appear retrospectively to have 
had suboptimal attachment histories but receive “earned” secure/autono-
mous AAI classifications in the Main and Goldwyn system60 reveal that their 
parenting, even under stressful conditions, is sensitive and nurturing.61 Sub-
sequent studies in which an infant’s attachment status was identified as inse-
cure, but now the individual as a young adult has an AAI classification as 
secure reveals a status sometimes called “prospective earned secure.” These 
findings are points of active discussion in the field.62 A general implication 
of these findings is that even with difficult past childhood experiences, the 
mind is capable of achieving an integrated perspective—one that is coher-
ent and that permits parenting behavior to be sensitive and empathic. If 
integration is achieved, the trend toward transmission of insecure forms of 
attachment to the next generation can be prevented. Achieving coherence of 
mind thus becomes a central goal for creating emotional well-being in both 
oneself and one’s offspring. As we’ll see, such integration involves internal 
processes and their facilitation by interpersonal interactions.

Integration can be proposed to be a key process that influences the tra-
jectory of developmental pathways toward resilience or toward vulnerability. 
For example, one factor in the adolescent onset of certain psychiatric distur-
bances, such as mood, eating, or identity disorders, may be the challenge of 
both social and neurological integration.63 From the neural perspective, Fair 
and colleagues suggest:

During development, both experience- dependent evoked activity and spon-
taneous waves of synchronized cortical activity are thought to support the 
formation and maintenance of neural networks. Such mechanisms may 
encourage tighter “integration” of some regions into networks over time 
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while “segregating” other sets of regions into separate networks. . . . We 
find that development of the proposed adult control networks involves both 
segregation (i.e., decreased short-range connections) and integration (i.e., 
increased long-range connections) of the brain regions that comprise them. 
Delay/disruption in the developmental processes of segregation and integra-
tion may play a role in disorders of control, such as autism, attention deficit 
hyperactivity disorder, and Tourette’s syndrome.64

With regard to autism, for example, Rippon and colleagues present 
their “neuroscience model of neural integration or ‘temporal binding.’ We 
[have] proposed that autism is associated with abnormalities of information 
integration that [are] caused by a reduction in the connectivity between 
specialised local neural networks in the brain and possible overconnectivity 
within the isolated individual neural assemblies.” These researchers suggest 
that the “ ‘interactive specialisation’ and the resultant stress on early and/or 
low-level deficits and their cascading effects on the developing brain” may 
explain the pervasive impact of these impediments to neural integration as 
the child grows.65 Autism influences the quality of a child’s relationships 
with family members, but experiences, such as the parent–child interactions, 
do not cause autism.66 Here we see an example of how some genetic or toxic 
cause of impaired neural integration in the child’s developing brain leads 
to impaired interpersonal integration within the social world in which the 
child lives.

Sometimes a child’s experiences in the social world do in fact play a 
major role in creating challenges to the development of the child’s brain 
and capacity for integration. Teicher and colleagues have demonstrated, for 
example, that exposure to verbal abuse by parents or by peers has a negative 
impact on the development of the corpus callosum, which integrates the 
left and right hemispheres.67 The social world in which the child lives can 
offer relational experiences that shape how the self develops toward health. 
Within an individual’s sense of self, social experiences influence the capacity 
to achieve integration across time. Those who are not fortunate enough to 
achieve a sense of coherence may live with adaptive selves whose goals are 
incompatible with each other; in such individuals, mental modules and the 
information they process create anxiety and conflict if shared across modali-
ties. For these people, emotional imbalance may be due to the inability to 
integrate the self diachronically into a coherent whole. For example, an indi-
vidual who has been humiliated repeatedly as a child may find rejection as an 
adolescent or adult extremely disorganizing. The self-state that needs affili-
ation and acceptance from others is in direct opposition to the self-state that 
needs to gain status and rise to a position of leadership in an organization; 
being in a position of authority inevitably involves evoking the displeasure of 
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others. Such an individual may find her career hampered by such a conflict 
in needs.

Most people experience some degree of conflict between inner desires 
and outer realities. This may especially be true for those who are changing 
cultures, but the need for internal coherence and interpersonal belonging is 
a challenge for all adolescents, and perhaps for each of us across the lifespan. 
At times these desires for belonging are a part of fairly distinct states of 
mind, which can remain out of awareness for many individuals. Even with-
out awareness, the mind may experience the emotional imbalance of such 
conflicts in the onset of depression, anxiety, uncontrolled rage, a feeling of 
meaninglessness and disconnection (as in a “false self”), loss of motivation, 
and interpersonal difficulties. Harter and coworkers’ studies suggest that the 
more adolescents experience their roles as “false” and not “authentic,” the 
more turmoil they feel.68 Social contexts that force individuals to adapt via 
self- states that are not reflective of their own experiences, mental states, and 
needs may place these persons at higher risk of developing emotional disor-
ders—of being vulnerable to “disintegration.”

Attachment relationships may therefore serve as catalysts of risk or 
resilience, to the extent that they facilitate the flow of inauthentic versus 
authentic states within interactions with others. We can propose that insecure 
attachments confer vulnerability because they fail to foster children’s integrative self-
 organizational process. Recall our basic proposal: Integrative communication 
cultivates the growth of integrative fibers in the brain. Secure attachment 
involves both the differentiation of child from parent and the empathic and 
attuned communication between the two. Suboptimal attachment, as we’ve 
seen, involves impediments to this differentiation and linkage. When such 
impairments have occurred, the child is left with a compromised regulatory 
system, because self- regulation depends upon neural integration. Develop-
ment may begin in early childhood, when the basic regulatory circuits are 
first formed in an experience- dependent manner, but growth and develop-
ment certainly do not end there. Later relationships with peers and teachers 
can also make a difference; interpersonal influences on the self- states that 
emerge to adapt to social contexts directly shape mental health. It seems 
clear that dyadic relationships beyond those with early caregivers may con-

tinue to influence the development of 
regulatory capacities.69 Our regulatory 
capacities reflect the capacity for integra-
tion, in which we link prefrontal execu-
tive functions with the limbic, brainstem, 
and even visceral neural networks of the 

heart.70 Our somatic and our social networks become linked within the neu-
ral integrative capacity of our embodied and relational brains. As Cicchetti 

Insecure attachments confer 
vulnerability because they fail to 
foster children’s integrative self-
 organizational process.
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and Rogosch have noted, resilience is not a trait or some fixed achieve-
ment, but is an emergent state function dependent upon self- organizational 
processes and continued interdependence within the social connections of 
families and cultures.71

The capacity for self- integration, like the processes of the mind itself, is continu-
ally created by an interaction of internal neurophysiological processes and interpersonal 
relationships. Resilience and emotional well-being are fundamental mental 
processes that emerge as the mind integrates the flow of energy and informa-
tion across time and between minds.

As Ogawa and colleagues have paraphrased the work of Loevinger, 
“Integration is not a function of the self, it is what the self is.”72 They go on 
to state:

Therefore, the failure to integrate salient experience represents profound 
distortion in the self system. When salient experience must be unnoticed, 
disallowed, unacknowledged, or forgotten, the result is incoherence in the 
self structure. Interconnections among experiences cannot be made, and 
the resulting gaps in personal history compromise both the complexity 
and the integrity of the self.”73

THE InTEGRaTInG SELF

Creating Coherence

The integrating mind attempts to create a sense of coherence among mul-
tiple selves across time and across contexts. We have discussed in Chapter 
5 how the inherent features of computation, complexity, and connection-
ism create a property of cohesion within a state of mind in a given slice of 
time. Self- states have a repeating pattern of cohesive activity, which lends 
a sense of historical continuity to their existence. If each of us existed as a 
continuous flow of states, this might be the end of the story. But as we’ve 
discussed, the complex systems of our minds are capable of abrupt transitions 
into markedly different states. These state transitions lack cohesion and con-
tinuity. How, then, does the mind achieve coherence across self- states? How 
can a four- dimensional sense of coherence be created with such discontinu-
ous transitions across states?

The struggle to satisfy needs and desires within a complex social world 
is often filled with conflict. Examples can be found in many periods of life: 
a married adult’s desire to explore his sexuality with other adults, but also to 
maintain affiliation with spouse and family; a young professional’s struggle 
to balance her drive to achieve on a personal level with her need to be a part 
of a group process; an adolescent’s need to have an identity as a member 
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of his peer group, while at the same time seeking a sense of individuality 
and autonomy; a child’s drive to master new situations and yet her desire to 
feel safe in a familiar environment. Each of these individuals can be seen as 
experiencing “conflictual needs,” which are a part of the experience of seg-
mented self- states. The properties we’ve seen in states of mind, the research 
on typical child and adolescent development, and the findings of cognitive 
neuroscience all suggest that in fact the usual functioning of the mind con-
sists of many processes that can indeed function fairly autonomously. Just as 
the body is made up of its component parts, the mind as a whole system is 
made up of the activity of these multiple self- states.

At the transition between self- states, there may be a temporary disorga-
nization or incohesion and discontinuity in the activity of the brain; however, 
once a new state of mind is instantiated, cohesion is reestablished. To under-
stand this, let’s review the way the mind functions as a self- organizational 
system.

Self- organization at the level of the mind must involve the integrative 
processing of multiple self- states across time and context. It is at the moments 
of transition that new self- organizational forms can be constructed. Indeed, 
integrating coherence of the mind is about state shifts. Congruity and unity 
emerge at the interface of how information and energy—the defining ele-
ments of the mind—flow across states. As Allan Schore has stated,

the term “self- organization” can be imprecise and misleading, because first, 
despite the implications of the two words used to describe the process, self-
 organization occurs in interaction with another self—it is not monadic but 
dyadic. And second, the organization of brain systems does not involve a 
simple pattern of increments but rather large changes in organization. Devel-
opment, the process of self- assembly, thus involves both progressive and 
regressive phenomena, and is best characterized as a sequence of processes of 
organization, disorganization, and reorganization.74

Integration is about how the mind creates a coherent self- assembly of infor-
mation and energy flow across time and context. In this way, integration 
creates the subjective experience of self. When we view emotion as a fun-
damental process reflecting shifts in integration, we can see how the very 
experience of being alive entails being emotional. If our days become lifeless 
even before we die, integration has become fixed, change does not occur, 
and the internal sense of such rigidity is stagnation.

Some people can spend the vast majority of their time in cohesive, albeit 
relatively independent, self- states. If these states are not conflictual with one 
another—if the desires, beliefs, goals, and behaviors of one state are not 
in destructive competition with another—then what is the problem? Per-
haps there is none. For these individuals, a coherent mind may be a natural 
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developmental outcome of authentic nurturing relationships, supportive 
experiences with teachers in school, meaningful friendships, and identifi-
cation with peer groups, which have all contributed to the development 
of a capacity for self- organization in a wide variety of contexts. Integration 
establishes a sense of congruity and unity of the mind as it emerges within the flexible 
patterns of information and energy flow, within the embodied brain and in interaction 
with others. This is coherence.

For other people, conflicts among different needs, mental models, and self- states 
may lead to internal distress or external difficulties that create dysfunction. Such a con-
flict among self- states within an individual can create incoherence. Incoherence may 
develop from insecure or conflictual attachments, difficulties in meeting 
school or job expectations, or significant trouble with finding companions 
in friendships or peer groups. Incoherence may be revealed in various ways, 
such as impairments in affect regulation, insecurity, unresolved trauma or 
loss, and dysfunctional social relationships. In a lifeless state, such people find 
themselves beached on the bank of rigidity. Other states of impaired inte-
gration fill them with chaos, a sense of dysregulation, and despair. Whether 
with professionals or in intimate relationships, an active approach to creating 
coherence may become necessary. This means bringing the flow of their lives 
back into the harmony of integration.

The adapting Mind: Disorganized attachment as an Example 
of Impaired Integration

As noted in earlier chapters, the parents of children with disorganized attach-
ments have provided frightened, frightening, or disorienting shifts in their 
own behavior. These experiences are conflictual for the children and lead 
to incoherent mental models.75 Such a child may develop an internal mental 
model for each aspect of the parent’s behavior. As mental models form the 
foundation for how we all perceive and make sense of the world, such con-
flictual models may create intense disruptions in this child’s capacity for inte-
gration across these organizing processes of mind.76 Abrupt shifts in parental 
state force the child to adapt with suddenly shifting states of his own. Such 
state shifts may occur if the nature of these experiences is profoundly incom-
patible with attachment, and/or if the child is neurobiologically capable of 
intense dissociative processes. With frequent experiences, the child can rap-
idly enter “altered states” to meet the interactive demands of the parent’s 
sudden shifts in behavior. When such shifts are early, severe, and repeated, 
these states can become engrained in the child as self- states. The child both 
learns the processes of abrupt, dissociative state shifting and develops specific 
self- states that can be activated in response to specific external context cues. 
The result of these internal state shifts can be that the child may come to 
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develop several forms of attachment with the parent: some avoidant, some 
ambivalent, some disorganized, and perhaps even some secure. These can be 
considered nonintegrated working models of attachment.

The quality of the relationship between the parent and child may thus 
vary significantly across repeated clusters of interactive experiences. Parent 
and child may enter various forms of “dyadic states” characterized by unique 
communication styles. A parent who disavows the existence of certain dyadic 
states (such as periods of terrifying a child), without later repairing such rup-
tured connections, will promote dissociative adaptations as a part of a dis-
organized attachment.77 A parent with unresolved trauma or loss may enter 
trance-like states that are frightening to a child but are unrecognized and 
unacknowledged by the parent. Such state shifts lead to disconnections in 
attunement, which, if left unrepaired, can lead the child to have profoundly 
disturbing underlying feelings of shame and humiliation.78

Some individuals have experienced secure attachments with certain 
caregivers and disorganized ones with others. In such cases, isolation of the 
attuned dyadic states may maintain high functioning within self- systems 
that have reflective functioning, as well as having the capacity to integrate a 
coherent sense of self across the self- states within that securely attached clustered sys-
tem. The AAI narratives of such persons may reveal an integrated coherence 
that on the surface appears to be highly functional. This is revealed in coher-
ent stories about limited parts of the persons’ lives. When certain psychoso-
cial contexts, moments of stress, or less integrated subsystems emerge, then 
integration, reflective functioning, and narrative coherence may become 
impaired. In the narratives and lives of less well- functioning individuals, 
there may be a more generalized absence of any such reflective or integrative 
capacity, as a result of their more pervasive insecure attachment histories. 
These individuals may have had no developmental experience of interactive 
communication, which would have promoted such abilities. These individu-
als may have more difficulty utilizing internal or interpersonal resources, 
and thus have more marked impairments in their ability to cope with stress 
and to self- organize.

Giovanni Liotti has proposed that several different trajectories are possi-
ble in the setting of disorganized attachment.79 If parental behavior becomes 
more predictable later in a child’s life, even in the non- nurturing direc-
tion, then the child may minimize the conflict among the mental models 
of attachment developed in the context of the parent’s abrupt and confusing 
shifts in behavior. In the case of a parent’s becoming more predictable, then, 
the child may “settle” on one model or another. If the parent continues to 
exhibit disorienting behaviors, but these are not overly traumatizing, the 
child may develop the potential for future dissociation, especially under con-
ditions of stress. A third pathway suggested by Liotti is that if the parent’s 
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behavior remains severely traumatizing and chronic, then the disorganized 
attachment may evolve into a dissociative disorder. At the extreme of this 
spectrum is dissociative identity disorder (formerly known as multiple per-
sonality disorder).

Elizabeth Carlson and colleagues, working with the Minnesota Longi-
tudinal Study of Parents and Children, have provided longitudinal support 
for Liotti’s proposal that children with disorganized attachments are pre-
disposed to develop clinical symptoms of dissociation later in life.80 There 
is also the controversial notion that dissociation itself may contribute to the 
vulnerability for developing clinical PTSD in those who later experience 
stressful events.81 This idea, combined with Carlson’s findings, suggests that 
disorganized attachment experiences early in life may perhaps lead to inad-
equate coping mechanisms and impaired interactive capacities. This vulner-
ability in turn makes these individuals less 
likely to be able to resolve trauma or grief, 
if such stressors are encountered later in 
life. In disorganized attachments, the core 
of the self remains fractured. As Ogawa 
and colleagues have stated:

Self, in fact, refers to the integration and organization of diverse aspects of 
experience, and dissociation can be defined as the failure to integrate experi-
ence. . . . When experience is acknowledged and accepted, integration inevi-
tably follows, because the self cannot help seeking meaning and coherence 
from experience. When experience is dissociated, however, integration is not 
possible, and to the extent that dissociation prevails, there is fragmentation 
of the self. A coherent, well- organized self depends on integration, and thus 
psychopathological dissociation represents a threat to optimal development 
of the self.82

For the child with disorganized attachment, in other words, relation-
ship experiences have severely hampered the developmental acquisition of 
the capacity to achieve coherence. The segmentation of mental processes 
becomes an engrained process itself: dissociation.

What is dissociation? Numerous books have been written about the 
conceptualization, history, genesis, evaluation, psychopathology, and treat-
ment of dissociative disorders. For the purposes of this chapter, let us look 
briefly at the self- organizational aspects of dissociative states of mind, and see 
how such states involve an impairment in the ability to achieve coherence of 
the self. I refer you to other sources for a more comprehensive review of this 
important area.83

Clinicians use the term “dissociation” to refer to a discontinuity in 
mental functioning that is a part of several disorders, such as panic disorder, 

Children with disorganized 
attachments are predisposed 
to develop clinical symptoms of 
dissociation later in life.
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borderline personality disorder, and PTSD. Dissociation includes the phe-
nomena of depersonalization, derealization, and psychogenic amnesia. The 
term is also used to refer to a specific group of clinical disorders, including 
dissociative identity disorder, dissociative fugue, dissociative amnesia, and 
depersonalization disorder. In any of these latter conditions, there is a dis-
ruption in the integration of various processes, including memory, identity, 
perception, and consciousness.84

Clinical dissociation can be viewed as a dis- association in the usually 
integrative functioning of the mind. How does this happen? Mental func-
tioning emanates from anatomically distinct and fairly autonomous circuits, 
each of which can be dis- associated from the function of the others. Studies 
of a drug called ketamine demonstrate that administering it to nondisor-
dered participants leads to dissociative symptoms, such as depersonalization 
and derealization.85 Subjects with prior histories of trauma experience the 
additional symptoms of terror and panic. Ketamine blocks the transmission 
of signals across the synapses of large neurons, which are especially plentiful 
in the associational regions of the cortex. One study demonstrated decreased 
blood flow in the middle prefrontal region, including the orbitofrontal and 
anterior cingulate regions, and these shifts were strongly correlated with 
dissociative symptoms.86 This finding suggests that the dis- association of 
functions in dissociation may be mediated by a blockage in the integrative 
capacity of associational regions, which coordinate and balance an array of 
neural pathways.

The mind has layers of representational processes. These are created by 
various inputs from interactions with others and from more and more com-
plex representational levels within the nervous system. Studies of brain func-
tion reveal that neural pathways have such layers of input, in which secondary 
and tertiary association areas link streams of neural activity into more and 
more complex networks of activation.87 These processes in turn influence 
a widely distributed set of neural processes responsible for our emotional 
states, bodily response, reasoning, memory retrieval, and perceptual biases.

A pioneering neuroscientist, Francisco Varela, and his colleagues sug-
gested the following in the summary of one of his last papers, titled “The 
Brainweb: Phase Synchronization and Large-Scale Integration”:

The emergence of a unified cognitive moment relies on the coordination of 
scattered mosaics of functionally specialized brain regions. Here we review 
the mechanisms of large-scale integration that counterbalance the distrib-
uted anatomical and functional organization of brain activity to enable the 
emergence of coherent behaviour and cognition. Although the mechanisms 
involved in large-scale integration are still largely unknown, we argue that 
the most plausible candidate is the formation of dynamic links mediated by 
synchrony over multiple frequency bands.88
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Integration is at the heart of how our brains contribute to shape the moment-
by- moment unfolding of experience in our subjective mental lives. When we 
embrace the view that the mind is not only embodied but also relational, we 
can then extend the concept of synchronization and integration to the notion 
of a “mindweb,” which involves the synchronized firing and large-scale link-
age of differentiated elements of multiple nodes of information and energy 
flow within our social networks. As Christakis and Fowler have revealed in 
their insightful research,89 we are all interconnected to one another by three 
degrees of separation, such that a friend’s friend’s friend will be influenced 
by our own actions, for good or for bad. In our mindweb, we can sense that 
ripples of impact from our own intentions, carried out through kind and 
considerate empathic actions, could influence the overall synchronization 
and integration of the larger systems in which we globally live.

Within the embodied aspect of mind, it is illuminating to examine the 
areas that link widely separated neural circuits to one another to enable phase 
synchronization and large-scale functional integration. Naturally, the mirror 
neuron components of the resonance circuitry described in Chapter 4 play 
a large role. One aspect of this resonance circuitry is the middle prefrontal 
area. This region of the brain coordinates and balances a number of functions 
across time, and plays a crucial role in the integrative process.90 As we’ve 
seen, these prefrontal areas link cortex, limbic area, brainstem, body, and 
even the social signals from other people together into one synchronized and 
integrated mindweb. Even the right and left prefrontal regions may coor-
dinate their different functions with each other in an integrative fashion.91 
When injury occurs to this prefrontal region, various mental processes may 
thus be functionally isolated from one another, with these integrative cir-
cuits blocked.92 As we’ve seen, these associational functions include body 
regulation, attuned communication, emotional balance, response flexibility, 
fear modulation, autonoetic consciousness (insight), empathy, morality, and 
intuition.93 Isolation of these functions may be at the core of incoherence 
during dissociative experiences.

OBSERvInG InTEGRaTIOn

Coherence and Complexity

We can propose that integration creates coherence by enabling the mind’s flow of infor-
mation and energy to achieve a balance in its movement toward maximizing complex-
ity. This movement of the flow of states of mind can involve activity within an individ-
ual and with other people. This balance means that the system moves between 
sameness and rigidity on the one hand, and novelty and chaos on the other. 
As we’ve seen, systems achieve stability as they flow between these extremes 
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in their movement toward maximal complexity, like a choir singing in har-
mony. Within this optimal flow, processes are connected within a single 
mind and between minds. Integration involves the recruitment of internal 
and interpersonal processes into a mutually activating co- regulation. This is 
“resonance,” the property of interacting systems that defines the influence of 
each on the other. We can thus look at resonance within both internal pro-
cesses and interpersonal relationships to understand how the mind’s move-
ment toward integration brings about coherence.

Emotionally attuned and contingent communication between two indi-
viduals creates interpersonal resonance; each member of the dyad is influ-
enced by the other. Within the brain, the neural process of “reentry” can 
help us to understand how distinct circuits can become involved in a reso-
nating state.94 Circuit A sends signals to B, which in turn sends signals back 
to A, and so on. The reentrant activity of such a circuit links A and B as an 
integrated system at that moment. In this manner, A and B are part of a state-
 dependent process. In a different state, the activity of A may have little influ-
ence on that of B. “Resonance” is a term that can thus be used to describe 
the nature of a system’s contingent, reentrant, co- regulating influences on 
the interacting elements— whether these are clusters of neurons, circuits, sys-
tems, hemispheres, or entire brains and bodies (as in interpersonal commu-
nication). In resonance, the subcomponent parts become functionally linked 
in an integrated system.

Let’s try to define the relationships among the terms “integration,” 
“coherence,” “cohesion,” and “resonance.” We’ve defined “integration” as 
the linkage of differentiated elements that creates coherence in the mind. 
“Coherence” is the state of the system in which many layers of neural func-
tioning become activated and are flexibly linked to each other over time.95 
Complexity theory gives us some insight into why this linking process may 
occur: States of the system that maximize complexity achieve stability.96 In 
this way, integration creates the experience of self changing over time. As 

the mind moves the system of energy and 
information flow in the body and in the 
social world toward complexity, it recruits 
various layers of processes into a cohesive 
state of mind. Cohesion is thus a state in 

which subcomponents become linked together at a given moment in time. 
As the mind emerges across time, cohesive states can become a part of a 
coherent flow. The linkages of subcomponents— whether in a given moment 
(cohesion) or across time (coherence)—are achieved by the process of inte-
gration. Integration recruits and connects differentiated subcomponent cir-
cuits into a larger functional system through a fundamental reentry process. 
The co- regulating, mutually influencing state of reentrant connections is 

Integration creates the experience 
of self changing over time.
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called “resonance.” In other words, integration utilizes the resonance of different 
subsystems to achieve cohesive states and a coherent flow of states across time. Such a 
process creates a more complex, functionally linked system, which itself can become a 
subcomponent of even larger and more complex systems.

Translating this often nonconscious process into words is quite a chal-
lenge. Within particular sensory modalities, for example, there may be a 
feeling of “connection” with the object in the focus of conscious attention. 
Looking at a flower can become a dynamic, consuming process in which 
the self and the flower lose their boundaries within conscious experience. 
The act of creation in many activities can feel as if some powerful flow of 
energy and information within the mind is occurring without intention and 
with a life of its own. Within interpersonal relationships, integration may be 
experienced as fullness of communication and spontaneity, in which the self 
is both fully present and lost within the flow of a vibrant, unpredictable, and 
yet reliable dyadic connection.

These experiences have the quality of “joining,” in which the indi-
vidual becomes a part of a process larger than a bodily defined, separate self. 
As integration occurs, the creation of coherence represents the flow of states 
of the system on the “fertile ground between order and chaos”97—a path of 
resonance with a balanced trajectory between rigidity and randomness. The 
particular “system” whose states are flowing may involve any level of func-
tioning: localized circuits in the brain, larger neuronal systems, both hemi-
spheres, or two or more people. The subjective experience of coherence will 
depend on the nature of the elements of the system activated in the resonance 
created by the integrative process.

Is there empirical support for the relationship between integration and 
the creation of such joining experiences? One possible source of corrobora-
tion may come from the studies of “optimal experiences” by Mihaly Csik-
szentmihalyi.98 In these investigations, participants who had the experience 
of “flow”—a process in which one creatively loses oneself in an activity—
often seemed to have well- developed skills at becoming highly focused 
and fully immersed in an activity, such as athletics, playing music, or writ-
ing. Csikszentmihalyi has suggested that such flow experiences involve an 
individual’s moving between the boundaries of boredom on the one hand 
and anxiety on the other. We can propose that these experiences maximize 
the complexity of an individual’s states in their movement between rigid-
ity/order (boredom) and randomness/chaos (anxiety). We can also suggest 
that such experiences actually become self- reinforcing, as they facilitate the 
development of integrative processes within the individual that enhance the 
capacity for joining in a variety of contexts. The capacity for such a join-
ing process may be revealed in an individual’s immersion within an activity 
(“flow”), as well as within the collaborative communication of interpersonal 
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relationships. This possibility is supported by Csikszentmihalyi’s finding that 
individuals who experienced flow tended to have a combination of highly 
specialized individual skills and a capacity for being socially integrated with 
others. Future studies may be helpful in exploring the possible ways in which 
the capacities for joining within activities and within interpersonal relation-
ships are related to each other as well as to the development of integrative 
processes, and perhaps emotional well-being, across the lifespan.

The narrative Process

What other evidence is available to help us more fully understand the inte-
grative process and to further support the proposal that it plays an important 
role in our lives? There are several sources of data. The first we will examine 
is the integrative function of narratives. Studies of child development reveal 
that by the third year of life, a “narrative” function emerges in children and 
allows them to create stories about the events they encounter during their 
lives.99 These narratives are sequential descriptions of people and events that 
condense numerous experiences into generalizing and contrasting stories. 
New experiences are compared to old ones. Similarities are noted in creating 
generalized rules, and differences are highlighted as memorable exceptions 
to these rules. The stories are about making sense of events and the mental 
experiences of the characters. Filled with the elements of the characters’ 
internal experience in the context of interactions with others in the world, 
these stories appear to be functioning to create a sense of coherent compre-
hension of the individual in the world across time.

Is this related to a drive to create coherence among the disparate aspects 
of one’s own mind? We could argue that it is, but this is not necessarily the 
case. Narratives may at times selectively focus on the minds of others and on 
external contexts, not on one’s own internal experience. Children begin as 
biographers and emerge into autobiographers. As Dennie Wolf has discussed, 
a child begins to develop an “authorial self” by two years of age. In her view, 
“authorship is the ability to act independent[ly] of the impinging facts of a 
situation.” Such a process requires the ability to “uncouple” various versions 
of experience, as well as the “emergence of explicit forms of representation 
to mark the nature of and movement among the stances of the self.”100 This 
view is based on the notion that the child can adopt different perspectives 
on or versions of the experience of self. As Wolf states, “Our most imme-
diate definition of self is that of a coherent and distinctive center: a bodily 
container, an anchor point for our sense of agency, a single source for our 
emotions (no matter how chaotic), or a kind of volume where the chapters 
of a very personal history accumulate.”101 As the child experiences different 
domains of self- experience (or “self- states,” as we have defined them), the 
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authorial self is challenged to incorporate these different “versions of the 
self” into an autobiographical narrative process. The development of such 
a personal process, as we’ve seen in other domains, is extremely dependent 
upon social experience.102

The narrative process in this way attempts to make sense of the world 
and of one’s own mind and its various states. In some individuals, however, 
one sees narratives that reflect upon a par-
ticular self-state without creating a more 
global coherence of the mind as a whole. 
The narrative may be cohesive in its logi-
cal consistencies, but incoherent in its lack 
of flexibility across time and states. The narrative process is thus a fundamen-
tal building block of an integrative mode, but insufficient by itself to create 
coherence across self- states through time. Let’s look at three other sources 
of data that can help us explore the nature of integration and its potential 
relationship to the narrative process.

Hidden Observers

A second source of information regarding the integrative process consists of 
studies of nondisordered participants in hypnotic or trance-like states. In this 
condition, the vast majority of the population appears to have a third-party 
observing capacity, which has been called a “hidden observer,” “observing 
ego,” “internal self- helper,” or “inner guide.”103 The hidden observer reveals 
itself under hypnosis or guided imagery as a form of mental output that 
makes comments about the person: “Dan is working too much; he should 
slow down and relax more,” or “Her need to get this project done is inter-
fering with her ability to exercise. She should stop being so busy with the 
project.” This function reveals the mind’s capacity for processing mindsight, 
representing states of mind, and processing the context of an experience 
over time. Comments such as these, made under the hypnotic condition 
of focused internal concentration, are intended to alter the functioning of the 
individual as a whole. This appears to be not just an observing function 
(information representation), but also an effort to use this information to 
change other aspects of behavior (processing the information and causing 
further effects). We can therefore view the hidden observer as an integra-
tive attempt of the mind to create a sense of coherence across its own states 
through time and contexts.

Does the hidden observer exist beyond the conditions of hypnosis? Sev-
eral sources of information suggest that it does. First of all, as we’ve just 
seen, children develop the capacity at an early age to narrate their own lives 
from multiple perspectives, including the third- person, observer perspective. 

The narrative process is thus a 
fundamental building block of an 
integrative mode.
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Second, studies of memory reveal that people have the capacity for observer 
recollections in which they recall themselves from a distant perspective, see-
ing themselves in a scene from the past as if they were watching themselves 
from afar.104 Furthermore, clinical studies of patients with a variety of dis-
orders reveal an internal process that comments on ongoing experience. In 
patients with dissociative disorders, an “internal self- helper” that attempts to 
coordinate some of the disparate activities of the mind is quite a common 
self-state.105 Individuals with depression may experience an “internal voice” 
that is demeaning and pessimistic, and that further entrenches the negative, 
depressed mood.

What does the hidden observer tell us about interpersonal experi-
ence? In examining the relationship between hypnosis and developmental 
processes, Brian Vandenberg states, first, that hypnosis reveals how “social 
exchange and intrapsychic functioning interpenetrate, that self and other, 
cognitive and social, individual and culture are intimately enmeshed”; sec-
ond, that it suggests that “thought and experience are not always continuous, 
seamless, autonomous, and internal but involve discontinuities, dislocations, 
and alterations that are structured by contextual factors”; and, third, that 
hypnotic states reflect “the childhood experience of lability of grounding, 
and of ‘receiving speech’ from an authoritative other who provides stability 
in an uncertain world.”106 Communication with a parent, in other words, 
can enable a child to achieve a sense of coherence in the face of confusing 
shifts in the internal and external worlds. Could it be that children’s early 
relationship experiences with contingent communication and reflective dia-
logue facilitate the development of an “internal voice” that addresses the self 
from a third- person perspective and helps integrate a sense of coherence? 
Could this form of thought be the internalization of interpersonal dialogue, 
as Lev Vygotsky has suggested?107 Some of the features of mindfulness traits 
(touched on in Chapter 1) are the capacities for self- observation, emotional 
equilibrium, and awareness of events as they are happening, along with the 
abilities to suspend judgments and to name the inner experiences of the mind. 
Interestingly, some executive functions have been found to be associated 
with mentalization ability and with relational experiences with parents.108 
If parental sensitivity and mentalization are associated with the development 
of executive functions109—and preliminary studies do suggest that mindful-
ness traits and a parent’s own security of attachment are correlated110—then 
one can see how each of these internal and interpersonal functions may 
share the common mechanism of integration. Future studies examining the 
relationships among parent–child attachment, executive function, discourse, 
narrative, and even the hidden observer will help further elucidate the devel-
opmental origin of these integrative processes.
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Hemispheric Laterality

A third source of information supporting the existence of an integrative 
mode of processing consists of research on the specialized functions of the 
brain’s two hemispheres. The following findings (many of which have been 
reviewed earlier) have been consistently obtained in investigations rang-
ing from studies of “split-brain” patients to studies involving brain function 
imaging. When information is presented to only the left hemisphere, verbal 
output reflects an effort to create a story or make sense of what it sees or 
hears. Michael Gazzaniga and colleagues have called this the “interpreter” 
function of the left hemisphere.111 For the isolated left hemisphere, these 
words are confabulations—made-up stories that fit with the data, but are 
unrelated to the gist or context of the situation. In these studies, the left 
hemisphere appears to lack the contextual representations of the right hemi-
sphere, but nevertheless creates a story to explain the limited information at 
its disposal. The left hemisphere uses syllogistic reasoning, stating major and 
minor premises and deducing logical conclusions from a limited set of data in 
an attempt to clarify cause– effect relationships. For example, if a subject with 
an isolated left hemisphere is asked about a picture showing a boy and his 
father, the left hemisphere will take the details of the scene and create a fab-
ricated explanation of what the two people are doing. Surrounding features, 
such as the fact that the other parts of the picture reveal a baseball game, or 
the facial expressions of the pair, are ignored. These contextual elements do 
not appear to be perceived by the left hemisphere, or at least they are ignored 
when it comes to explaining what the scene is about. The left hemisphere’s 
interpreter function seems to be driven primarily by a need to reason about 
cause– effect relationships. It seems uninterested in establishing some coor-
dinated or coherent view of “truth” or in understanding the internal mental 
intention of other people.112 Some authors have suggested that the left hemi-
sphere may be primarily responsible for the creation of distorted and “false” 
memories of past experiences.113

In contrast to the left, the right hemisphere appears to be able to make 
sense of the essential meaning of what it is able to perceive: Contextual infor-
mation is perceived and processed, and the gist of a situation is sized up and 
understood. The right hemisphere does not use syllogistic logic to deduce 
conclusions about cause– effect relationships, but rather represents informa-
tion about the environment. Such information includes the relationships of 
various components of experience, including elements of mental processes 
and spatial relationships. Since the right hemisphere is predominantly non-
verbal, the output of its processing must be expressed in non-word-based 
ways, such as drawing a picture or pointing to a pictorial set of options to 
make its output known to the external world.
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As discussed at length in prior chapters, these hemispheric differences 
have embryological origins and reflect a dominance of processing in the 
dorsal or ventral circuits on each side of the brain. Numerous studies sup-
port the view that the capacity for mindsight is right- hemisphere- dominant. 
The registration and regulation of bodily state, the perception and expres-
sion of nonverbal signals of affective state, the coordination of social and 

emotional input with the appraisal cen-
ters of the brain, and the retrieval of 
autobiographical memory all appear to 
be predominantly mediated by the right 
hemisphere. Because the input from the 

body is registered primarily in the right cortical regions, such as the right 
anterior insula and right anterior cingulate, the right hemisphere is more 
directly influenced by interoceptive data. These somatic inputs, “wisdom of 
the body,” shape our emotional state and have primary access to right hemi-
sphere consciousness. We become aware of our nonrational world by way of 
nonworded right- hemisphere representational processing. The capacity to 
represent states of mind within the mind is probably mediated within the 
right hemisphere’s domains of processing. We have thus proposed that reflec-
tive function, which permits mentalizing, is likely to be mediated primarily 
by the right hemisphere.

These laterality studies suggest several relevant aspects of the mind’s 
functioning. The left hemisphere tries to create explanations for the infor-
mation it receives, but it lacks the ability to process the context of this infor-
mation, and so its conclusions are based on selected details without rela-
tional meaning. The left hemisphere’s interpreter deduces an explanation 
that is superficially logical, but is often without contextual substance if this 
hemisphere is acting in isolation from information from the right hemi-
sphere. The right hemisphere processes the overall gist of a scene and creates 
a context-rich representational “understanding.” The right hemisphere spe-
cializes in the ability to perceive the mental states of others and to represent 
others’ minds. Although it may not use syllogistic reasoning to interpret and 
deduce cause– effect relationships, it has a reflective understanding of the 
social world of other minds.114

Making Sense of Minds

An important implication of the three sets of studies reviewed to this point 
is that people are constantly trying to “make sense” of what they experi-
ence. On one level, making sense means trying to understand cause– effect 
relationships—what is happening and why it happened. Why does the mind 
try to do this? (Even the asking of this question reflects the human mind’s 

The capacity for mindsight is right-
 hemisphere- dominant.
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need to make sense of things, including the mind itself!) A straightforward 
answer comes from the reverse- engineering approach of evolutionary think-
ing: Individuals whose brains were able to understand cause– effect relation-
ships were more likely to survive and to pass on their genetic material. Why? 
Because if the mind can perceive the events of the world, remember them, 
extract cause– effect relationships (understanding, making sense), and use 
these processes to influence the outcome of future behavior in the world, 
then it will be more likely to survive. As we have noted throughout this 
book, the brain functions as an anticipation machine; it takes data from the 
perceived world and prepares itself for the next event. Individuals whose 
brains were good at anticipating did better than those whose brains merely 
lived in the here-and-now. For instance, it was easier to avoid a lion if people 
figured out that a growl (cause) could indicate the presence of a lion who 
would eat them (effect). Such is the basis for learning. Such is the basis for 
making sense of the world.

Making sense of the social world of minds is a bit more complicated, but 
it involves the same basic problem of cause– effect relationships. What does 
the scowl of another person “mean”? How do the subtle and rapid signals, 
both verbal and nonverbal, from other people reveal what is happening and 
what may happen next? Knowing whom to trust and whom to be wary of is 
essential in negotiating one’s way through the human world of social interac-
tions. The states of mind of others—their intentions, beliefs, attitudes, and 
emotions— predispose an individual to behave in a certain way. The ability 
to anticipate the behavior of others is dependent upon the ability to understand other 
minds.

Functioning in a complex social network enhances people’s capacity to 
survive as individuals, reproduce, and create a group of like- minded indi-
viduals who share such a capacity. This can be seen as a form of interindi-
vidual integration. Shared mentalizing abilities permit the group to func-
tion as a cohesive system composed of linked individuals. This allows for 
a “group state” to be achieved, which can facilitate the development of a 
highly effective problem- solving system to meet challenges in a world filled 
with competition. Being a member of such a group confers a sense of safety, 
security, and stability on an individual. This is the way we participate in the 
larger mindweb, which enables energy and information to emerge within 
the interactions of many interconnected individuals. The Internet reveals 
how such a web of human minds can function as an interconnected whole 
with its own emergent properties.

When we examine our individual lives across developmental time, a 
number of studies suggest complex relationships among early attachment 
history, experiences with teachers, relationships with friends, and social 
competence in peer groups.115 One of these studies has shown, for example, 
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that peer acceptance and leadership abilities are associated with a history of 
secure attachments.116 Relationships, both early and later in life, clearly make 
a difference as our lives evolve. Overall, these findings support the notion 
that an individual continues to develop in interaction with an evolving set 
of internal processes as well as social experiences within interpersonal and 
group relationships.

Through the life course, the individual mind attempts to create a coher-
ent internal, interpersonal, and group experience. Such an integrative pro-
cess places the system of the individual mind within the context of com-
plex social forces, which directly shape the life course in often unpredictable 
ways. As Glenn Elder has described:

Life course theory and research alert us to this real world, a world in which 
lives are lived and where people work out paths of development as best they 
can. It tells us how lives are socially organized in biological and historical 
time, and how the resulting social pattern affects the way we think, feel and 
act.117

Our minds are in this manner continually processing both internal and social 
experiences as we develop through time.

Natural selection has enabled our minds to evolve mindsight capacities. 
Being able to navigate our way through an intense social world requires 
the ability to make sense of other minds. Communicating the more elabo-
rate and intricate learned aspects of this mentalizing knowledge to others 
allows the benefits of one individual’s wisdom and experience to be shared 
with others in the group. This knowledge is transmitted from one individual 
to others in the group by means of storytelling. Making sense of other minds is 
the essential stuff of narratives. This means that the mentalizing representations 
of the right hemisphere may need to be integrated with the interpreting ones 
of the left in both the expression and reception of such information. What 
can stories tell us about such an integrative process?

an InTERPERSOnaL nEUROBIOLOGy vIEw OF STORIES

narrative and neural Integration

Narrative may have originated as a fundamental part of social discourse. 
Recall that stories are created within a social context between human minds. 
The process of narrative is thus inherently social. The contents of stories are 
human lives and mental experiences. Describing an IPNB view of stories 
may be helpful in elucidating the fundamental processes involved in how 
narrative facilitates the integration of coherence within the mind. Let’s first 
review some aspects of the neural integration involved in stories.
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The hippocampus is considered a “cognitive mapper”: It gives the brain 
a sense of the self in space and in time, regulates the order of perceptual 
categorizations, and links mental representations to emotional appraisal cen-
ters.118 These are multiple layers of integration.

A number of authors propose that the associational areas of the neo-
cortex, such as the prefrontal regions (including the orbitofrontal cortex) 
that link various widely distributed representational processes together, are 
fundamental to narrative and form dynamic global maps or complex repre-
sentations in order to establish a sensorimotor integration of the self across 
space and time.119 This capacity allows for the anticipation of and planning 
for future events. This is autonoetic consciousness. Such a spatiotemporal 
integrating process is proposed to be fundamental to the narrative mode of 
cognition. This mapping process may be at the heart of autobiographical 
narrative and the way the mind attempts to achieve a sense of coherence 
among its various states: trying to make sense of the self in the past, the pres-
ent and the anticipated future. We can propose that the capacity of the mind 
to create such a global map of the self across time and various contexts—to 
have autonoetic consciousness—is an essential feature of integration that may 
continue to develop throughout life.

Narrative can also be viewed as requiring both right- and left-
 hemisphere modes of processing information. The right brain’s perceptually 
rich, analogic, context- dependent, autonoetic, mentalizing representations 
create much of the imagery and many of the themes of the narrative process. 
The logical, linear, “making sense” interpretations of these representations 
and the communication of narrative details stem from the left hemisphere’s 
interpretive and linguistic processing of representations. On each side of the 
brain, these processes may reflect a vertical integration of various represen-
tational processes. As the dorsal tract processes (dominant in the right hemi-
sphere) interconnect with those of the ventral tract (dominant in the left 
hemisphere), dorsal– ventral integration begins to occur. Within these forms 
of integration, processes on the right begin to be integrated with those on 
the left. We can propose the following bilateral integration process for narra-
tives: The left hemisphere’s drive to understand cause– effect relationships is 
a primary motivation of the narrative process. Coherent narratives, however, 
require participation of both the interpreting left hemisphere and the men-
talizing right hemisphere. Coherent narratives are created through interhemispheric 
integration.

Integration that recruits multiple layers of circuits may create the most 
complex states as it links various forms of representation throughout the 
brain (and between brains). Vertical, dorsal– ventral, lateral, interhemi-
spheric, and spatiotemporal forms of integration are all present within the 
narrative process. The “drive to make sense of the mind,” drawing on these 
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multidimensional layers of integration, 
may in part be seen as a way the brain 
achieves a more stable (complex) connec-
tion among its various representational 
processes. The left hemisphere’s effort to 

find cause– effect relationships draws upon the right hemisphere’s retrieval of 
autobiographical and mentalizing representations. Such multilayered integra-
tion may exist independently of narration. In other words, the mind may be 
internally driven to link these layers of representational processes as a func-
tion of achieving coherence within the mind itself. Such internal coherence 
may be revealed within the middle prefrontal cortex’s capacity for response 
flexibility and may reflect the integration of a range of prefrontally mediated 
processes. As we attempt to communicate a shareable set of representations 
within autobiographical stories, we must use the linguistic translations and 
interpretations of the left hemisphere in order to express the narrative of 
our lives. Such a communication process lets us see for ourselves, and share 
with others, the fundamental way in which our minds come to integrate 
 experience.

As we’ve discussed in Chapter 2, Endel Tulving and colleagues have 
postulated a dual role for the frontal lobes on each side of the brain. In 
their “hemispheric encoding– retrieval asymmetry” hypothesis, the left 
hemisphere is seen as the primary mediator of autobiographical encoding, 
whereas the right is responsible for retrieval—and recent studies suggest that 
this is independent of the type of input, verbal or nonverbal.120 Autonoetic 
consciousness gives us the ability to perform “mental time travel,” in which 
we can represent the self in the past, present, and future.121 These studies 
suggest that the ability to make sense of the past and the capacity to create 
our future are intimately interwoven. We have also discussed the possibil-
ity that the consolidation of memory into permanent storage may require 
REM sleep and dreaming, and thus may depend on the synchronous activa-
tion of both hemispheres. We have proposed that this bilateral activation of 
the brain may permit a rhythmic process in which right frontal activation 
retrieves autobiographical representations from more posterior regions of the 
right brain. The transfer of this information to the left prefrontal regions 
may then allow reencoding to occur. In essence, this may be the encod-
ing of the newly assembled representations created from retrieved memory. 
Items in long-term (nonpermanent) storage in this way may be retrieved 
(right side) and encoded (left side) in a process that integrates information 
from recent and more distant past experiences, as well as from imagination, 
current perception, and random activations. As Winson and others have sug-
gested, the electrical activity and neuroendocrine milieu of the REM stage 
of sleep may allow for the consolidation of memory via the induction of the 

Coherent narratives are created 
through interhemispheric 
integration.
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long-term potentiation of synaptic connections.122 This bilateral encoding– 
retrieval process may facilitate the creation of new and strengthened asso-
ciational links. This process may also reveal how memory retrieval acts as a 
“memory modifier” in this setting of bilateral activation, permitting recent 
recollections of the day’s experiences to be synthesized with prior elements 
of memory within a constructive and thematic narrative process.

In this proposal, interhemispheric integration is essential for memory 
consolidation. Dreaming, REM sleep, and cortical consolidation become 
the integrating processes that mediate autobiographical narrative. Blockage 
of these integrating processes may be seen as the core of unresolved trauma 
and may be revealed as one form of incoherence in autobiographical narra-
tives. Autonoetic consciousness may thus be impaired as the ability to inte-
grate representations of the self across past, present, and future is disrupted 
in lack of resolution. This proposal regarding narrative, consolidation, and 
bilateral integration is a hypothesis in need of validation. As Milner, Squire, 
and Kandel have noted, we are still far from understanding the exact mecha-
nisms behind the consolidation process.123 Future research will need to clar-
ify exactly how this consolidation process occurs.

The ways in which interpersonal experience shapes both implicit mem-
ory and explicit memory directly affect our life stories. Narratives, though 
they draw on flexibly accessible explicit memory, are also influenced by the 
more reflective retrieval of implicit recollections. Our dreams and stories 
may contain implicit aspects of our lives even without our awareness of their 
origins in the past. In fact, storytelling may be a primary way in which 
we can linguistically communicate to others—as well as to ourselves—the 
sometimes hidden contents of our implicitly remembering minds. Stories 
make available perspectives on the emotional themes of our implicit memory 
that may otherwise be consciously unavailable to us as remnants of prior 
experiences. This may be one reason why journal writing and intimate com-
munication with others, which are so often narrative processes, have such 
powerful organizing effects on the mind: They allow us to modulate our 
emotions and make sense of the world. Integration, as observed in coherent 
narratives, directly shapes self- regulation.

narrative and Interpersonal Integration

The narrative process also enables a form of interpersonal integration. The 
external expression of narrative through storytelling is inherently influenced 
by listeners’ expectations. In this way, early attachment experiences have a 
direct effect on how children learn to narrate their lives and perhaps to develop 
autonoetic consciousness. Patterns of collaborative communication allow 
children to develop what Trevarthen has called “narratives of cooperative 
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awareness.”124 As parents reflect with their securely attached children on the 
mental states that create their shared subjective experience, they are joining 
with them in an important co- constructive process of understanding how 
the mind functions. The inherent feature of secure attachment— contingent, 
collaborative communication—is also a fundamental component in how 
interpersonal relationships facilitate internal integration in a child. We can 
propose that a parent’s engaging in what we have called “reflective dialogue” 
(focusing on the central importance of mental states in human behavior and 
their manifestations as feelings, perceptions, intentions, goals, beliefs, and 
desires) is also central to both secure attachment and the integrative process 
of co- construction of narratives. Social competence and a sense of autonomy, 
mastery, and self- determination are aspects of resilience that secure attach-
ment fosters.125 We can propose that integration also becomes a developmen-
tal capacity within the foundation of nurturing and reflective early relation-
ships.

Secure attachment facilitates integration in the developing child by allow-
ing for different forms of interpersonal resonance to occur. Left- hemisphere-
to-left- hemisphere resonance takes the form of verbal communication within 
a linear, logical mode of discourse. Right- hemisphere-to-right- hemisphere 
resonance involves the nonverbal components of communication, such as 
tone of voice, gestures, and facial expressions. In the co- construction of stories, 
parent and child enter into a dyadic form of bilateral resonance: Each person enters 
a state of interhemispheric integration, which is facilitated by interpersonal commu-
nication. In this manner, secure attachment involves an intimate dance of 
resonant processes involving left-to-left, right-to-right, and bilateral-to-
 bilateral communication. This highly complex form of collaborative com-

munication allows the dyad to move into 
highly resonant states, and also enables 
the child’s mind to develop its own capac-
ity for integration. Such a capacity may be 
at the heart of self- regulation. In essence, 

integrative communication initiates the activity and reinforces the connec-
tions within integrative neural circuits. Integrative communication culti-
vates neural integration.

With insecure attachments, such contingent, resonant communication 
often does not occur and neural integration is compromised. For example, the 
avoidantly attached child’s and dismissing adult’s experience can be under-
stood in part as dominated by a primarily left- hemisphere form of commu-
nication. These interactions may stem from the parent’s tendency to access 
primarily the nonmentalizing representations of a dominant left- hemisphere 
interpreter. In fact, studies of the correspondence between affective expres-
sion (right hemisphere) and verbal communication (left hemisphere) reveal 

In the co- construction of stories, 
parent and child enter into a dyadic 
form of bilateral resonance.
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such a dis- association in these dyads.126 The capacity to blend the nonver-
bal/prosodic elements of dialogue with those of semantic/linguistic mean-
ing requires the harmonious collaboration between the hemispheres.127 As 
Sroufe has noted, “shared emotion is the fabric of social relationships” and 
“provides the rhythm or punctuation in human interaction and communica-
tion.”128 Thus avoidant attachment reveals an emotional impairment in the 
ability of two minds to communicate fully.129 Resonance and the capacity 
to integrate experience in a complex and interhemispheric way are signifi-
cantly restricted. This absence of shared emotion produces a severe restric-
tion in the level of interpersonal connection that parent and child are able 
to achieve. Such a condition reflects the central role emotion plays as an 
integrating process, both within the mind and between minds.

Within an individual, bilateral integration may occur in creative pro-
cesses of many forms. My clinical work with insecurely attached individu-
als who experience a transformation in their “state of mind with respect to 
attachment” within psychotherapy or other emotionally involving relation-
ships suggests that their new experience of interpersonal connection allows 
them to achieve new levels of mental coherence.130 This new capacity for 
integration—both interpersonal and internal—may create a sense of vitality 
and a release of creative energy and ideas, leading to an invigorating sense of 
personal expression. Such spontaneous and energized processes can give rise 
to participation in various activities, such as painting, music, dance, poetry, 
creative writing, or sculpture. It can also yield a deeper sense of creativ-
ity and appreciation within the “everyday” experience of life: communica-
tion with others, walks down the street, new appreciation of the richness 
of perceptions, feelings of being connected to the flow of the moment. As 
noted in earlier discussions, secure attachment and mindfulness traits have 
been shown to correlate with each other.131 This finding suggests that secure 
attachment, mindfulness, and even mental well-being all share neural inte-
gration as a common fundamental mechanism. Life becomes a process, not 
merely a product. This experience of creativity may in part be derived from 
the way in which activated elements in one modality freely recruit those 
in another. This is truly how integration broadens and builds connections 
in our lives. Much of this is nonconscious, but the new resonance among 
processes can give rise to an awareness of the activated flow of an emerging, 
coherent mind. Many people find this sense of vitality, intensity, and clarity 
to be quite exhilarating.

The integrating experience of resonance also gives rise to a sense of 
spontaneity and creativity when it occurs between two people. Such vibrant 
connections between minds can be seen within various kinds of emotional 
relationships, such as those of romantic partners, friends, colleagues, teachers 
and students, therapists and patients, and parents and children. Two people 
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become companions on a mutually created journey through time. Interper-
sonal integration can be seen in spontaneous, resonant communication that 
flows freely and is balanced between continuity, familiarity, and predictabil-
ity on one side and flexibility, novelty, and uncertainty on the other. Neither 
partner of a dyad is fully predictable, yet each is quite familiar. Each one’s 
differences are honored and encouraged, while compassionate communica-
tion connects each to the other. The collaborative communication between 
the two is not merely a reflective mirror, but a reciprocal, contingent pro-
cess that moves the pair into vibrant states neither alone could achieve. The 
resultant evolving process creates a sense of the emerging complexity and 
coherence of integrating minds.

Integration is a central organizing principle for how the human mind 
develops across the lifespan. It can inform the way we approach child rearing 
in education and in families,132 in psychotherapy,133 and in our understand-
ing of contemplation.134 Learning to be flexible and fully present in our 
lives, and being kind and compassionate to others and to ourselves, are the 
ultimate outcomes of living an integrated life.

REFLECTIOnS: InTEGRaTInG MInDS

As the mind emerges within the flow of self- states, it creates coherence 
across these states by a process we have defined as “integration.” Integration 
allows the mind to experience the mutual co- regulation of energy flow and 
information processing, which permits adaptive, coordinated functioning. 
Incoherence derives from the inflexible, maladaptive, and restricted flow of 
energy and information within the mind across time. Interpersonal processes 
can facilitate integration by altering the restrictive ways in which the mind 
may have come to organize itself.

Creating coherence is a lifetime project. Integration is a process, not a 
final accomplishment. This process perhaps is best seen as a form of “reso-
nance,” defined as the mutually influencing interactions between two or more 
relatively independent and differentiated entities. This resonance allows two 
systems to amplify and co- regulate each other’s activity. In the case of one 
mind, integration allows for the spontaneous flow of energy and information 
within the whole brain and body. This spontaneity does not mean random 
activation, but the flexible influence of layers of processes upon each other. 
By contrast, insecure attachment patterns produce incoherence. Individuals’ 
adaptations to suboptimal parenting experiences place marked restrictions 
on their capacity for resonance— within their own minds and with other 
minds.
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Autobiographical narratives can reveal integration or incoherence. A 
coherent narrative reveals a blending of left- and right- hemisphere processes. 
The interpreting left hemisphere is driven to weave a tale of what it knows. 
When access to the right hemisphere’s representational processes is limited, 
such a tale is incoherent. When the mentalizing, primary emotional, soma-
tosensory, and autobiographical processes of the right hemisphere can be 
drawn upon, the left brain is able to “make sense” by integrating a coherent 
life story. Bilateral integration promotes coherent narratives.

The multilayered resonance of contingently communicating dyadic 
states allows each individual to acquire new integrative capacities. Two peo-
ple connect across space by means of the flow of energy and information 
from both sides of each brain. This flow is contained within patterns of 
communication. As seen in attachment relationships, the development of the 
mind depends upon the basics of contingent, collaborative communication. 
Acquiring the capacity for integrating coherence comes from dyadic com-
munication. Emotional attunement, reflective dialogue, co- construction of 
narrative, memory talk, and the interactive repair of disruptions in con-
nection are all fundamental elements of secure attachment and of effective 
growth enhancing interpersonal relationships.

Connections between minds therefore involve a dyadic form of reso-
nance in which energy and information are free to flow across two brains. 
When such a process is in full activation, the vital feeling of connection 
is exhilarating. When interpersonal communication is “fully engaged”—
when the joining of minds is in full force—there is an overwhelming sense 
of immediacy, clarity, and authenticity. It is in these heightened moments 
of engagement, these dyadic states of resonance, that one can appreciate the 
power of relationships to nurture and to heal the mind.
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Epilogue
A Framework for Cultivating Integration

A s we come to the end of our journey into the developing mind, I want to 
make some brief suggestions about ways of applying the approach to inte-

gration described in this book. When a person, dyad, family, group, organi-
zation, or community experiences chaos and/or rigidity, then we know that 
integration is impaired.1 The key to moving the system toward well-being is 
to identify which elements are not differentiated and/or linked. This search-
and- integrate process is helped by categorizing a set of “domains of integra-
tion” that can be the focus of the effort to bring health to a system.

The following nine domains are important areas for energy and infor-
mation to flow in an integrated way to create well-being, as described in var-
ious ways within this book’s nine chapters. These domains are also areas in 
which integration can be blocked. They provide a reasonable way to describe 
the terrain of differentiation and linkage. The nine domains are integration 
of consciousness, bilateral integration, vertical integration, memory integra-
tion, narrative integration, state integration, interpersonal integration, tem-
poral integration, and transpirational integration. Together, they represent 
one way to begin to apply IPNB and its integration framework to your daily 
life in a practical and, I hope, useful way.

In each of these domains, we can ask the following general questions. 
What aspects of this domain can be segregated functionally, temporally, or 
spatially so that differentiation is possible? How can this domain’s subcom-
ponents be differentiated, or their differences cultivated and refined? Once 
they are differentiated, how do they become linked? Is the linkage severely 
restricted, limiting integration? Is the linkage accompanied by long- lasting 
dissolution of the differentiation, so that subcomponents lose their authen-
tic, unique specializations? Linkage naturally entails “phase synchroniza-
tion” so that resonance is achieved in the moment, but remember once again 
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that achieving integration is more like making a fruit salad than making a 
smoothie: Individual components do not become lost in the blender. Het-
erogeneous functioning imbues integration with a sense of harmony, rather 
than the sameness of a homogeneous mixture.

THE nInE DOMaInS OF InTEGRaTIOn

Integration of Consciousness

What can be differentiated within consciousness? As we have explored in 
Chapter 1, the subjective experience of awareness (the quality of knowing) 
and the object of awareness (that which is known) are separable elements 
of our conscious experience. Furthermore, the various objects of awareness 
can be differentiated from one another—the five senses from sight to touch; 
the sixth sense of the interior of the body; the “seventh sense” of mental 
activities; and our “eighth sense” of our interconnections with others and the 
world. When these aspects of consciousness are not differentiated, the expe-
rience of being aware can have a blurry quality, like an out-of-focus photo. 
The resulting image lacks depth, clarity, and stability. What we see is blurred 
in the focus of our attention. We may also view the object of attention as 
the totality of our identity when we do not distinguish awareness from that 
object of which we are aware. An intense emotion becomes who we are, not 
what we are feeling temporarily at that moment in time.

A practical approach to cultivating the integration of consciousness is the 
“Wheel of Awareness” practice—a form of focusing attention in an integra-
tive, mindful way, as discussed in Chapter 7. In this metaphor for the mind, 
the hub represents awareness, and the points on the rim of the wheel represent 
that which we can be aware of—from sights and sounds to our sense of the 
body, our thoughts and feelings, and even our sense of connections to others. 
These are the elements of consciousness that can be differentiated from one 
another, and then linked. A metaphoric spoke can be sent systematically from 
the hub to any point on the rim. This integrative practice has been found 
to be quite useful with a wide range of people, including elementary school 
children. It is designed to be an integration-of- consciousness practice, but it 
also meets all the criteria for being a mindfulness practice: It cultivates curios-
ity, observation, acceptance, and a loving stance toward the self and others.

Bilateral Integration

As we’ve seen, the left and right hemispheres are quite distinct from one 
another. The two hemispheres have “intrinsic factors” from life in utero that 
differentiate the two sides. As we have explored in Chapter 6, impediments 
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to differentiation can be present from innate causes (e.g., autism and nonver-
bal learning disabilities) or from experiential causes (e.g., suboptimal attach-
ment). Impaired differentiation means that linkage is not possible, given that 
one needs to link elements that are distinct from one another. In autism, for 
example, there may be a premature closure of the early period of differen-
tiation; as a result, the brain is actually larger, but its various areas are not 
uniquely specialized.2 In avoidant attachment, the hypothesis is that the left 
hemisphere is excessively differentiated and the right is underdifferentiated. 
Interventions would then be created to promote differentiation first, and 
then to cultivate linkages.

Linkage of the left and right hemispheres happens naturally in most 
people, so that we can say the brain generally works as an integrated whole. 
But for some, this does not occur. We can see impaired bilateral integration 
with incoherent narratives, with dysfunctional interpersonal interactions, 
and with blocked access to an internal awareness of emotions and bodily 
sensations. A systematic program can be created to promote the collabora-
tive work of each of these ways of knowing and being in the world, left and 
right.3 The key in the overall approach to integration is to remember that 
the linkage of differentiated parts is a natural drive of a system to organize 
itself as it maximizes complexity. For bilateral integration, what this often 
means is discovering the fundamental process that is preventing each way of 
knowing from being equally valued; it may be a response to an event, the 
avoidance of a feeling, or a belief. With this new awareness, cooperation 
across the corpus callosum can then be achieved. Remember this: Openness 
to the body’s sensation and the accompanying wash of emotion is a nonra-
tional, often ambiguous experience that can create a sense of vulnerability. 
These right-sided subjective sensations may feel quite fragile in the face of 
the more rational, logic-based, and language- defined left. Vulnerability is a 
sign of strength, however. Protecting the sometimes timid right in the face 
of the sometimes overly certain (and dogmatic) left is important in promot-
ing bilateral integration. At other times and for other people, an excessively 
flooding right hemisphere needs the clear and rational soothing of the more 
somatically distant left hemisphere. Neither side is better than the other. The 
key to living a creative and fulfilling life is collaboration, not obliteration. 
Integration across the hemispheres entails respecting differences while cul-
tivating collaborative connections between these two important but distinct 
ways of knowing.

vertical Integration

If consciousness arises from the complex assemblies of neural firing in tem-
porary phase synchronizations that involve a range of neural processes, 
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especially in the cortex, then vertical integration entails the awareness of 
subcortical input. Literally, this means focusing conscious attention on the 
data from the body proper, the brainstem, and the limbic regions. Because 
these areas are anatomically “lower” than the cortex, we call this “vertical 
integration.” Differentiation along this axis is usually well established, given 
that in utero growth of the fetal nervous system occurs from bottom to top, 
and then from back to front. Recall that the nervous system has extensive 
innervation throughout the whole of the body— reaching to our muscles 
and bones, and distributed throughout our hollow organs, giving us the 
visceral input of the heart, lungs, and intestines. All of this “wisdom of the 
body” comes up the vagal nerve and up Lamina I in the spinal cord; makes 
stopovers in the brainstem and limbic/hypothalamic regulatory areas; and 
emerges into the middle prefrontal cortical regions of the anterior cingulate 
and insula, primarily on the right side of the brain. I am using the word 
“brain” here to mean the brain in the skull, or “head brain.” It is reasonable 
to call the intestinal input the “gut brain” and the heart’s input the “heart 
brain.” The “brain” is an embodied brain. Vertical integration makes this 
reality a part of conscious experience.

A simple exercise can offer others a direct experience of vertical inte-
gration—or the lack of it. Say “no” firmly seven times, and then follow that 
with a gentler “yes” seven times. “No” often elicits the reactive brainstem 
states of fight– flight–freeze. “Yes” activates the state of openness and social 
engagement, involving limbic and prefrontal modulation of the state of reac-
tivity to one of receptivity. These bodily felt sensations of being reactive 
versus being receptive are a part of interoception— literally, the perception 
of the interior, which is what enables us to cultivate vertical integration. 
Often when someone has difficulty with interoception, there are important 
causes; going gently into this terrain is helpful. The window of tolerance for 
being aware of bodily states can be quite narrow if early attachment experi-
ences were not supportive or if someone is innately sensitive or has intense 
responses. We live in our bodies, but sometimes we treat the body more like 
a transportation vehicle for the head than like a sanctuary of peace and plea-
sure, clarity and intuition.

Memory Integration

In Chapter 2, we have explored the layers of memory as they move from 
initial encoding in implicit forms of perception, bodily sensation, emotion, 
and behavioral response into the assembled puzzle pieces of explicit factual 
and autobiographical memory storage. As a child grows, he develops the 
important, socially shaped capacity to have a sense of self across time. This 
is embedded in implicit circuitry, and then is integrated by the hippocampus 
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into explicit memory. Sometimes this process is blocked, as in trauma. When 
differentiated implicit memory remains in pure form, it can be seen as the 
flooding of emotion and images, automatic and sometimes rigidly dysfunc-
tional behavioral habits, and intrusive bodily sensations. Implicit memory 
also involves mental models based on prior experiences that filter our percep-
tions. One important aspect of implicit memory is that it can be retrieved 
and influence our conscious experience without our knowing that some-
thing from the past is having an impact on our lives.

Memory integration is the linkage of differentiated implicit memory 
into the explicit forms of factual and autobiographical memory with which 
we can exercise intention and choice. This makes our lives more flexible. 
Memory integration can make the difference between PTSD, with its 
impairments, and posttraumatic growth. Understanding memory integra-
tion helps bring clarity and resolution to overwhelming past events.

narrative Integration

We humans are a storytelling species—one that “knows we know” (Homo 
sapiens sapiens). For at least forty thousand years (since the days of our early 
cave paintings), we have been making sense of our world by bringing the 
inside out, sharing what we see through our eyes with others. Narrative 
development is rich with examples of how our interpersonal relationships 
shape not only what and how we remember, but also how we learn to put 
words together to tell our experiences to others in story form. A story is 
the linear telling of a sequence of events, and so naturally narrative integra-
tion involves the left hemisphere’s linguistic, logical, linear drive to explain 
the cause– effect relationships of things in life. But autobiographical storage 
and the ability to understand our mental lives are predominantly right-sided 
affairs, suggesting that to tell a coherent story of our lives, we need collabo-
ration between these two differentiated, lateralized ways of seeing and being 
in the world.

Narrative integration is the way we harness the power of the left and the 
storage of the right to make sense of our lived experience. The emergence 
of coherent narratives thus arises from bilateral integration and from intra-
hemisphere integration. Sometimes a coherent narrative can seem to have 
“appeared out of nowhere”—for example, as a person comes to resolution 
of some troubling event. James Pennebaker and colleagues have shown that 
the mere act of writing in a journal (as compared to dancing or drawing as 
an expression of a difficult past experience), even if never shown to anyone 
else, can have profound positive effects on bodily and mental well-being.4 
Narrative integration is about making sense of our lives, and the research is 
clear that it makes sense to make sense.
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State Integration

We’ve seen throughout our journey, and especially in Chapter 5, that the 
emergent mind arises from the interaction of neural and relational processes. 
Within our families, or with particular friends, we can become more likely 
to act in certain ways. We should choose our life partners and our friends 
wisely, as they will profoundly influence not just what we do and talk about, 
but actually who we will be. We are relational creatures, and the “self” is 
created in part within relationships. But our state of being in the moment—
the self-state that arises—is also shaped by the synaptic shadows that reflect 
the ways we have adapted to our past experiences; by how those experiences 
have affected us directly; and also by innately determined neural develop-
ment processes, such as genes, epigenetic controls, and toxic exposures. In 
other words, neural connections are shaped by both experience and by con-
stitution to create personality. “Personality” can be described as the procliv-
ity to travel down certain developmental pathways that directly shape self-
 regulation and our emotional lives.

How can one state of being, or state of mind, be differentiated from 
another? If I am in need of solitude, do I give myself permission to have 
time alone? Or is my gregarious state dominant, and do I thus feel guilty 
about saying “no” to offers for social events? Recognizing and then respect-
ing the differing and often conflictual needs of distinct self- states is a part 
of “inter-state” integration. This can entail cultivating coherent function-
ing within a given state. So I give myself permission to learn to sail, and I 
cultivate a guilt-free (or minimally guilty) state of pleasure with time on the 
water, wind in my face, and tiller in my hand. This is a part of “intra-state” 
integration. Living a rich and full life entails at least these two aspects of dif-
ferentiating (inter-state and intra-state) and then linking the many selves that 
define who we are. We also have an “interpersonal state,” which involves the 
next domain of integration.

Interpersonal Integration

Moving from “me” to “we” involves the differentiation of a personal, indi-
vidual self and then the linkage of this self to another. A balanced relation-
ship is an integrated entity. Often people come for clinical help with rela-
tional difficulties; they find their connections with others filled with chaos 
or rigidity. Fighting, emotional outbursts, and impulsive and sometimes 
destructive behaviors can dominate a relationship. For others, or at other 
times, a stagnant quality of predictability and boredom fill the relational 
landscape. In either case, integration is impaired. When one searches for the 
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impediments to differentiation and/or linkage, they are often found in both 
members of the relationship.

The synaptic side of relational conflict can be revealed with the narra-
tive window that the AAI offers. If this is being explored with a couple, then 
often we see how the partners get lost in familiar places; in other words, they 
have self- fulfilling prophecies that arise to reinforce the very conditions that 
these persons had as children. Interpersonal integration involves the hon-
oring and relishing of differences while cultivating compassionate connec-
tions with others. One of the challenges of making interpersonal integrative 
changes is that people can fear being engulfed by another’s needs, or having 
their own needs for closeness, once acknowledged, go unmet. The retreat 
into isolation can sometimes feel more controllable than being flooded with 
a sense of needing another person for comfort and connection.

As we’ve discussed, for some the feeling of shame is subterranean, 
beneath the radar of awareness, and yet it dominates the relational world. 
With shame, people can have a buried belief of the self as defective, unwor-
thy of connection, “damaged goods.” When people learn both conceptually 
and viscerally that shame has its developmental roots in impaired attach-
ment, the path is opened to heal that early relational wound. It may have 
been a person’s way of preserving her sanity to think that she as a child was 
the defective one, rather than seeing her parents as the ones in trouble. The 
young child would have been paralyzed by terror of death if she believed that 
her parents were not able to be protective. Such reflections are the gateway 
to letting shame be understood and released. With such internal changes, the 
opportunity for interpersonal integration is made available; people can feel 
whole as they remain differentiated and yet deeply and intimately linked to 
others.

Temporal Integration

As we journey through life connecting with others, we also live within the 
homes of our bodies, which travel across the course of a lifespan with us. Not 
only do we have bodily selves, but we have cortices that are able to make 
maps of all sorts of things, including maps of time. These dogs sitting by 
my side as I write do not have the cortical architecture (we think) to make 
a map of time. When the sun rises, they know I’ll feed them soon, and they 
are excited. Each meal is like the first time they’ve eaten. Yet we humans 
often compare what is happening now with what occurred before. We may 
know that today is unique, but we also know that we cannot be certain of 
anything that life may bring. We may long for certainty, but we know that 
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we cannot predict or control the outcome of things. We also know, because 
of our time- mapping cortical columns, that nothing lasts forever. Everything 
is transient. We all must die. My dogs are probably blessed with not having 
to worry about all of this.

Temporal integration is the way we differentiate our longings for cer-
tainty, permanence, and immortality from—and link them with—the real-
ity of life’s uncertainty, transience, and mortality. When people deny one 
or the other side of this temporal slate, rigidity or chaos can ensue. A dear 
friend recently had a cancer successfully removed, yet she became profoundly 
depressed. At fifty years of age, she told me, she had never thought she’d 
have to face becoming ill or dying. She actually is not that unusual, as many 
people deny death and live as if this will never befall them. Her depression, 
even in the face of her full recovery from the surgery, is an example of a 
rigidity that comes from impaired temporal integration. These existential 
issues are a theme of our common humanity and a fundamental part of the 
world’s major religions. Learning to embrace our longing for certainty and 
constancy in the face of life’s realities is the essence of embracing temporal 
integration at the heart of our human lives.

Transpirational Integration

In my work as a psychotherapist over the past twenty-five years, I have found 
that using this model of integration has been a powerful way to reconceptu-
alize human development. As people I worked with in therapy dove deeply 
into the eight domains just discussed, they would come to a common shift 
in their lives. This signaled the need to conceptualize a ninth domain of 
integration.

Transpirational integration signifies “breathing across” the other domains 
of integration—a kind of “integration of integration.” This form of integra-
tion involves a person’s sense of coming to feel connected to a larger whole. 
The “larger” here refers to a sense of belonging to something bigger than 
merely a bodily defined sense of self (as in vertical integration), or even to 
friends and family, as in interpersonal integration. Transpirational integra-
tion has the feeling that joining with others to give back to the world is as 
natural as taking care of oneself. For example, people may find themselves 
with a deep drive to help with cleaning up the local environment, reducing 
hunger in the community, or working to reduce child slavery or trafficking 
of young women. Even when the outcome of their efforts may not be known 
for decades, people may still feel the drive to become part of something 
larger than themselves— something that will make this home we share, our 
planet Earth, a better place for years ahead.
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InTEGRaTIOn anD THE “SELF”

The word “self” can be misleading. For some, “self” is a personalized iden-
tity defined by the body. “I” feed “myself” dinner, meaning that this body 
is eating food. But when we experience the integration of consciousness, 
such as in doing the Wheel of Awareness practice, we come to distinguish 
the experience of knowing (the wheel’s hub) from that which is known (the 
wheel’s rim).5 Many come to sense the infinite possibility of awareness con-
tained within the differentiated inner hub. This awareness often gives rise 
to a sense of knowing that the body, a point on the rim, is only one of many 
ways to define what “the self” actually is. Defining the self as a singular noun 
is limiting. A broader view is that a self is a part of a much larger intercon-
nected whole: the self can be seen as a “plural verb.” When we reflect on the 
notion of mind as an emergent process of energy and information flow in our 
bodies and in our relationships, we come to sense that our personal experi-
ence is a “node” in which energy and information flows through us, con-
nects us to other nodes of flow, and makes us a part of a larger “mindweb” of 
interconnected individuals now, and across time. Within that interconnected 
whole rests the many ways we can experience our “selves” in the world.

Science reveals our deeply social and neurally embodied minds. When 
we embrace this perspective, we can see how health emerges from the inte-
gration of our interpersonal and bodily selves. Studies of happiness, health, 
and wisdom each reveal that positive attributes are associated with helping 
others and giving back to the world. We achieve a deep sense of meaning and 
accomplishment when we are devoted to something beyond our personal, 
individual concerns. Integration creates health and expands our sense of who 
we are in life, connecting us to others and a wider sense of ourselves. Being 
compassionate to others, and to ourselves, is a natural outcome of the healthy 
development of the mind. Kindness and compassion are integration made 
visible. If we take on the challenge of integration across its many domains, 
we may just be able to make a meaningful difference in the lives of people 
here now, and for future generations to come.
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Glossary

Action potential: The process of the neuron in which charged particles, or ions, 
flow in and out of the membrane to create the equivalent of an electric flow down 
the long axonal length of the neuron.

Affect: The way an internal emotional state is externally revealed. Also called 
“affective expression.”

Affect regulation: The mechanisms by which emotion and its expression are 
modulated.

Alignment: The process by which the internal state of one person is altered to 
reflect the internal state of another individual.

Amygdala: Part of the centrally located limbic regions of the brain. This almond-
 shaped cluster of neurons is involved in the appraisal of meaning, the processing of 
social signals, and the activation of emotion. Along with the orbitofrontal cortex 
and anterior cingulate, it plays a crucial role in coordinating perceptions with 
memory and behavior.

Anterior cingulate cortex: A curved structure at the top of the limbic area/bot-
tom of the prefrontal region that coordinates a number of processes, including the 
focus of attention, the registration of bodily states (such as pain), and the social 
representation of interactions (such as rejection).

Anterior insula: The frontmost part of the insula (see below). It serves as a vent-
rolateral prefrontal region that transfers information in a vertical fashion between 
the cortex and the subcortical regions, including the limbic areas and the body 
proper.

Apoptosis: The diminution or pruning of synaptic connections in the absence of 
stimulating experience. Also called parcellation.

Appraisal– arousal: The second phase of an emotional response, following initial 
orientation and preceding the creation of categorical emotion.
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Attention: The process that regulates the flow of information. Attention can be 
within awareness as “focal attention,” or it can be outside of awareness as “nonfo-
cal attention.”

Attractor states: Reinforced patterns or activated states of mind that are fairly 
stable in specific conditions or contexts. These states “attract” particular neuron 
firing patterns that then reinforce their own creation. Attractor states constitute a 
way that a system organizes itself and achieves stability in the moment.

Autonoesis/autonoetic consciousness: Self- knowing awareness, associated with 
episodic and autobiographical memory and connected to “mental time travel”—
the linkage of past, present, and anticipated future.

Autonomic nervous system: A system extending from the head down into the 
body; it regulates heart rate, respiration, and other bodily functions. Sometimes 
abbreviated as “ANS.” A basic view of the ANS is that it consists of two branches, a 
sympathetic branch (the “accelerator”) and a parasympathetic branch (the “brakes”). 
See sympathetic nervous system and parasympathetic nervous system.

Awareness: The mental experience of consciousness. Awareness involves a sense of 
knowing and often includes that which is known.

Axon: A long portion of a neuron, which extends from the cell body out to make 
synaptic connections with other neurons.

Basal ganglia: A set or cluster of neurons beneath the outer cortex, thought to 
mediate rule- guided behavior.

Brain: Here viewed as the extended nervous system distributed throughout the 
entire body and intimately interwoven with the physiology of the body as a 
whole. It is the embodied neural mechanism that shapes the flow of energy and 
information.

Brainstem: A lower brain structure, deep within the skull. It mediates states of 
arousal and alertness, and regulates the physiological state of the body (tempera-
ture, respiration, heart rate). It also houses the clusters of neurons that activate the 
fight– flight–freeze survival reactions.

Categorical affects: The external expressions of categorical emotions.

Categorical emotions: The third stage of an emotional response; they involve 
differentiation of initial orientation and appraisal– arousal. Sadness, anger, fear, 
surprise, and joy are examples of categorical emotions. See also primary emo-
tions and emotions.

Cell membrane: The protein–lipid layer surrounding the cell. For the nervous 
system, the cell membrane functions to transfer electrochemical energy flow in 
the form of an action potential (ions flowing in and out of neuron through the 
membrane) and chemical release via neurotransmitters at the far end of the axon.

Central nervous system: The components of the nervous system, such as the 
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skull- enclosed part of the brain, that connect with the peripheral nervous system 
(which is spread throughout the body). Sometimes abbreviated as “CNS.”

Cerebellum: A portion of the brain at the back of the skull that plays an important 
role in integrating bodily information with emotional and cognitive processing.

Circuit: A set of interconnected neurons that are linked by genetics and experience 
to carry out specific functions, such as perception or action.

Coherence: The fluid and adaptive flow of integrated elements across time. Coher-
ence is created across states of mind as a form of diachronic (across-time) integra-
tion.

Cohesion: The quality of elements sticking together. Cohesion exists within a 
given state of mind as a form of synchronic (in-the- moment) integration. Cohe-
sive states of mind can be highly functional and responsive to the environment, 
but if they are excessively rigid and not flexible across time, they can lead to dys-
functional reactions.

Conceptual (or categorical) representations: Prelinguistic representations that 
symbolizes the mind’s creation of ideas, such as notions about the mind itself. 
They have no direct correlates in the external, three- dimensional world and so 
are abstract—for example, freedom or compassion.

Consciousness: The subjective experience of being aware. It has two dimensions: 
access to information, and the phenomenal or subjective personal quality of an 
experience. See also awareness.

Consilience: The discovery of common findings from independent disciplines. 
The term was popularized by E. O. Wilson in 1998. Consilience is the intellectual 
approach to the field of IPNB.

Constraints: Factors that are modified by complex systems in order to balance 
continuity and flexibility. Constraints are internal (e.g., synaptic strengths) and 
external (e.g., interpersonal relationships). Constraints form the context that 
shapes the mind.

Contingent communication: A way in which the signals of one person are (1) 
perceived, (2) made sense of, and (3) responded to in a timely and effective man-
ner. They are based on affect attunement and sensitivity to another’s nonverbal 
signals.

Corpus callosum: The connecting fibers that link the left and the right hemi-
spheres of the brain.

Cortex: See neocortex.

Cortical consolidation: The process by which encoded memories are integrated 
into cortical representations for long-term storage and are then free from depen-
dence on the hippocampus for retrieval. It may be a fundamental outcome of 
dreaming and sleep.
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Corticosteroids/cortisol: Sometimes known as the “stress hormone,” cortisol is 
released during stress to alter metabolism in an adaptive manner.

Default mode of the brain: The resting state of brain function that is present 
when an individual is given no task to perform.

Dendrites: The receiving ends of neurons.

Dorsal: A term referring to the back of something, as opposed to the ventral side. 
See ventral.

Dorsal dive: The activation of the dorsal branch of the primitive vagal nerve, in 
which blood pressure and heart rate both drop when a sense of helplessness arises 
and a flaccid freeze or feigned death response is engaged. It can lead to fainting.

Ecphoric sensation: A feeling that a recalled memory is accurate, whether or not 
it is. Ecphoric sensations give the signal that something is coming from the past. 
Déjà vu may be an example of a neurologically activated ecphoric sensation in the 
absence of accurate recall.

Ecphory: The process of reactivating explicit memory when there is a match 
between retrieval cue and memory representation.

Elaborative appraisals: Brain processes that assess whether a stimulus is “good” 
or “bad,” and that determine whether an organism should move toward or away 
from the stimulus.

Emergence/emergent property: A process arising from the interactions of a 
complex system’s basic parts. Emergence makes the whole greater than the sum 
of its parts.

Emotions: Changes in the state of integration. Within the brain, an emotion links 
various systems together to form a state of mind. It also serves to connect one 
mind to another. Emotional processing prepares the brain and the rest of the body 
for action, to “evoke motion.” See also primary emotions and categorical 
emotions.

Emotion regulation: See affect regulation.

Encoding: The process by which neural activation during experience alters syn-
aptic strengths.

Energy: A term from physics that means the capacity to do something. Energy 
comes in various forms, such as kinetic, thermal, nuclear, electrical, and chemical. 
The nervous system functions by way of the flow of electrochemical energy.

Engram: The initial impact of an experience on the brain; the encoding of a new 
memory.

Epigenesis: The process in which experience alters the regulation of gene expres-
sion by way of changing the various molecules (histones and methyl groups) on 
the chromosome.
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Episodic memory: The encoding, storage, and retrieval of a sense of self as expe-
rienced in one specific episode of time.

Experience- dependent: The form of neural growth in which novel experience 
induces the activation of genes to create the proteins that result in new synapse 
formation or synapse strengthening.

Experience- expectant: The form of neural growth in which synapses grow on 
the basis of genetic information, and the maintenance of these synapses relies 
upon the exposure of the organism to “expected” stimuli, such as light, sound, or 
caregiving. Lack of such stimuli leads to the loss of these genetically established 
connections.

Explicit memory: The layer of memory that during recall is coupled with an inter-
nal sensation of remembering. There are two forms: semantic memory (factual) 
and episodic memory (with repeated episodes being called “autobiographical”). 
The encoding or deposition of explicit memory requires focal, conscious atten-
tion. Without focal attention, or with excessive stress hormone (cortisol) release, 
items are not encoded explicitly but are encoded in implicit form.

Frontal lobes: The lobes at the front of the cerebral cortex; they make linkages 
among widely distributed processes fundamental to higher thinking and plan-
ning.

Gene expression: The process by which information on the chromosome, a gene, 
is transcribed into RNA and then translated into proteins so that changes in ana-
tomic structure can be created. For the nervous system, gene expression leads to 
synaptic growth. Epigenetic factors regulate gene expression.

Glial cells: Fundamental cells of the nervous system, numbering in the trillions; 
they are generally smaller than neurons and carry out a number of functions. 
They support neurons through myelin production and regulating blood flow.

Hippocampus: Located in the central part of the brain, this seahorse- shaped struc-
ture is a part of the medial temporal lobe limbic area. The hippocampus plays a 
central role in flexible forms of memory, in the recall of facts and autobiographi-
cal details. It gives the brain a sense of the self in space and in time, regulates the 
order of perceptual categorizations, and links mental representations to emotional 
appraisal centers.

Hypothalamic– pituitary– adrenocortical (HPA) axis: A system that responds 
to stress and its function over time, which can be adversely affected by trauma.

Hypothalamus: Located in the lower region of the brain, near the pituitary, 
this structure is responsible for physiological homeostasis as a master hormone 
 regulator.

Implicit memory: Involves parts of the brain that do not require conscious, focal 
attention during encoding or retrieval. Perceptions, emotions, bodily sensations, 
and behavioral response patterns are all examples of implicit layers of processing. 
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Mental models (schema or generalizations of repeated experiences) and priming 
(getting ready to respond) are basic components. Implicit memory in its uninte-
grated form lacks a sense that something is being recalled from the past.

Information: Patterns of energy that have symbolic meaning. Information is also 
an active process, in that it gives rise to further processing in cascades of associa-
tions and linked meanings that emerge over time.

Insula: A structure in the middle prefrontal cortex that links bodily processes to 
higher cortical areas. Information from the body streams up the spinal cord’s 
Lamina I and reaches to the brainstem and then the insula. First the dorsal and 
then the right anterior part of the insula seem to be involved in the process of 
interoception (see below). Its direct link to other middle prefrontal areas, such 
as the anterior cingulate, by way of spindle cells has been associated with forms 
of self- awareness.

Integration: In general, the linkage of differentiated elements. The mind’s process 
of linking differentiated parts (distinct modes of information processing) into a 
functional whole is postulated to be the fundamental mechanism of health. With-
out integration, chaos, rigidity, or both ensue. Integration is both a process and 
a structural dimension, and can be examined, for example, in the functional and 
anatomic studies of the nervous system.

Internal working model: A mental model derived from experiences. Repeated 
interaction with an attachment figure shapes a child’s mental models and expecta-
tions for future interactions. These working models are open to change through-
out the lifespan.

Interoception: The ability to know what we are feeling—to become aware of 
internal bodily states and affective arousal. This awareness seems to involve action 
of the right anterior insula in the prefrontal cortex and is correlated with the 
capacity for empathy for the feelings of others.

Interpersonal neurobiology (IPNB): A consilient field that embraces all branches 
of science, as it seeks the common, universal findings across independent ways of 
knowing in order to expand our understanding of the mind and well-being.

Lateral prefrontal cortex: Also known as the “dorsolateral prefrontal cortex,” 
this region is thought to be a primary center for focal, conscious attention as it 
links to activities in other regions of the brain.

Limbic regions: Located in the central part of the brain called the medial temporal 
lobe, these areas include the amygdala and hippocampus; they coordinate input 
from the higher cortical regions, with streams of input from the lower brainstem 
and the body proper. Limbic structures permit integration of a wide range of 
mental processes, such as appraisal of meaning, processing of social signals, and 
the activation of emotion. The limbic area evolved during our mammalian evolu-
tion and is thought to be essential for attachment.
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Long-term potentiation: A way in which the firing of neurons strengthens their 
synaptic connections to one another and increases the probability that the pattern 
will be repeated. Sometimes abbreviated as “LTP.” This is one process by which 
experience leads to structural changes in the linkages among neurons during the 
encoding of events into long-term memory.

Memory: The way past events affect future function; the probability that a par-
ticular neural network pattern will be activated in the future. See also implicit 
memory and explicit memory.

Mentalization: The ability to understand other people’s minds; a form of meta-
cognition (see below). It is also related to theory of mind, mind- mindedness, 
mind perception, psychological- mindedness, reflective function, and aspects of 
mindsight.

Metacognition: A form of “thinking about thinking” that starts developing in the 
early years of life. It includes learning that there is a distinction between actual 
reality and the appearance of reality (“the appearance– reality distinction”); that 
feelings influence thinking and behavior (part of “emotional intelligence”); that 
what you believe and perceive and what I believe or perceive may both have 
validity but be different (“representational diversity”); and that what we believe 
at this moment may change in the future (“representational change”).

Middle prefrontal cortex: A portion of the cerebral cortex consisting of medial, 
ventral, orbitofrontal, and anterior cingulate cortices. The neural circuits in this 
interconnected set of regions function to integrate the processing of social infor-
mation, autobiographical consciousness, the evaluation of meaning, the activa-
tion of arousal, bodily response, and higher cognitive processing. Nine middle 
prefrontal functions are body regulation, attuned communication, emotional 
balance, fear modulation, flexibility of response, insight, empathy, morality, and 
intuition. These are the outcomes of mindfulness meditation practice and (the 
first eight) of secure attachment relationships.

Mind: A process that includes at least three fundamental aspects: (1) personal, sub-
jective experience; (2) awareness; and (3) a regulatory function that is an emer-
gent, self- organizing process of the extended nervous system and relationships. A 
core aspect of mind is defined as an embodied and relational process that regulates 
the flow of energy and information.

Mindful awareness: Awareness of present- moment experience, with intention 
and purpose, without grasping at judgments. It includes having an open stance 
toward oneself and others, emotional equanimity, and the ability to describe the 
inner world of the mind.

Mindsight: The ability to see the internal world of self and others, not just to 
observe behavior. It is the way we not only sense but also shape energy and infor-
mation flow within the triangle of mind, brain, and relationships and move that 
flow toward integration.
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Mindsight maps: Creating representations of the mind within the mind. Three 
such mindsight maps are of “me” (insight), “you” (empathy), and “we” (a sense of 
belonging to a larger whole).

Modality: An organizational functional process of the brain that links similar rep-
resentation modules into a mode, such as those involving visual perception to 
form the visual mode. Modes or modalities can themselves be coordinated to 
form a “system”—in this case example, a system of cross- modality perception 
linking vision with hearing.

Module: A set of neural circuits carrying a certain type of (usually localized) infor-
mation and using a similar form of neural signal or code. Modules can be linked 
together to form a mode; modes come together to form a system.

Mood: The general tone of emotions across time. A bias in the system toward cer-
tain categorical emotions. Mood shapes the interpretation of perceptual process-
ing and gives a “slant” to thinking, self- reflection, and recollections.

Myelin: The fatty sheath created by glial cells that forms insulation around the long 
axonal lengths of neurons, so that the speed of neuronal firing is increased one 
hundred times and the resting or refractory period is decreased by thirty times. 
As a result of practice, myelin thus increases the effective communication among 
interconnected neurons by three thousand times, creating the enhanced function-
ing necessary for skill building.

Neocortex: Also known as the cortex (or “cerebral cortex”), this is the outer layer 
of the cerebral hemispheres. It consists of highly folded layers, usually about six 
cells deep, filled with “cortical columns” of highly linked neuronal clusters. Their 
communication with other columnar areas allows more and more complex func-
tions to emerge. The neocortex mediates information- processing functions, such 
as perception, thinking, and reasoning.

Neural integration: Linkage of differentiated neurons within the brain. It results 
in optimal self- regulation with balance and coordination of disparate regions into 
a functional whole.

Neural net profile: The recruitment of various activated neuronal circuits into a 
localized memory representation or, more globally, into a state of mind.

Neural network: A set of interconnected neurons.

Neural pathways: A term used to denote the functional linkage of neural cir-
cuits.

Neurobiology: The study of how neurons work and how the nervous system func-
tions.

Neuron: A basic type of cell in the nervous system. It is consists of a cell body, 
receiving ends called dendrites, and a long axon that reaches out to other neu-
rons at a synaptic linkage.
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Neuroplasticity: The overall process by which brain connections are changed by 
experience, including the way we pay attention.

Noesis: A way of knowing that can include semantic knowledge as well as noncon-
ceptual knowing; it is the sense we have of knowing about the world and about 
ourselves.

Orbitofrontal cortex: A part of the prefrontal cortex just behind the eyes. This 
important region is molded by relational experience and interacts with other 
aspects of the middle prefrontal cortex in shaping attachment and self- awareness.

Parallel distributed processing: The ability of a system such as the spider-web-
like brain to process different types of stimuli simultaneously across different neu-
ral networks in a rapid and highly complex manner. Sometimes abbreviated as 
“PDP.” PDP processors, animate or inanimate, can learn from experience.

Parasympathetic nervous system: One of two branches of the autonomic ner-
vous system. The parasympathetic branch is inhibitory and de- arousing, pro-
ducing, for example, decreases in heart rate, respiration, and alertness. See also 
sympathetic nervous system.

Parcellation: The pruning of synaptic connections. Also called apoptosis.

Perceptual representations: Constructed bits of information created from the 
synthesis of present sensory experience with past memory and generalizations 
contained in experientially derived mental models. These representations are the 
essence of top-down processing, in that what we perceive is shaped by our past 
experiences.

Polyvagal theory: A theory posited by Steven Porges. According to this theory, 
humans have a reactive state of fight– flight–freeze and a more receptive state that 
activates the “social engagement system” and makes the individual open to inter-
acting with others. “Neuroception” is the process posited by this theory, which 
suggests that we are continually evaluating the context of a situation for its inher-
ent threats to survival.

Prefrontal cortex: Central to the processes of creating meaning and emotion and 
of enabling a flexibility of response, it sits at the interface between lower regions 
(brainstem and limbic areas) receiving input from the body and higher regions 
(the cortex) involved in integrating information. It includes the dorsolateral pre-
frontal cortex; ventral areas such as the insula; and medial structures such as the 
orbitofrontal cortex, the ventromedial prefrontal cortex, and, in some frame-
works, the anterior cingulate cortex.

Presymbolic representation: A neural net profile of activation from sensory 
input that is as close to the input as possible, with a minimum of top-down influ-
ences from prior experience. See sensory representation.

Primary emotions: The shifts in brain state that result from the initial orienta-
tion and elaborated appraisal and arousal processes. Primary emotions are the 
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beginning of how the mind creates meaning. They are not to be confused with 
categorical, or basic, emotions. See also emotions and categorical emotions.

Recruitment: A process that temporarily links distinct, differentiated elements 
into a functional whole. Emotions recruit distributed neuronal clusters to fire 
together into a cohesive state in the moment.

Recursive: The quality by which processes feed back on themselves to reinforce 
their own patterns of activation.

Reentry: A process by which positive feedback loops reinforce the initial patterns of 
activity, as in neural firing in the brain or in communication patterns within rela-
tionships. Reentry recursively stabilizes a neuronal firing pattern in that moment 
and allows the processing to become a part of conscious experience.

Reflective function: The ability of one person to perceive and reflect upon the 
mental world of the self and of other. The ability to create representations of the 
mind of oneself or another.

Remembering: The construction of a new neural net profile with features of the 
old engram and elements of memory from other experiences, as well as influences 
from the present state of mind.

Representations: Patterns of neural firing that serve as mental symbols. Different 
types of representation are processed in different parts of the brain. This term can 
be used for “neural representations” (neural net profiles that symbolize some-
thing) or for “mental representations” (the subjective experience of knowing 
something).

Resonance: The mutual influence of interacting systems on each other; it allows 
two or more entities to become a part of one functional whole.

Resonance circuits: Interconnected neural regions, including mirror neurons, 
that enable a person to tune in to others and align her internal states with others. 
The resonance circuits include the insula, which brings information down from 
the cortex to the limbic areas, the brainstem, and the body proper; then these 
lower inputs arise through the spinal cord to reach to the anterior insula and then 
to other areas of the middle prefrontal cortex, where mindsight maps of “me,” 
“you,” and “we” are constructed.

Response flexibility: The ability to respond flexibly and creatively to new or 
changing conditions instead of responding automatically and reflexively. Medi-
ated by the middle prefrontal cortex, it allows the individual to pause and put a 
space between impulse and action.

Retrieval: The process of reactivating a neural firing pattern similar to, but never 
identical with, the engram first encoded for an experience.

Semantic memory: A form of explicit memory dealing with facts.
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Sensory representation: The mental experience or neural firing pattern that con-
tains information symbolizing sensations from the outside world, the body, and 
the brain itself.

Somatic maps: Representations in the brain of the physiological state of the rest of 
the body. A secondary somatic map is formed by the anterior insula from primary 
maps in the dorsal insula and allows us not only to be aware of the body’s signals, 
but to pause and reflect on the body’s input (interoception) and then do something 
intentionally to modify it.

State of mind: An overall way that mental processes, such as emotions, thought 
patterns, memories, and behavioral planning, are brought together into a func-
tional and cohesive whole. A state of mind is shaped by the total pattern of activa-
tions in the brain at a particular moment. It coordinates activity in the moment, 
and it creates a pattern of brain activation that can become more likely in the 
future. States of mind allow the brain to achieve cohesion in functioning.

State- dependent: The process by which the context— internal and external— 
influences the functioning of a particular process.

Sympathetic nervous system: One of two branches of the autonomic nervous 
system. The sympathetic system excites and arouses, producing, for example, 
increases in heart rate, respiration, sweating, and states of alertness. See also para-
sympathetic nervous system.

Subcortical: A term referring to neural regions below the cortex, including the 
limbic areas and the brainstem in the skull portion of the nervous system, and 
sometimes also the neural processing of regions in the body proper.

Synapse: The linkage between two neurons. The synapse is often a small space 
between the end of one neuron’s axons and the dendrites or cell body of another 
neuron; neurons communicate with each other through this space via the release 
of neurotransmitters from the presynaptic neuron and their reception by the 
receptors embedded in the membrane of the postsynaptic neuron.

Thalamus: A structure that sits atop the brainstem. It serves as a gateway for incom-
ing sensory information and has extensive connections to other brain regions, 
including the neocortex. Activity of the thalamocortical circuit may be a central 
process for the mediation of conscious experience.

Ventral: Refers to the “belly side” of something, as opposed to the dorsal side. See 
dorsal.

Vitality affects: The external expression of primary emotional states.

Working memory: Holding something in the “front of the mind” for a brief 
period of time, so that the item can be the focus of attention, sorted, and altered 
for further information processing.
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Self-awareness, emergence of, 43
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