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PREFACE

What Do Health Economists Do?

This encyclopedia gives the reader ample opportunity to read
about what it is that health economists do and the ways in
which they set about doing it. One may suppose that health
economics consist of no more than the application of the
discipline of economics (that is, economic theory and eco-
nomic ways of doing empirical work) to the two topics of
health and healthcare. However, although that would usefully
uncouple ‘economics’ from an exclusive association with ‘the
(monetized) economy, markets, and prices, it would miss out
a great deal of what it is that health economists actually do,
irrespective of whether they are being descriptive, theoretical,
or applied. One distinctive characteristic of health economics
is the way in which there has been a process of absorption into
it (and, undoubtedly, from it too); in particular, the ab-
sorption of ideas and ways of working from biostatistics,
clinical subjects, cognitive psychology, decision theory, dem-
ography, epidemiology, ethics, political science, public ad-
ministration, and other disciplines already associated with
‘health services research’ (HSR) and, although more narrowly,
‘health technology assessment’ (HTA). But to identify health
economics with HSR or HTA would also miss much else that
health economists do.

... And How Do They Do It?

As for the ways in which they do it, in practice, the over-
whelming majority of health economists use the familiar
theoretical tools of neoclassical economics, although by no
means all (possibly not even a majority) are committed to the
welfarist (specifically the Paretian) approach usually adopted
by mainstream economists when addressing normative issues,
which actually turns out to have been a territory in which
some of the most innovative ideas of health economics have
been generated. Health economists are also more guarded
than most other economists in their use of the postulates
of soi-disant ‘rationality’ and in their beliefs about what un-
regulated markets can achieve. To study healthcare markets is
emphatically not, of course, necessarily to advocate their use.

A Schematic of Health Economics

To think of health economics merely in these various restricted
ways would be indeed to miss a great deal. The broader span
of subject matter may be seen from the plumbing diagram, in
which I have attempted to illustrate the entire range of topics
in health economics. A version of the current schematic first
appeared in Williams (1997, p. 46). The content of the
encyclopedia follows, broadly, this same structure. The arrows
in the diagram indicate a natural logical and empirical order,
beginning with Box A (Health and its value) (Figure 1).

G F
Economic Markets in health
evaluation care
1
B A
Determinants of Health and its
health and ill- value
health
R S—
Demand for Health insurance Supply of health
health and health| [ services
care v
H
Efficiency and
equity
Figure 1 A schematic of health economics.

Box A, in the center-right of the schematic, contains fun-
damental concepts and measures of population health and
health outcomes, along with the normative methods of wel-
farism and extra-welfarism; measures of utility and health
outcomes, including their uses and limitations; and methods
of health outcome valuation, such as willingness to pay and
experimental methods for revealing such values, and their uses
and limitations. It includes macro health economic topics like
the global burden of disease, international trade, public and
private healthcare expenditures, Gross Domestic Product
(GDP) and healthcare expenditure, technological change, and
economic growth. Some of the material here is common to
epidemiology and bioethics.

Box A Health and its value

Concepts and measures of population health and health outcomes.
Ethical approaches (e.g., welfarism and extrawelfarism).

Measures of utility and the principal health outcome measures, their uses,
and limitations.

Health outcome valuation methods, willingness to pay, their uses, and
limitations.

Macro health economics: global burdens of disease, international trade,
healthcare expenditures, GDP, technological change, and economic growth.

Box B (Determinants of health and ill health) builds on
these basics in various ‘big-picture’ topics, such as the popu-
lation health perspective for analysis and the determinants of
lifetime health, such as genetics, early parenting, and school-
ing; it embraces occupational health and safety, addiction
(especially tobacco, alcohol, and drugs), inequality as a de-
terminant of ill health, poverty and the global burden of
disease in low- and middle-income countries, epidemics,
prevention, and public health technologies. Here too, much is

XVii



XViii Preface

Box B Determinants of health and ill health

The population health perspective.

Early determinants of lifetime health (e.g., genetics, parenting, and
schooling).

Occupational health and safety.

Addiction: tobacco, alcohol, and drugs.

Inequality as a determinant of ill health.

Poverty and global health (in LMICs).

Epidemics.

Prevention.

Public health technologies.

shared, both empirically and conceptually, with other
disciplines.

From this it is a relatively short step into Box C (Demand
for health and healthcare): here we are concerned with the
difference between demand and need; the demand for health
as ‘human capital’; the demand for healthcare (as compared
with health) and its mediation by ‘agents’ like doctors on
behalf of ‘principals’; income and price elasticities; infor-
mation asymmetries (as in the different types of knowledge
and understandings by patients and healthcare professionals,
respectively) and agency relationships (when one, such as a
health professional, acts on behalf of another, such as a pa-
tient); externalities or spillovers (when one person’s health or
behavior directly affects that of another) and publicness (the
quality which means that goods or services provided for one
are also necessarily provided for others, like proximity to a
hospital); and supplier-induced demand (as when a pro-
fessional recommends and supplies care driven by other
interests than the patient’s).

Box C Demand for health and healthcare

Demand and need.

The demand for health as human capital.

The demand for healthcare.

Agency relationships in healthcare.

Income and price elasticities.

Information asymmetries and agency relationships.
Externalities and publicness.

Supplier-induced demand.

Then comes Box D (Supply of healthcare) covering human
resources; the remuneration and behavior of professionals;
investment and training of professionals in healthcare; mon-
opoly and competition in healthcare supply; for-profit and
nonprofit models of healthcare institutions like hospitals and
clinics; health production functions; healthcare cost and pro-
duction functions that explore the links between ‘what goes in’
and ‘what comes out;’ economies of scale and scope; quality of
care and service; and the safety of interventions and modes of
delivery. It includes the estimation of cost functions and the
economics of the pharmaceutical and medical equipment in-
dustries. A distinctive difference in this territory from many
other areas of application is the need to drop the assumption

Box D Supply of health services

Human resources, remuneration, and the behavior of professionals.
Investment and training of professionals in healthcare.

Monopoly and competition in healthcare supply.

Models of healthcare institutions (for-profit and nonprofit).

Health production functions.

Healthcare cost and production functions.

Economies of scale and scope.

Quality and safety.

The pharmaceutical and medical equipment industries.

of profit-maximizing as a common approach to institutional
behavior and to incorporate the idea of ‘professionalism’
when explaining or predicting the responses of healthcare
professionals to changes in their environment.

Supply and demand are mediated (at least in the high-
income world) by insurance: the major topic of Box E and a
large part of health economics as practiced in the US. This
covers the demand for insurance; the supply of insurance
services and the motivations and regulations of insurance as
an industry; moral hazard (the effect of insurance on utiliza-
tion); adverse selection (the effect of insurance on who is in-
sured); equity and health insurance; private and public
systems of insurance; the welfare effects of soi-disant ‘excess’
insurance; effects of insurance on healthcare providers; and
various specific issues in coverage, such as services to be cov-
ered in an insured bundle and individual eligibility to receive
care. Although the health insurance industry occupies a
smaller place in most countries outside the US, the issues
invariably crop up in a different guise and require different
regulatory and other responses.

Box E Health insurance

The demand for insurance.

The supply of insurance services.

Moral hazard.

Adverse selection.

Equity and health insurance.

Private and public systems.

Welfare effects of ‘excess” insurance.

Effects of insurance on healthcare providers.

Issues in coverage: services covered and individual eligibility.
Coverage in LMICs.

Then, in Box F comes a major area of applied health
economics: markets in healthcare and the balance between
private and public provision, the roles of regulation and
subsidy, and the mostly highly politicized topics in health
policy. This box includes information and how its absence or
distortion corrupts markets; other forms of market failure due
to externalities; monopolies and a catalog of practical dif-
ficulties both for the market and for more centrally planned
systems; labor markets in healthcare (physicians, nurses,
managers, and allied professions), internal markets (as when
the public sector of healthcare is divided into agencies that
commission care on behalf of populations and those that
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Box F Markets in healthcare

Information and markets and market failure.
Labor markets in healthcare: physicians, nurses, managers, and allied
professions.

Internal markets in the healthcare sector.
Rationing and prioritization.

Welfare economics and system evaluation.
Comparative systems.

Waiting times and lists.

Discrimination.

Public goods and externalities.

Regulation and subsidy.

provide it); rationing and the various forms it can take; welfare
economics and system evaluation; waiting times and lists; and
discrimination. It is here that many of the features that make
healthcare ‘different’ from other goods and services become
prominent.

Box G is about evaluation and healthcare investment,
a field in which the applied literature is huge. It includes
cost-benefit analysis, cost-utility analysis, cost-effectiveness
analysis, and cost-consequences analysis; their application in
rich and poor countries; the use of economics in medical
decision making (such as the creation of clinical guidelines);
discounting and interest rates; sensitivity analysis as a means
of testing how dependent one’s results are on assumptions; the
use of evidence, efficacy, and effectiveness; HTA, study design,
and decision process design in agencies with formulary-type
decisions to make; the treatment of risk and uncertainty;
modeling made necessary by the absence of data generated in
trials; and systematic reviews and meta-analyses of existing
literature. This territory has burgeoned especially, thanks to
the rise of ‘evidence-based” decision making and the demand
from regulators for decision rules in determining the com-
position of insured bundles and the setting of pharmaceutical
prices.

Box G Economic evaluation

Decision rules in healthcare investment.

Techniques of cost-benefit analysis in health and healthcare.
Techniques of cost-utility analysis and cost-effectiveness analysis in health
and healthcare in rich and poor countries.

Techniques of cost-consequences analysis.

Decision theoretical approaches.

Outcome measures and their interpretation.

Discounting.

Sensitivity analysis.

Evidence, efficacy, and effectiveness.

Economics and health technology assessment.

Study design.

Risk and uncertainty.

Modeling.

Systematic reviews and meta-analyses.

The final Box, H, draws on all the preceding theoretical
and empirical work: concepts of efficiency, equity, and

possible conflicts between them; inequality and the socio-
economic ‘gradient;’ techniques for measuring equity and in-
equity; evaluating efficiency at the system level; evaluating
equity at system level: financing arrangements; evaluating
equity at system level: service access and delivery; institutional
arrangements for efficiency and equity; policies against global
poverty and for health; universality and comprehensiveness as
global objectives of healthcare; and healthcare financing and
delivery systems in low- and middle-income countries
(LMICs). This is the most overtly ‘political’ and policy-
oriented territory.

Box H Efficiency and equity

Concepts of efficiency, equity, and possible conflicts.
Inequality and the socioeconomic ‘gradient.

Evaluating efficiency: international comparisons.

Technigues for measuring equity and inequity.

Evaluating equity at system level: financing arrangements.
Evaluating equity at system level: service access and delivery.
Institutional arrangements for efficiency and equity.

Global poverty and health.

Universality and comprehensiveness.

Healthcare financing and delivery systems in LMICs.

A Word on Texthooks

The scope of a subject is often revealed by the contents of its
textbooks. There are now many textbooks in health eco-
nomics, having various degrees of sophistication, breadth of
coverage, balance of description, theory and application, and
political sympathies. They are not reviewed here but I have
tried to make the (English language) list in the Further
Reading as complete as possible. Because the assumptions that
textbook writers make about the preexisting experience of
readers and about their professional backgrounds vary, not
every text listed here will suit every potential reader. Moreover,
a few have the breadth of coverage indicated in the schematic
here. Those interested in learning more about the subject to
supplement what is to be gleaned from the pages of this en-
cyclopedia are, therefore, urged to sample what is on offer
before purchase.

Acknowledgments

My debts of gratitude are owed to many people. I must par-
ticularly thank Richard Berryman (Senior Project Manager), at
Elsevier, who oversaw the inception of the project, and
Gemma Taft (Project Manager) and Joanne Williams (Associ-
ate Project Manager), who gave me the most marvelous advice
and support throughout. The editorial heavy lifting was done
by Billy Jack and Karen Grépin (Global Health); Aki Tsuchiya
and John Wildman (Efficiency and Equity); John Cawley and
Kosali Simon (Determinants of Health and Ill health); Richard
Cookson and Mark Suhrcke (Public Health); Erik Nord
(Health and its Value); Richard Smith (Health and the



XX Preface

Macroeconomy); John Mullahy and Anirban Basu (Health
Econometrics); Tom McGuire (Demand for Health and
Healthcare); John Nyman (Health Insurance); Jim Burgess
(Supply of Health Services); Martin Gaynor and Sean
Nicholson (Human Resources); Patricia Danzon (Pharma-
ceutical and Medical Equipment Industries); Pau Olivella and
Pedro Pita Barros (Markets in Healthcare); and John Brazier,
Mark Sculpher, and Anirban Basu (Economic Evaluation).
Finally, my thanks to the Advisory Board: Ron Akehurst, Andy
Briggs, Martin Buxton, May Cheng, Mike Drummond, Tom
Getzen, Jane Hall, Andrew Jones, Bengt Jonsson, Di McIntyre,
David Madden, Jo Mauskopf, Alan Maynard, Anne Mills, the
late Gavin Mooney, Jo Newhouse, Carol Propper, Ravindra
Rannan-Eliya, Jeff Richardson, Lise Rochaix, Louise Russell,
Peter Smith, Adrian Towse, Wynand Van de Ven, Bobbi Wolfe,
and Peter Zweifel. Although the Board was not called on for
frequent help, their strategic advice and willingness to be
available when I needed them was a great comfort.
Anthony ] Culyer
Universities of Toronto (Canada) and York (England)

Further Reading

Cullis, J. G. and West, P. A. (1979). The economics of health: An introduction.
Oxford: Martin Robertson.

Donaldson, C., Gerard, K., Mitton, C., Jan, S. and Wiseman, V. (2005). Economics
of health care financing: The visible hand. London: Palgrave Macmillan.

Drummond, M. F., Sculpher, M. J., Torrance, G. W., O'Brien, B. J. and Stoddart, G.
L. (2005). Methods for the economic evaluation of health care programmes, 3rd
ed. oxford: Oxford University Press.

Evans, R. G. (1984). Strained mercy: The economics of Canadian health care.
Markham, ON: Butterworths.

Feldstein, P. J. (2005). Health care economics, 6th ed. Florence, KY: Delmar
Learning.

Folland, S., Goodman, A. C. and Stano, M. (2010). The economics of health and
health care, 6th ed. Upper Saddle River: Prentice Hall.

Getzen, T. E. (2006). Health economics: Fundamentals and flow of funds, 3rd ed.
Hoboken, NJ: Wiley.

Getzen, T. E. and Allen, B. H. (2007). Health care economics. Chichester: Wilgy.

Gold, M. R., Siegel, J. E., Russell, L. B. and Weinstein, M. C. (eds.) (1996). Cost-
effectiveness in health and medicine. New York and Oxford: Oxford University
Press.

Henderson, J. W. (2004). Health economics and policy with economic applications,
3rd ed. Cincinnati: South-Western Publishers.

Hurley, J. E. (2010). Health economics. Toronto: McGraw-Hill Ryerson.

Jack, W. (1999). Principles of health economics for developing countries.
Washington, DC: World Bank.

Jacobs, P. and Rapoport, J. (2004). The economics of health and medical care, 5th
ed. Sudbury, MA: Jones & Bartlett.

Johnson-Lans, S. (2006). A health economics primer. Boston: Addison Wesley/
Pearson.

McGuire, A., Henderson, J. and Mooney, G. (1992). The economics of health care.
Abingdon: Routledge.

McPake, B., Normand, C. and Smith, S. (2013). Health economics: An international
perspective, 3rd ed. Abingdon: Routledge.

Mooney, G. H. (2003). Economics, medicine, and health care, 3rd ed. Upper Saddle
River, NJ: Pearson Prentice-Hall.

Morris, S., Devlin, N. and Parkin, D. (2007). Economic analysis in health care.
Chichester: Wiley.

Palmer, G. and Ho, M. T. (2008). Health economics: A critical and global analysis.
Basingstoke: Palgrave Macmillan.

Phelps, C. E. (2012). Health economics, 5th (international) ed. Boston: Pearson
Education.

Phillips, C. J. (2005). Health economics: An introduction for health professionals.
Chichester: Wiley (BMJ Boaks).

Rice, T. H. and Unruh, L. (2009). The economics of health reconsidered, 3rd ed.
Chicago: Health Administration Press.

Santerre, R. and Neun, S. P. (2007). Health economics: Theories, insights and
industry, 4th ed. Cincinnati: South-Western Publishing Company.

Sorkin, A. L. (1992). Health economics — An introduction. New York: Lexington
Books.

Walley, T., Haycox, A. and Boland, A. (2004). Pharmacoeconomics. London:
Elsevier.

Williams, A. (1997). Being reasonable about the economics of health: Selected
essays by Alan Williams (edited by Culyer, A. J. and Maynard, A.). Cheltenham:
Edward Elgar.

Witter, S. and Ensor, T. (eds.) (1997). An introduction to health economics for
eastern Europe and the Former Soviet Union. Chichester: Wiley.

Witter, S., Ensor, T., Jowett, M. and Thompson, R. (2000). Health economics for
developing countries. A practical guide. London: Macmillan Education.

Wonderling, D., Gruen, R. and Black, N. (2005). Introduction to health economics.
Maidenhead: Open University Press.

Zweifel, P., Breyer, F. H. J. and Kifmann, M. (2009). Health economics, 2nd ed.
Oxford: Oxford University Press.



CONTENTS OF ALL VOLUMES

VOLUME 1
Abortion T Joyce 1
Access and Health Insurance M Grignon 13
Addiction MC Auld and JA Matheson 19
Adoption of New Technologies, Using Economic Evaluation S Bryan and I Williams 26
Advertising as a Determinant of Health in the USA DM Dave and IR Kelly 32
Advertising Health Care: Causes and Consequences OR Straume 51
Aging: Health at Advanced Ages GJ van den Berg and M Lindeboom 56
Alcohol C Carpenter 61
Ambulance and Patient Transport Services Elizabeth T Wilde 67
Analysing Heterogeneity to Support Decision Making MA Espinoza, MJ Sculpher, A Manca, and

A Basu 71
Biopharmaceutical and Medical Equipment Industries, Economics of PM Danzon 77
Biosimilars H Grabowski, G Long, and R Mortimer 86
Budget-Impact Analysis J Mauskopf 98
Collective Purchasing of Health Care M Chalkley and I Sanchez 108
Comparative Performance Evaluation: Quality E Fichera, S Nikolova, and M Sutton m
Competition on the Hospital Sector Z Cooper and A McGuire 117
Cost Function Estimates K Carey 121
Cost Shifting MA Morrisey 126
Cost-Effectiveness Modeling Using Health State Utility Values R Ara and ] Brazier 130
Cost-Value Analysis E Nord 139
Cross-National Evidence on Use of Radiology NR Mehta, S Jha, and AS Wilmot 143
Decision Analysis: Eliciting Experts’ Beliefs to Characterize Uncertainties L Bojke and

M Soares 149
Demand Cross Elasticities and ‘Offset Effects’ ] Glazer and TG McGuire 155
Demand for and Welfare Implications of Health Insurance, Theory of =~ JA Nyman 159
Demand for Insurance That Nudges Demand MYV Pauly 167
Dentistry, Economics of TN Wanchek and T] Rephann 175
Development Assistance in Health, Economics of =~ AK Acharya 183
Diagnostic Imaging, Economic Issues in BW Bresnahan and LP Garrison Jr. 189
Disability-Adjusted Life Years JA Salomon 200
Dominance and the Measurement of Inequality D Madden 204
Dynamic Models: Econometric Considerations of Time D Gilleskie 209

Economic Evaluation of Public Health Interventions: Methodological Challenges HLA Weatherly,
RA Cookson, and MF Drummond 217

XXi



XXii Contents of All Volumes

Economic Evaluation, Uncertainty in E Fenwick

Education and Health D Cutler and A Lleras-Muney

Education and Health in Developing Economies TS Vogl

Education and Health: Disentangling Causal Relationships from Associations P Chatterji
Efficiency and Equity in Health: Philosophical Considerations JP Kelleher

Efficiency in Health Care, Concepts of D Gyrd-Hansen

Emerging Infections, the International Health Regulations, and Macro-Economy DL Heymann
and K Reinhardt

Empirical Market Models L Siciliani

Equality of Opportunity in Health P Rosa Dias

Ethics and Social Value Judgments in Public Health NY Ng and JP Ruger
Evaluating Efficiency of a Health Care System in the Developed World B Hollingsworth
Fertility and Population in Developing Countries A Ebenstein

Fetal Origins of Lifetime Health D Almond, JM Currie, and K Meckel
Global Health Initiatives and Financing for Health N Spicer and A Harmer
Global Public Goods and Health R Smith

Health and Health Care, Macroeconomics of R Smith

Health and Health Care, Need for G Wester and ] Wolff

Health and Its Value: Overview E Nord

Health Care Demand, Empirical Determinants of SH Zuvekas

Health Econometrics: Overview A Basu and ] Mullahy

Health Insurance and Health A Dor and E Umapathi

Health Insurance in Developed Countries, History of  JE Murray

Health Insurance in Historical Perspective, I: Foundations of Historical Analysis
EM Melhado

Health Insurance in Historical Perspective, II: The Rise of Market-Oriented Health Policy and
Healthcare EM Melhado

Health Insurance in the United States, History of T Stoltzfus Jost

Health Insurance Systems in Developed Countries, Comparisons of RP Ellis, T Chen, and
CE Luscombe

Health Labor Markets in Developing Countries M Vujicic
Health Microinsurance Programs in Developing Countries DM Dror

Health Services in Low- and Middle-Income Countries: Financing, Payment, and
Provision A Mills and ] Hsu

Health Status in the Developing World, Determinants of RR Soares
Healthcare Safety Net in the US PM Bernet and G Gumus
Health-Insurer Market Power: Theory and Evidence RE Santerre
Heterogeneity of Hospitals B Dormont

HIV/AIDS, Macroeconomic Effect of M Haacker

HIV/AIDS: Transmission, Treatment, and Prevention, Economics of D de Walque

224
232
246
250
259
267

272
277
282
287
292
300
309
315
322
327
333
340
343
355
357
365

373

380
388

396
407
412

422
435
443
447
456
462
468



Contents of All Volumes  xxiii
Home Health Services, Economics of G David and D Polsky 477
VOLUME 2
Illegal Drug Use, Health Effects of  JC van Ours and J Williams 1
Impact of Income Inequality on Health J Wildman and ] Shen 10
Income Gap across Physician Specialties in the USA G David, H Bergquist, and S Nicholson 15
Incorporating Health Inequality Impacts into Cost-Effectiveness Analysis M Asaria, R Cookson,

and S Griffin 22
Incorporation of Concerns for Fairness in Economic Evaluation of Health Programs:

Overview R Cookson, S Griffin, and E Nord 27
Infectious Disease Externalities M Gersovitz 35
Infectious Disease Modeling RJ Pitman 40
Inference for Health Econometrics: Inference, Model Tests, Diagnostics, Multiple Tests, and

Bootstrap AC Cameron 47
Information Analysis, Value of K Claxton 53
Instrumental Variables: Informing Policy MC Auld and PV Grootendorst 61
Instrumental Variables: Methods JV Terza 67
Interactions Between Public and Private Providers C Gouldo and ] Perelman 72
Intergenerational Effects on Health - In Utero and Early Life H Royer and A Witman 83
Internal Geographical Imbalances: The Role of Human Resources Quality and

Quantity P Serneels 91
International E-Health and National Health Care Systems M Martinez Alvarez 103
International Movement of Capital in Health Services R Chanda and A Bhattacharjee 108
International Trade in Health Services and Health Impacts C Blouin 119
International Trade in Health Workers J Connell 124
Latent Factor and Latent Class Models to Accommodate Heterogeneity, Using Structural

Equation AJ] O’Malley and BH Neelon 131
Learning by Doing V Ho 141
Long-Term Care DC Grabowski 146
Long-Term Care Insurance RT Konetzka 152
Macroeconomic Causes and Effects of Noncommunicable Disease: The Case of Diet and

Obesity B Shankar, M Mazzocchi, and WB Traill 160
Macroeconomic Dynamics of Health: Lags and Variability in Mortality, Employment, and

Spending TE Getzen 165
Macroeconomic Effect of Infectious Disease Outbreaks MR Keogh-Brown 177
Macroeconomy and Health CJ Ruhm 181
Managed Care JB Christianson 187
Mandatory Systems, Issues of M Kifmann 195
Market for Professional Nurses in the US PI Buerhaus and DI Auerbach 199
Markets in Health Care P Pita Barros and P Olivella 210



XXiV Contents of All Volumes

Markets with Physician Dispensing T lizuka
Measurement Properties of Valuation Techniques PFM Krabbe
Measuring Equality and Equity in Health and Health Care T Van Ourti, G Erreygers, and P Clarke

Measuring Health Inequalities Using the Concentration Index Approach G Kjellsson and
U-G Gerdtham

Measuring Vertical Inequity in the Delivery of Healthcare L Vallejo-Torres and S Morris
Medical Decision Making and Demand S Felder, A Schmid, and V Ulrich

Medical Malpractice, Defensive Medicine, and Physician Supply DP Kessler
Medical Tourism N Lunt and D Horsfall

Medicare B Dowd

Mental Health, Determinants of  E Golberstein and SH Busch

Mergers and Alliances in the Biopharmaceuticals Industry H Grabowski and M Kyle
Missing Data: Weighting and Imputation PJ Rathouz and JS Preisser

Modeling Cost and Expenditure for Healthcare WG Manning

Models for Count Data PK Trivedi

Models for Discrete/Ordered Outcomes and Choice Models WH Greene

Models for Durations: A Guide to Empirical Applications in Health Economics M Lindeboom and
B van der Klaauw

Monopsony in Health Labor Markets JD Matsudaira

Moral Hazard T Rice

Multiattribute Utility Instruments and Their Use J Richardson, ] McKie, and E Bariola
Multiattribute Utility Instruments: Condition-Specific Versions D Rowen and ] Brazier

Noncommunicable Disease: The Case of Mental Health, Macroeconomic Effect of M Knapp and
V lemmi

Nonparametric Matching and Propensity Scores BA Griffin and DF McCaffrey
Nurses” Unions SA Kleiner

Nutrition, Economics of M Bitler and P Wilde

Nutrition, Health, and Economic Performance DE Sahn

Observational Studies in Economic Evaluation D Polsky and M Baiocchi
Occupational Licensing in Health Care MM Kleiner

Organizational Economics and Physician Practices JB Rebitzer and ME Votruba

Panel Data and Difference-in-Differences Estimation BH Baltagi
Patents and Other Incentives for Pharmaceutical Innovation PV Grootendorst, A Edwards, and
A Hollis

Patents and Regulatory Exclusivity in the USA RS Eisenberg and JR Thomas
Pay for Prevention A Oliver

Pay-for-Performance Incentives in Low- and Middle-Income Country Health Programs G Miller
and KS Babiarz

Peer Effects in Health Behaviors JM Fletcher

Peer Effects, Social Networks, and Healthcare Demand JN Rosenquist and SF Lehrer

221
228
234

240
247
255
260
263
271
275
279
292
299
306
312

317
325
334
341
358

366
370
375
383
392
399
409
414
425

434
443
453

457
467
473



Contents of All Volumes XXV

Performance of Private Health Insurers in the Commercial Market ] Abraham and

P Karaca-Mandic 479
Personalized Medicine: Pricing and Reimbursement Policies as a Potential Barrier to Development

and Adoption, Economics of LP Garrison and A Towse 484
VOLUME 3
Pharmaceutical Company Strategies and Distribution Systems in Emerging Markets P Yadav and

L Smith 1
Pharmaceutical Marketing and Promotion DM Dave 9
Pharmaceutical Parallel Trade: Legal, Policy, and Economic Issues P Kanavos and O Wouters 20
Pharmaceutical Pricing and Reimbursement Regulation in Europe T Stargardt and S Vandoros 29
Pharmaceuticals and National Health Systems P Yadav and L Smith 37
Pharmacies J-R Borrell and C Casso 49
Physician Labor Supply H Fang and JA Rizzo 56
Physician Management of Demand at the Point of Care M Tai-Seale 61
Physician Market PT Léger and E Strumpf 68
Physician-Induced Demand EM Johnson 77
Physicians’ Simultaneous Practice in the Public and Private Sectors P Gonzdlez 83
Policy Responses to Uncertainty in Healthcare Resource Allocation Decision Processes C McCabe 91
Pollution and Health J Graff Zivin and M Neidell 98
Preferred Provider Market X Martinez-Giralt 103
Preschool Education Programs LA Karoly 108
Prescription Drug Cost Sharing, Effects of ~ JA Doshi 114
Price Elasticity of Demand for Medical Care: The Evidence since the RAND Health Insurance

Experiment AD Sinaiko 122
Pricing and Reimbursement of Biopharmaceuticals and Medical Devices in the USA PM Danzon 127
Pricing and User Fees P Dupas 136
Primary Care, Gatekeeping, and Incentives I Jelovac 142
Primer on the Use of Bayesian Methods in Health Economics JL Tobias 146
Priority Setting in Public Health K Lawson, H Mason, E Mclntosh, and C Donaldson 155
Private Insurance System Concerns K Simon 163
Problem Structuring for Health Economic Model Development P Tappenden 168
Production Functions for Medical Services JP Cohen 180
Public Choice Analysis of Public Health Priority Setting K Hauck and PC Smith 184
Public Health in Resource Poor Settings A Mills 194
Public Health Profession G Scally 204
Public Health: Overview R Cookson and M Suhrcke 210
Quality Assessment in Modeling in Decision Analytic Models for Economic Evaluation I Shemilt,

E Wilson, and L Vale 218

Quality Reporting and Demand JT Kolstad 224



XXVi Contents of All Volumes

Quality-Adjusted Life-Years E Nord

Rationing of Demand L Siciliani

Regulation of Safety, Efficacy, and Quality MK Olson

Research and Development Costs and Productivity in Biopharmaceuticals FM Scherer
Resource Allocation Funding Formulae, Efficiency of W Whittaker

Risk Adjustment as Mechanism Design J Glazer and TG McGuire

Risk Classification and Health Insurance G Dionne and CG Rothschild

Risk Equalization and Risk Adjustment, the European Perspective WPMM van de Ven
Risk Selection and Risk Adjustment RP Ellis and TJ Layton

Sample Selection Bias in Health Econometric Models JV Terza

Searching and Reviewing Nonclinical Evidence for Economic Evaluation S Paisley
Sex Work and Risky Sex in Developing Countries M Shah

Smoking, Economics of  FA Sloan and SP Shah

Social Health Insurance - Theory and Evidence F Breyer

Spatial Econometrics: Theory and Applications in Health Economics F Moscone and E Tosetti

Specialists D] Wright

Specification and Implementation of Decision Analytic Model Structures for Economic Evaluation of

Health Care Technologies H Haji Ali Afzali and ] Karnon
State Insurance Mandates in the USA MA Morrisey

Statistical Issues in Economic Evaluations AH Briggs

Supplementary Private Health Insurance in National Health Insurance Systems M Stabile and

M Townsend
Supplementary Private Insurance in National Systems and the USA AJ Atherly
Survey Sampling and Weighting RL Williams
Switching Costs in Competitive Health Insurance Markets K Lamiraud
Synthesizing Clinical Evidence for Economic Evaluation N Hawkins
Theory of System Level Efficiency in Health Care I Papanicolas and PC Smith
Time Preference and Discounting M Paulden
Understanding Medical Tourism G Gupte and A Panjamapirom
Unfair Health Inequality M Fleurbaey and E Schokkaert
Utilities for Health States: Whom to Ask PT Menzel
Vaccine Economics S McElligott and ER Berndt
Value of Drugs in Practice A Towse
Value of Information Methods to Prioritize Research R Conti and D Meltzer
Value-Based Insurance Design ME Chernew, AM Fendrick, and B Kachniarz

Valuing Health States, Techniques for ~ JA Salomon

Valuing Informal Care for Economic Evaluation H Weatherly, R Faria, and B Van den Berg

Waiting Times L Siciliani

Water Supply and Sanitation J Koola and AP Zwane

231
235
240
249
256
267
272
281
289
298
302
311
316
324
329
335

340
348
352

362
366
371
375
382
386
395
404
411
417
425
432
441
446
454
459
468
477



Contents of All Volumes XXVii

Welfarism and Extra-Welfarism J Hurley 483
What Is the Impact of Health on Economic Growth - and of Growth on Health? M Lewis 490
Willingness to Pay for Health R Baker, C Donaldson, H Mason, and M Jones-Lee 495

Index 503






Abortion
T Joyce, City University of New York, New York, NY, USA

© 2014 Elsevier Inc. All rights reserved.

Glossary

Difference-in-differences It is subtracting the change in
an outcome for a ‘control’ group from the change in the
same outcome among the ‘treated’ group.

Household production It is the use of time and goods to
create commodities such as health.

Identification strategies These are research designs that
uncover parameters or associations of interest.

Induced abortion An intentional stoppage of a pregnancy
by medication or by surgery.

Introduction

Induced abortion is not an obvious topic in a volume on
health economics. Although being a common procedure,
abortion does not contribute to rising medical expenditures or
inflation. There were 1.1 million surgical abortions in the US
in 2008, but the number of abortions has fallen overtime,
although the inflation-adjusted cost of a first trimester abor-
tion has remained remarkably stable at approximately $450.
Nor have there been dramatic technological breakthroughs in
the delivery of abortion. The most significant innovation is
RU-486, more commonly referred to as the ‘abortion pill’
However, its impact on the demand for and availability of
abortion services has been modest at best. Finally, abortions
are extremely safe with only 0.7 deaths per year per 100 000
procedures between 1988 and 1997. In contrast, the maternal
mortality rate in the US is 15 times greater.

So why include an article on abortion? Two reasons. First,
induced abortion, a medical procedure performed only by
physicians, is one of the most contentious and divisive issues
in the politics of many countries today. In the US, clinicians
who perform abortions and staff workers who assist them
have been murdered and their clinics vandalized. Politicians
are defined by their stance on abortion and Supreme Court
nominees must tread carefully when discussing the precedent
set by the Court’s decision in Roe versus Wade. Academic re-
search on abortion has not been protected from this scrutiny.
Donohue and Levitt's (2001) study linking the legalization of
abortion to the decrease in homicide rates 20 years later was
extremely controversial, received widespread exposure in the
popular press, and became a central chapter in the hugely
successful book Freakonomics.

The second reason to include a review of abortion is because
the indirect effect of abortion on health is potentially large but
empirically challenging to document. Induced abortion, the
focus of this article, also represents a conscious decision to end
a pregnancy, unlike spontaneous abortion which is an in-
voluntary and largely random termination of pregnancy. Ar-
guably the most notable link between abortion and health or
well-being is the hypothesized relationship between abortion

Infant mortality These are the deaths within the first year
of life.

Instrumental variables A statistical method in which a
variable is used to isolate variation in a regressor variable
that is orthogonal to unobserved components of the
outcome of interest.

Pregnancy intention It is the status of a pregnancy as
planned, mistimed, or unwanted.

Spontaneous abortion It is the natural termination of a

pregnancy.

and crime (Donohue and Levitt, 2001). If Donohue and Levitt
are correct, then the legalization of abortion averted 15 000
homicides over a 10-year period (Joyce, 2009). But homicide is
but one measure of well-being. If abortion has a profound ef-
fect on crime, then it likely affected other measures of well-
being such as marriage, schooling, drug use, and sexually
transmitted diseases to name but a few. And yet the empirical
challenge of isolating a cohort effect from constantly evolving
period effects may be insurmountable given the data and
methods available to researchers.

In this article the focus is on the link between induced
abortion and health. Health is broadly viewed to include
measures of well-being such as crime and drug use in addition
to the more commonly associated measures of health such as
infant mortality. Given space limitations, the author concen-
trates primarily on the US experience with legalized abortion
from roughly 1970 to present. The history of abortion in the
US is available from a number of sources (Garrow, 1998). The
author concentrates instead on two empirical challenges for
researchers that have tried to uncover a link between abortion
and health. The first is identification. How does one measure
the impact of a pregnancy that is never carried to term? The
second is data. Unlike births, induced abortions are not part of
a national vital registration system. Moreover, abortions are
poorly reported in surveys as women are reluctant to admit to
them. Finally, the review is selective. The author discusses in
detail papers believed to be the most important because of the
quality of the research design and their impact on subsequent
research. There is more to be learned by careful study of the
best papers than a quick pass through the entire literature.

The article is organized as follows. The author first dis-
cusses the conceptual mechanisms by which abortion is linked
to health. This is followed by a description of data on abortion
and the demographics of abortion. The next few sections
discuss empirical work supporting possible links. The litera-
ture is broadly divided between studies on the determinants of
abortion and its impact on fertility and those that estimate
either the structural or reduced-form association between
abortion and health. There has been relatively little work on
the supply side of abortion markets.
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2 Abortion

Conceptual Link between Abortion and Health

How does one study the health of a fetus that has never been
born? The simple answer is that you cannot, which necessi-
tates indirect approaches. Demographers, for example, con-
sider abortion as an expression of an unwanted pregnancy.
They assume that the wantedness of a pregnancy varies along a
continuum from those that are aborted to pregnancies that are
mistimed but carried to term. Thus, even pregnancies that
result in live births may be characterized as unwanted and
contrasted with the outcomes of births described as wanted.
Data on wantedness in the US come from surveys of new
mothers in which they are asked about their pregnancy in-
tention when they first discovered that they were pregnant.
Births are classified as wanted, mistimed, or unwanted on the
basis of a series of responses by the mother. Mothers whose
pregnancies are unwanted at conception are hypothesized to
smoke more or receive less prenatal care than mothers whose
pregnancies were planned. As a result, births from pregnancies
that are unwanted are expected to be less healthy than births
from pregnancies that are wanted. Neglect is hypothesized to
continue after birth. Children who were unwanted at con-
ception may receive less nurturing than those who are wanted.
The result would be lower academic achievement, behavioral
problems, and possible delinquency as adolescents (Brown
and Eisenberg, 1995).

It is unclear whether unwanted pregnancies based on post
hoc surveys of women who gave birth provide insights as to
the outcomes of pregnancies that are aborted had they instead
been carried to term. Early studies of wantedness in Europe
tried to estimate the impact of the latter by analyzing out-
comes of women who were denied abortion. The most famous
sample is the Prague Cohort of 1961-63. A total of 220 chil-
dren whose mothers were twice denied an abortion for the
same pregnancy were matched to children whose pregnancies
had been wanted and followed for 30 years. There were few
differences between the unwanted cohort and their wanted
controls at birth, but by the age of 20 years, there was evidence
of less personal satisfaction and psychological instability.

Economic models that linked abortion and health were first
discussed by Grossman and Jacobowitz (1981). The authors
argued that abortion as a method of fertility control helps
parents to achieve a desired family size. Using models of the
family and household production pioneered by Becker and
Lewis (1973); Grossman and Jacobowitz (1981) incorporated
abortion reform into a model of infant mortality. Parents
maximized a utility function that depended on consumption
goods, the number of births, and the survival probability of
each. Both the number of children and their survival prob-
ability were choice variables. The survival probability depended
on a set of endogenous inputs. Thus, parents affected the health
of an infant by their choice of goods (e.g., cigarettes) and
medical care during pregnancy. The model generated a struc-
tural and reduced-form production function of child survival.
Grossman and Jacobowitz (1981) argued that subsidized family
planning services and legalized abortion decreased the cost of
fertility control which lowered the optimal number of births
but raised the survival probability of each.

This quantity-quality framework became the explicit
model in many of the empirical analyses that followed.

Lowering the price of an abortion allowed women and parents
greater control over the timing and number of children. This
gave parents more control over the quality of each child as
parents used time and market goods to enhance a child’s
health and human capital. Thus, pregnant teens could delay
birth until they were more financially and emotionally pre-
pared for parenthood. Older women could terminate un-
wanted fetuses that could divert resources from their current
children or abort fetuses that were at a greater risk of poor
health. With the advent of genetic testing and advanced
sonography, abortion as a fetal selection mechanism became
even more explicit.

Refinements of the selection mechanism followed. Abor-
tion was characterized as one decision along a sequence that
included the decision to get pregnant, the decision to abort or
give birth, and the decision to marry or remain single
(Grossman and Joyce, 1990; Lundberg and Plotnick, 1990).
Increases in the cost of abortion impacted these other de-
cisions. For instance, some women use pregnancy as a way to
assess the suitability of a potential father. Increasing the cost of
an abortion raises the price of this ‘option, resulting in fewer
abortions but fewer pregnancies as well.

Abortion as a sorting mechanism is not the only pathway
through which women and their potential offspring were af-
fected. Akerlof et al. (1996) developed a model in which
women's bargaining position with men was weakened by the
availability of safe, legal abortion. Before abortion, sex was
more closely linked to commitment. If an unmarried woman
became pregnant, there was pressure on the man to ‘to do the
right thing’ by marrying her. Abortion altered that expectation.
Women willing to abort could have sex without an implied
commitment of marriage in the case of pregnancy. Men could
insist that a pregnancy be terminated instead of marriage. This
put women opposed to abortion at a disadvantage in at-
tracting men. To compete for men they had to be more willing
to have sex without a commitment of marriage. The model
predicts that the legalization of abortion will result in a de-
crease in ‘shotgun’ marriages and an increase in out-of-wed-
lock childbearing. Both predictions are consistent with the
stylized facts in the 1970s. The link to health comes through
the immiseration of women and children as the number of
female-headed households rise. Economists used the model
by Akerlof et al. (1996) to argue that the legalization of
abortion could be associated with the rise in crime, in direct
contradiction to Donohue and Levitt (2001).

The Akerlof et al. (1996) framework has not been used in
the empirical literature on abortion and health. The
quantity-quality framework has been the mainstay in the lit-
erature. By enabling parents to achieve an optimal number of
births, abortion enhances the resources devoted to the chil-
dren who are born. Thus, any empirical association between
abortion and health rests importantly on the association be-
tween abortion and fertility. This may seem obvious because
an aborted pregnancy is an averted birth. However, other
methods of fertility control are substitutes for abortion which
implies that a rise in the abortion rates need not be associated
with a fall in birth rates. Couples that may have used condoms
before the legalization of abortion may be less vigilant about
contraception after legalization. A pregnancy that occurs
under a regime on legalized abortion may not have occurred
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under a regime in which abortion is prohibited. Without
demonstrating that a change in the birth rate is associated with
a decrease in the price of an abortion, it is difficult to establish
that parents are trading off quantity for quality.

Abortion: Data and Demographics

Data

One of the biggest challenges in studying abortion is meas-
uring its incidence. There was no national surveillance system
for abortion until 1973, the year of the US Supreme Court
decision in Roe versus Wade. In that year the Alan Guttmacher
Institute (now the Guttmacher Institute) published its first
national estimate of abortions by state. The Guttmacher survey
of abortion providers was conducted annually from 1973 to
1988 with exception of 1983. After 1988, however, the peri-
odicity of the survey was increased to every 4 years: 1992,
1996, 2000, 2004, and 2008.

The second major population-based source comes from
the Centers for Disease Control and Prevention (CDC). The
CDC collects data from state health departments and reports
abortions by state, year, and several demographic factors: age,
race, marital status, gestational age, type of procedure, parity,
and previous induced abortions. There are two advantages to
the CDC data. First, the availability of abortion by character-
istics of the patient enable studies of policies based on age or
gestational age. Second, data are available annually, whereas
the Guttmacher Institute reports data periodically. As with
data from the Guttmacher Institute, the CDC reports abortions
by state of occurrence. In addition, the total number of
abortions as reported by the CDC is approximately 15% lower
than that reported by the Guttmacher Institute, and the degree
of undercounting varies substantially by state. Further, not all
states report abortions to the CDC or abortions cross-classified
by characteristics of the patient; California and Florida are two
populous and notable examples. Finally, the limited cross-
tabulation of the data prevents analyses by race or by
gestational age.

Although the Guttmacher Institute’s periodic survey of
abortion providers yields the most widely accepted estimate of
the number of abortions, they have two important limitations
for policy evaluations. First, abortions are tallied according to
the state in which they occur and not according to the state in
which a woman resides; and second, data are not available by
age or any other characteristic at the state level. To overcome
these limitations, Guttmacher researchers have applied the
distribution of abortions by state and age as reported by the
CDC to estimate the number of abortions by age. They also
use information from the CDC on the proportion of abortions
provided to nonresidents in a state along with other sources to
estimate abortions by state of residence. Thus, it is important
to remember that Guttmacher’s report of abortions by state of
residence are an estimate and that they are unlikely to accur-
ately measure cross-state travel by subpopulations in response
to a change in policy. This is an important drawback, which is
often ignored.

The third major source of data is state health departments.
The CDC uses these same data in its surveillance reports. The

major advantage of obtaining them directly from the state is
that some states make available to researchers individual-level
data on induced abortions, which allows for a more refined
aggregation of data than what is available from the CDC. This
can substantially improve the internal and external validity of
an analysis (the ability to measure what one sets out to
measure). The two major drawbacks to these data are similar
to those stated above: completeness of reporting varies by state
and residents who leave their state for an abortion are rarely
counted by the state in which they reside. However, the latter
drawback can be overcome if researchers are able to secure
data from neighboring states.

The lack of data by state of residence is a major limitation.
Studies of parental involvement (PI) laws and mandatory
delay statutes based on data by state of occurrence will over-
estimate the decline in abortions associated with the laws, not
only because residents leave the state for an abortion but also
because nonresidents stop entering the state for an abortion.
Studies of PI laws in the 1980s and the early 1990s were
particularly vulnerable to this source of bias, as only 13 states
had such laws in 1988. This made travel outside one’s state of
residence feasible. More recent evaluations are less vulnerable
to this source of bias because 35 states, including almost all
states in the South and Midwest, now have PI laws. This makes
traveling to a state without a law very challenging.

Other information on abortion is available from popu-
lation-based surveys. The National Longitudinal Survey of
Youth 1979 and 1997 ask respondents about previous abor-
tions. The National Survey of Family Growth also queries re-
spondents about past abortions. However, surveys grossly
underestimate the number of abortions as many women do
not report them. Moreover, the underreporting is not random:
young, poor, and minority women appear to underreport
more than other demographic groups. This has greatly limited
the use of these data to evaluate policy.

Another source of data on the characteristics of women
who have abortions comes from the Guttmacher Institute and
its periodic survey of abortion patients. Using a sample of
nationally representative abortion clinics, researchers survey
patients waiting to have an abortion. The data are weighted to
be nationally representative. In addition to data on age and
race, they have information on income and insurance status.

Demographics

The abortion rate is defined as number of induced abortions
per 1000 women of 15-44 years of age. In the US in 1973,
there were 744 600 abortions and the rate was 16.3. As shown
in Figure 1, the abortion rate rose after the decision in Roe
versus Wade and peaked in 1981 at 29.3. It has fallen almost
continuously since then. In 2008, there were 1212400
abortions and the rate stood at 19.6.

Table 1 shows the abortion rates by characteristics of the
patients in 1998 and 2007 based on the CDCs annual sur-
veillance of reporting states. The abortion rate was greatest for
women of 20 to 24 years of age at 35.6 per 1000 in 1998 and
30.0 per 1000 in 2007. The teen abortion rates fell 25.3% over
the same period from 19.8 to 14.8. The abortion rate of Blacks
(37.8 in 1998) was more than 3 times that of Whites, and the
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Figure 1 Number of abortions (in thousands) and abortion rate in the US, 1973-2008. Reproduced from Jones, R. K. and Kooistra, K. (2011).
Abortion incidence and access to services in the United States, 2008. Perspectives on Sexual and Reproductive Health 43(1), 41-50.

Table 1 The US abortion rates by characteristics of patients, 1998 Table 2 Abortion rates by socioeconomic characteristics of
and 2007 patients, 1994 and 2000
1998 2007 % Change 1994 2000 % Change
Age (years)? Education”
<15 1.9 1.2 —36.8 Not HS grad 22 23 7
15-19 19.8 14.8 —25.3 HS grad/GED 20 20 1
20-24 35.6 30.0 —15.7 Some college 29 26 —12
25-29 24.2 22.0 -91 College grad 19 13 -30
30-34 13.6 13.7 0.7 N
35-39 73 79 89 Poverty status™
40> 25 27 8.0 <100% 36 44 —1241
100-199% 31 38 —11.4
Race” 200-299% 25 21 -93
White 12.4 10.9 —1241 > =300% 16 10 -93
Black 37.8 33.5 114
Other 257 233 ~93 Medicaid coveragei
Yes 50 57 14
Ethnicity’ No 20 18 —12
Hispanic 271 22.2 —1841
Non-Hispanic 16.9 15.1 ~107 “Abortions per 1000 women 15—44 in the respective category.
e Abbreviations: GED, general educational development; HS, high school.
Gestation (%) Source: Reproduced from Jones, R. K., Darroch, J. E. and Henshaw, S. K. (2002).
<=13 wks 90.6 91.6 1.1 Patterns in the socioeconomic characteristics of women obtaining abortions in
<=8 95.8 63.6 14.0 2000-2001. Perspectives on Sexual and Reproductive Health 34(5), 226-235.
9-13 34.8 28.0 —195
>13 wks 9.4 8.4 —10.6
14-15 3.4 3.3 ~29 weeks or less gestation. The percent of abortions less than or
16-17 2.1 1.8 —143 equal to 8 weeks gestation has risen from 55.8% in 1998 to
18-20 2.3 2.0 —13.0 63.6% in 2007. This coincides with the growth in medical
> =21 1.5 1.3 -133 abortions which accounted for almost 14% of abortions

Abortions per 1000 women of the specific age.

bAbortions per 1000 race or ethnic-specific women.

“Percent distribution of abortions.

Source: Reproduced from Centers for Disease Control and Prevention (2011). Abortion
Surveillance — US, 2007. Morbidity and Mortality Weekly Report 60(1), 1-39.

rate for Hispanics more than 2 times that of Whites in both
1998 and 2007. Abortion rates have fallen for all three groups
since 1998. More than 90% of abortions are performed at 13

among reporting states. The percent of abortions at or after 21
weeks gestation fell from 1.5% to 1.3% between 1998
and 2007.

Abortions by education, poverty status, and insurance
coverage are shown in Table 2. These estimates are from the
Guttmacher Institute’s periodic survey of abortion patients
and are weighted to be nationally representative. Several fig-
ures stand out. First, differences by poverty status are striking.
In the year 2000, women from families with less than 100% of
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the federal poverty level in that year have more than four times
the abortion rate of women from families at 300% or more
of the federal poverty level. The abortion rate of women with
Medicaid coverage, at 57 per 1000 Medicaid recipients, are
even higher than those of women in poverty. However, dif-
ferences in abortion rates by education, a permanent measure
of human capital, are much more muted.

In sum, age, race, and income are the three most important
correlates of abortion rates in the US. They suggest that young,
Black women in poverty are at much higher risk of an un-
intended pregnancy than their older, White counterparts. The
figures also underscore the importance of abortion as a
method of fertility control among young, poor, and minority
women. If the elasticity of demand for abortion services is
greater among less advantaged groups, then policies that raise
the cost or lessen the availability of abortion services are likely
to impact these groups more than women whose rate of un-
intended pregnancy is less.

Overview of Studies on Health

Studies of the relationship between abortion and health
have progressed with advances in the field of applied micro-
econometrics. Borrowing from the medical sciences, random
control trials (RCTs) have become the gold standard. RCTs
remain rare in economics, but their acknowledged quality has
pushed researchers to design studies with strong internal val-
idity and transparent sources of identification. In this section,
the author reviews the evolution of studies linking abortion
and health through the improvement in research design. Early
studies of abortion and health relied on cross-sectional vari-
ation to identify an association. The second phase of studies
on abortion and health leveraged panel data and changes in
policy to understand the determinants of abortion and its
impact on fertility. A related group of studies used panel
methods to estimate the cohort effect of abortion legalization
on broad measures of well-being. The most recent set of
studies has employed abortion legalization as an instrument
for births in an effort to estimate changes not only in the
health of birth cohorts exposed to legalized abortion in utero
but also to estimate the potential health of children that were
not born.

Early Studies of Abortion and Health

As noted above, Grossman and Jacobowitz (1981) were the
first to use the household production function framework to
associate access to abortion with infant health. The empirical
work involved regressions of county-level neonatal mortality
rates averaged over 3 years from 1970 to 1972 on measures of
the cost of fertility control and other inputs into the pro-
duction of health. They used two measures of abortion
availability: Dichotomous indicators of whether the county
was in a state that had reformed or legalized abortion by 1970
and the 3 year average of the state abortion rate (abortions per
1000 live births) from 1970 to 1972. And they applied co-
efficients from the cross-sectional regression to estimate the
reduction in neonatal mortality attributable to each input.

Overall the model could explain between 35% and 53% of the
decline in neonatal mortality between 1971 and 1977. How-
ever the most striking result was that the abortion rate ac-
counted for more than 50 of the explained decline for both
White and non-Whites.

A series of papers followed the Grossman and Jacobowitz
(1981) framework but with more recent data and greater at-
tention to the endogeneity of abortion in the production of
infant health. In one study economists estimated the reduced
form production function of infant health. The outcome was
again the county-level neonatal mortality rate averaged over 3
years (1976-78). They included proxies for the price of inputs
such as the number of abortion providers in the county or the
number of maternal and child health clinics. The results sug-
gested that an increase in the number of abortion providers
was strongly associated with decreases in neonatal mortality.
Other economists used the county-level neonatal mortality
rate in an effort to estimate the structural production function
of infant health. They were interested in the pathways through
which abortion affected survival. Thus, they also estimated
structural models of low birth weight and preterm births. They
included the abortion rate as well as the number of teenage
users of family planning clinics as determinants of each out-
come. They used two-stage least squares (TSLS) to account for
the endogeneity of the abortion rate with number of abortion
providers per county as an instrument (more on the instru-
ments below). They found that state-level abortion rates were
inversely correlated with neonatal mortality, low birth weight,
and preterm birth. Moreover, they argued that abortion im-
proved newborn survival by lowering the incidence of low
birth weight births. Others followed this approach by esti-
mating structural models of infant survival. However, their
objective was to understand the relative contribution of gov-
ernment programs. These include participation in the Sup-
plemental Nutrition Program for Women, Infants, and
Children (WIC), inpatient days in neonatal intensive care
units, use of family planning clinics, as well as maternal and
child health clinics. As did other economists, these authors
used TSLS with the availability of clinics, abortion providers,
and neonatal beds as instruments. They reported that the
abortion rate explained approximately half of the decline in
neonatal mortality between 1964 and 1977 accounted for by
the model.

The aforementioned studies used aggregate data to correl-
ate the abortion rate with county-level measures of health. All
reasoned that areas with higher abortion rates had a more
optimal distribution of birth outcomes as less healthy or de-
sired fetuses were aborted. An ecological approach appeared
the only way to associate abortion to health. At the individual
level, a pregnancy that is terminated is eliminated from the
sample of births. There seemed to be no individual-level
analog to the aggregate analysis. However, in two papers,
economists applied the emerging econometrics on censored
samples to analyze the effect of pregnancy resolution on birth
outcomes (Grossman and Joyce, 1990). In both papers, the
authors used individual-level data on births and abortions in
New York City. The birth and abortion files contained infor-
mation on age, race, marital status, parity, schooling, as well as
measures of the availability of family planning and abortion
services by neighborhood. The authors concatenated the files
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to create a sample of pregnancies that resulted in either an
induced abortion or a live birth. They argued that the sample
of births represented a nonrandom draw from the population
of pregnancies. In one paper, the authors used the decision to
give birth conditional on pregnancy as an expression of
wantedness. Women who were selected in the birth sample
were more likely to obtain timely prenatal care than those
who aborted had they instead carried to term. They estimated
the observed counterfactual by using the inverse Mill’s ratio to
obtain the expected number of months a woman would have
delayed prenatal care had she not aborted. The difference
between the expected and actual months of delay for women
with the same observables became an estimate of the impact
of ‘wantedness’ on the demand for health-producing inputs.
They found that women who had a greater probability of
giving birth had less than expected delay in prenatal care.

Grossman and Joyce (1990) extended the model to include
birth outcomes while treating prenatal care as an endogenous
input into the production of health. They also provide a
framework that signed the effect of changes in the cost of
abortion, the cost of contraception, and underlying health
endowment of the fetus. They treated contraception and
abortion as substitutes. An increase in the cost of contra-
ception or a decrease in the cost of abortion raises the prob-
ability of becoming pregnant. However, an increase in the cost
of abortion holding the cost of contraception constant raises
the probability of giving birth, conditional on becoming
pregnant. For instance, assume that Black women face a higher
cost of contraception due to less access and information. A
decrease in the cost of abortion will lower the probability of
giving birth conditional on pregnancy, increase the demand
for healthy inputs, and increase birth weight. This is what the
authors found for Black women but not for Whites.

These early papers were important because they tried to
develop an empirical test of the association between abortion
and health. They used the household production framework
to incorporate the cost of fertility control in models of the
quantity and quality of children. The statistical analyses be-
came progressively more sophisticated as researchers applied
recent advances in econometrics to account for the endo-
geneity of inputs. However, the identification strategies used
then would never meet the standards of today. First, all data
were cross-sectional. The lack of a panel precluded fixed ef-
fects, which would have limited the identifying variation to
within-area changes in policy. Instead, authors compared the
impact of abortion rates on birth outcomes in, for example,
Utah relative to New York. Given the limited number of cov-
ariates, the likelihood of omitted variable bias was large. Even
reduced-form analyses suffered from problems of endogeneity.
The number of abortion providers in a state or county, for
instance, represents the interplay of the supply and demand of
abortion services instead of some exogenous measure of price.
The sample selection models used by Joyce and Grossman
(1990) were novel applications at the time but again lacked a
credible identification strategy. More importantly, the robust-
ness of these models depends on the availability of instru-
ments that predict the probability of giving birth but which
have no direct effect on the birth outcome. None of the in-
struments in the two papers could be credibly excluded from
the birth outcome equation. Despite these serious drawbacks,

this early work motivated subsequent studies that paid much
greater attention to identification and for much of the 1990s
focused on reduced-form policy questions.

A paper by economists in the mid-1990s provided a segue
to the reduced-form policy-orientated papers that soon fol-
lowed. The authors took the model of Grossman and Joyce
(1990) as their starting point. They used individual data from
the National Longitudinal Survey of Youth 1979 (NLSY79) to
estimate the impact of the price of abortion on birth out-
comes. State policies regarding the public financing of abor-
tion through Medicaid served as proxies for the price of
abortion in the reduced-form production function of infant
health. They found no association between Medicaid finan-
cing restrictions and birth weight. In the second part of the
paper, they estimated the birth probability equation and
found a robust association between Medicaid financing of
abortion and the decreased probability of giving birth. For
Black women, the availability of Medicaid financing lowered
the probability of birth by 0.10 over a mean of 0.88, which is a
large effect.

Several features of the analysis are noteworthy. First, the
authors used 10 years of data from the NLSY79 and were able
to exploit changes in policy over time. Second, they focused
on the reduced form instead of the structural production
function of health. However, they used random effects instead
of state-fixed effects to control for unobserved cross-state
heterogeneity. A random effects specification assumes that
unobserved state factors (the random effects) are uncorrelated
with the policy under study; in this case Medicaid financing of
abortions. This was unlikely because mostly liberal states
continued to use public funds for abortion after the Hyde
Amendment in 1976. In addition, there is very little within-
state variation in Medicaid financing of abortion. The big
changes in Medicaid came in the late 1970s with the Hyde
Amendment. In other words, despite the use of longitudinal
data, their policy estimates are essentially obtained from cross-
sectional variation in Medicaid financing of abortion. Never-
theless, the paper represented a bridge to subsequent papers in
the 1990s that took advantage of panel data with state-fixed
effects to eliminate confounding from hard-to-measure dif-
ferences between states and counties.

Abortion Policy and Fertility in the 1990s

Work on abortion and health in 1990s was shaped by the
advances in applied microeconometrics. A series of seminal
papers in the econometric literature described the conditions
that must hold before instrumental variable methods would
yield even limited estimates of treatment effects. The 1990s
also saw more emphasis on transparent sources of variation
and the quality of the comparison group. The difference-in-
difference (DD) methodology became popular because it fo-
cused on the reduced form and plausible counterfactuals.
There was also much more use of panel data given the at-
tention to pre-post contrasts. Another development was
interest in the effect of abortion policy on fertility. This rela-
tionship is key to the household production model. If re-
searchers can not demonstrate a relationship between the
price of fertility control and the number or timing of births,
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then abortion may not play an important role in the
quality-quantity trade-off envisioned by its early proponents.

The most important policy change in the US was the le-
galization of abortion. This occurred largely in two steps.
From September of 1969 through December of 1970, abortion
became de facto or de jure legal in 5 states (Alaska, California,
Hawaii, New York, and Washington) and the District of Col-
umbia (Lader, 1974). Abortion became legal nationally with
the US Supreme Court decision in Roe versus Wade in January
of 1973. The two-step process toward national legalization
provided plausibly exogenous sources of variation with which
to identify the effect of the availability of abortion services on
fertility. An early paper looked at the impact of the legalization
of abortion in New York on teen birth rates in New York City
in the years before Roe. Lacking data from a control state, the
authors used an interrupted time series analysis to estimate the
monthly change in White and non-White teen births after
abortion became legal in July of 1973. They found that White
and non-White births fell 14% and 18%, respectively, in the
24 months after the law went into effect.

Levine et al. (1999), however, were the first to exploit the
staggered process of legalization within a DD strategy to ob-
tain the most credible estimates of the effect of a decrease in
the price of fertility control on birth rates. Using natality data
from all 50 states and the District of Columbia, they con-
trasted changes in fertility from 1961 to 1980 among the early
versus the later legalizing states. Overall birth rates fell almost
5% more among women in the early compared with later
legalizing states. However, when the authors took account of
distance to the nearest legalizing states, the results showed that
birth rates fell 10% among those that lived more than 750
miles away from the nearest state in which abortion was legal.
Surprisingly, there was no distance gradient for those who
lived within 750 miles. Specifically, birth rates fell 4.5% re-
gardless of whether women resided 250 miles away or be-
tween 250 and 750 miles from a state with legalized abortion.
The study was a classic example of a DD and provided con-
vincing evidence that the early legalization of abortion had an
immediate effect on fertility. Some of these same authors
would further exploit this natural experiment to analyze
changes in well-being associated with changes in fertility.

Post-Roe Policies

Although induced abortion was declared a fundamental right,
it remained highly controversial. State governments moved
quickly to find the legal limits of regulation. Three state pol-
icies have dominated both the political discourse and aca-
demic research. The first is the Hyde Amendment, which
prohibited the use of federal funds to cover the cost of an
abortion unless the mother’s life is in danger. The second is PI
laws which require that a physician notify or obtain consent
from a parent or parents before performing an abortion on a
minor, usually defined as girls less than 18 years of age. The
third policy is a mandatory delay and counseling statute. This
requires that women receive state-mandated information re-
garding the abortion procedure, the status of the fetus, and
alternatives to abortion usually 24 h before the termination.
Each policy has been used by economists to analyze changes

primarily in abortion and birth rates, although some have
looked at the reduced-form association with health. In this
summary the focus is on a selected group of studies based on
the quality of the design and their impact on subsequent
work.

Medicaid

In 1976, Congress passed the Hyde Amendment, which bans
federal funding of abortion in all but the most extreme cir-
cumstances. The statute prohibits expenditure of federal funds
for abortion services except in cases where the continuation of
the pregnancy threatened the woman's life. Currently, 17 states
use their own funds to pay for all or most medically necessary
abortions sought by Medicaid recipients.

The impact of Medicaid financing restrictions has been
analyzed extensively. A review by researchers at the Guttma-
cher Institute in 2009 listed 37 studies related to the Hyde
Amendment. In this article, the focus is on studies by econo-
mists that use panel data designs or that exploit a particularly
unique experiment. The Journal of Health Economics pub-
lished two studies of the Hyde Amendment in the same issue
in the Winter of 1996. In both the studies, researchers used a
panel of states. In one study, authors analyzed abortion rates
from 1974 to 1988, whereas in the other researchers used data
from 1977 to 1988. Both studies found that the restrictions
were associated with a decline in abortion rates of between 3%
and 5%. One group of researchers used TSLS to account for
the endogeneity of abortion providers; however, the instru-
ments were not convincing. The authors used the natural
logarithm of the number of hospitals to predict the natural
logarithm of abortion providers and yet many hospitals pro-
vided abortions, which undermined the exclusion restriction.
The other group of researchers analyzed birth and pregnancy
rates in addition to abortion rates. They found that increases
in the cost of an abortion lowered birth rates in models that
used a 1-year lag in the Medicaid restrictions. Moreover, the
decline in births was greater than the fall in abortion rates. The
latter finding is hard to reconcile for as it suggests that the
decline in births not only offsets the likely rise among some
women who carry to term but also induces an even larger
group to avoid pregnancy altogether.

Arguably the best ‘natural experiment’ of the Medicaid fi-
nancing of abortions occurred in North Carolina (Cook et al.,
1999). The State allocated a fixed sum of funds to be used by
poor women for abortions as a substitute for resources re-
stricted by the Hyde Amendment. However, between 1978 and
1994, the fund expired five times before the end of the fiscal
year in June. The cutoff occurred once in months of December,
January, and March and twice in the month of February. The
authors found that the cutoff was associated with a fall in
abortions and a commensurate rise in births. The effects were
greater for Blacks than for Whites and for women with less
than 12 years of schooling compared with those with more.
Specifically, abortion among Blacks fell 9.5% overall, whereas
births rose by 4.7%. In absolute terms, there was a one-to-one
correspondence between the fall in abortions and rise in births
among Blacks.

The study from North Carolina is particularly convincing.
The timing of the funding cutoff varied by year and month
and thus would have been difficult for a woman to anticipate.
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The authors found no jump in abortions in July as the fund
was replenished. The fall in abortions coincided with a rise in
births, and effects were greater among groups with higher rates
of poverty. The study in North Carolina provides a useful
contrast to the previous studies of publicly funded abortions
in the US. There is an important trade-off between internal
and external validity in these studies, which will be relevant in
the discussions that follow. The study in North Carolina has
the stronger internal validity, but it pertains to a single state.
Nevertheless, the funding cutoff occurred five times, which
strengthened the design considerably. However, the panel data
studies have the advantage of analyzing changes in 50 states
with more than 34 ‘natural experiments! However, the num-
ber of experiments is misleading. There is limited state vari-
ation in the timing of Medicaid funding restraints as the vast
majority of restrictions went into effect in 1977 or 1981. Fi-
nally, the natural experiment in North Carolina was only able
to address short-term changes in abortion and births, whereas
the panel studies were able to test for longer term impacts,
which may dissipate over time as women adjust to the re-
strictive funding environment. Despite these caveats, a clear
conclusion is that the cutoff of public funding for abortions
reduced abortion rates among poor women. The first-order
effect should be a rise in births, for which the study in North
Carolina provides convincing evidence.

Parental involvement laws

The Supreme Court’s decisions in Planned Parenthood of
Central Missouri versus Danforth in 1976 and Bellotti versus
Baird in 1979 made it constitutional for states to require
minors seeking abortions to obtain parental consent or to
notify their parents provided that there is an alternative ap-
proval mechanism such as a court bypass procedure. Thirty-
eight states currently require parental consent or notification
of at least one parent or in some instances other adults such as
a grandparent or guardians.

Evaluation of PI laws on abortion and births has been
hampered by limited data. Ideally, researchers would like age-
specific abortion rates by state of residence from 1974 to 2008.
These data do not exist. The CDC collects abortions by age for
approximately 40 states, but they refer to abortions by state of
occurrence. The Guttmacher Institute has used the CDC data
to estimate abortions by state of residence, but the Guttmacher
researchers acknowledge that their estimates do not take into
account travel by subgroups. This becomes a major source of
bias in studies of PI laws because resident minors leave the
state in response to a PI requirement and nonresident minors
stop coming into the state. Abortions by state occurrence will
show a substantial drop in abortions to minors when in fact
many abortions to minors that would have occurred in the
state before the law are performed in other states after the law.
This has been demonstrated repeatedly (Cartoff and Klerman,
1986). A second important issue is that researchers have used
abortions and birth rates of 18- and 19-year olds as either a
counterfactual for changes in birth and abortion rates for
minors or as a falsification test. However, the most affected
group of minors is 17-year olds. They have the most preg-
nancies and they are the least willing to involve their parents.
Yet, three-quarters of minors who are 17 years of age when
they become pregnant will give birth as 18-year olds. As a

result, a comparison group of 18-year olds in a DD analysis is
contaminated because it includes a large proportion of girls
who were exposed to the PI law during pregnancy when they
were 17 years of age. Similarly, a falsification test in which the
birth rates of 18- or 19-year olds is regressed on a PI law may
show little change or even a rise in births. Here too the test is
compromised because the 17-year olds who were exposed to
the law as minors gave birth when they were 18 years of age.

As with Medicaid financing restrictions, economists have
tended to use panel data of state abortion rates to evaluate PI
laws. One author reported that PI laws were associated with a
20% fall in the abortion rate of teens of 15-19 years of age.
The major limitations were that the author used CDC occur-
rence data from 1978 to 1990, which fails to account for travel
by resident and nonresident minors and the author included
18- and 19-year olds who were unaffected by the law. Another
economist used Guttmacher data on teen abortion rates by
state of residence for 1985, 1988, 1992, and 1996. He re-
ported a 15% decline in the abortion rate of minors. However,
his data do not take into account movement across borders
and he only had 4 years of nonconsecutive data. Two econo-
mists analyzed data from three states: South Carolina, Ten-
nessee, and Virginia. They found little association with the
conditional probability of abortion given pregnancy. They
attributed the null finding to travel by minors out-of-state.
However, pregnancy resolution as an outcome was un-
informative about possible decreases in pregnancy in response
to the law. Two other economists analyzed county birth rates
from 1973 to 1988. They found that PI laws were associated
with a 3% decrease in the birth rate of minors but a 2% de-
crease in the birth rate of teens of age 18 and 19 years. In
absolute terms, however, the fall in the older teen birth rate
exceeded that of minors, a result that could be interpreted as a
relative rise in the birth rate of minors.

Finally, a study in Texas was able to overcome a number of
the empirical challenges that have hampered previous studies
(Joyce et al., 2006). First, the authors had data on abortions to
residents of Texas. Second, they were able to collect data from
the neighboring states as to the number of Texas minors that
went out of state after the law. Few minors left Texas because
all of the border states except New Mexico enforced a PI law.
Third, the authors measured abortions and births by age at
conception, which minimized the misclassification bias in
previous work. They found that the Texas notification law was
associated with a 16% fall in abortion rates among minors
who were 17 years and 6-9 months of age at conception and a
4% rise in births. Subsequent work demonstrated that some
minors who were almost 18 yeas of age when they conceived
waited until they were 18 years of age to abort, even if the
delay caused them to terminate substantially later in preg-
nancy. Finally, they showed that using age at the time of the
abortion or birth and ignoring the misclassification resulted in
a much larger fall in abortions with no rise in births. This
provides some explanation for the findings by other econo-
mists who reported no change in births associated with PI
laws. In all the other studies authors used age-specific birth
rates based on the teen’s age at the time of birth and not at
conception.

The studies of Texas by Joyce and colleagues are to the PI
literature what the study by Cook et al. (1999) is to the
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literature on Medicaid financed abortions. Both studies have
strong internal validity, given the design and quality of data,
but both pertain to a single state, which limits their external
validity. Studies that use state panels with many law changes
would seem superior, but less accurate data on residents and
the difficulty of accounting for trends in the outcomes have
undermined their internal validity. This trade-off between in-
ternal and external validity continues in the studies of man-
datory delay and counseling laws as will be shown next.

Mandatory delay and counseling

Many states require a waiting period between the time a woman
has been counseled about her abortion and the actual pro-
cedure. About 23 states require a mandatory waiting period of
24 h. Utah requires a waiting period of 72, another state 18 h,
and one state requires that counseling take place on a day be-
fore the abortion but did not specify the length of the waiting
period. Four other states had mandatory counseling and wait-
ing period laws whose enforcement had been enjoined. These
laws specify that certain information must be given or offered to
the women at the initial visit. The required counseling usually
includes, among other things, the gestational age of the fetus,
information about fetal development, the risks of abortion and
childbirth, and resources available for pregnant low-income
women. Some mandatory counseling and waiting period laws
stipulate or have been interpreted to mean that a woman can be
counseled via mail or phone about her procedure; others re-
quire that the woman be counseled in person, which usually
means she must visit the facility twice - once for counseling
and again for the procedure.

The constitutionality of mandatory delay statutes was not
confirmed until the 1992 US Supreme Court decision Planned
Parenthood of Pennsylvania versus Casey. Thus, there have
been relatively few studies and few have found any significant
impact of these policies on abortion and birth rates. One
problem has been the use of state panels through 1997 or
1998. These studies were statistically underpowered as only a
small percentage of women in these panels were exposed to
the law. Another reason why these laws have had relatively
little impact is because most states allow information to be
given over the phone or the internet. This imposes relatively
little burden on either the patient or the clinic and would only
affect abortions if the required information was persuasive. A
recent case-study analysis in Texas found no change in the
abortion rate of Texas residents after the state required a 24 h
delay and mandated information in January of 2004. The law
did not have an inperson requirement as women could obtain
the information over the internet (Colman and Joyce, 2011).
In contrast, states that require that patients receive the man-
dated information in person, at least 24 h before the pro-
cedure, have demonstrated a greater impact on abortion rates.
The burden of an inperson statute is potentially substantial if
it necessitates that a woman who lives far from the clinic stay
overnight. Mississippi provides such a case. The state imposed
a mandatory delay and counseling law with an inperson re-
quirement in August of 1992. Three studies of the law’s im-
pact, all using different counterfactuals, found that the law was
associated with approximately a 10% decrease in abortion
rates, an increase in second trimester abortion rates, and a
substantial rise in women leaving the state for an abortion.

The key to each study was the quality of the data. Researchers
were able to measure abortions to residents of Mississippi
obtained in other states. They also had data on the gestational
age of the fetus at the time of the termination. However, as
with Medicaid financing of abortions and PI laws, the external
validity of studies based on a single state is a key limitation.

What conclusion can bedrawn from analyses of state pol-
icies in the post-Roe era? The first is that raising the cost of
abortion affects behavior. Abortion rates fall, women travel to
less restrictive states, and abortions occur later in pregnancy.
What is less clear is the magnitude of these changes. The im-
pact of a policy depends on the availability of alternatives.
Very poor women may be unable to raise the necessary funds
for an abortion. If minors have to travel hundreds of miles to
find an abortion provider in a state without a parental noti-
fication statute, then they may carry the pregnancy to term. If
women must see a physician twice and wait at least 24 h be-
tween visits before a procedure can go forward, then her ter-
mination is likely to be delayed. Measuring the impact of these
policies on births is more challenging. Statistical power is
limited. If the birth rate is approximately 3- to 4- times the
abortion rates, then even a 10% decrease in abortion would at
most result in a 2.5% increase in births. If some women re-
spond to the new law by avoiding pregnancy, the increase will
be even less.

The small change in births induced by these policies makes
it very difficult to detect changes in health associated with
each. The finding from studies report changes in suicide,
maltreatment of children, and homicide associated with these
laws are implausible. The reduced-form strategy used in many
of these studies is vulnerable to omitted variable bias. One
researcher, for example, reports that Medicaid restrictions in-
crease suicides among women but mandatory delay laws
protect against suicide. Two other economists report an in-
crease of 30-60% in child abuse victims associated with
mandatory delay laws. The rationale is that mandatory delay
laws result in more unwanted children, but they never show
that mandatory delay laws increase birth rates. Another study
found that PI laws increase rates of gonorrhea among women
less than 20 years of age compared with women 20 years of
age and older from 1981 to 1998. However, it has been dif-
ficult to show that PI laws had any impact on abortion rates in
the 1980s and the early 1990s and so any effect of sexually
transmitted diseases is suspect. Moreover, data on sexually
transmitted diseases by race are poorly reported in the US. In
large racially diverse states, race was unknown in 30-40% of
reported cases of gonorrhea.

In the next section the issue of abortion and health will be
taken up but with the next generation of studies. The research
designs improve. There is more attention to the credibility of
the ‘first-stage’ and the quality of the instruments. The
underlying theory can still be traced to the quantity-quality
model of household production, but there is less interest in
theory and more emphasis on the empirics.

Back to the Future: Roe versus Wade as an Instrument

Advances in research design and insistence on greater rigor in
the application of instrumental variables greatly has improved
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applied economics since the late 1990s. The literature on
abortion and health was similarly affected. Researchers real-
ized that changes in policies regarding Medicaid financing of
abortion, PI laws, and mandatory delay statutes did not alter
the timing or number of children sufficiently to power ana-
lyses of maternal health and child well-being. Thus, re-
searchers returned to abortion legalization in the US and
abroad in which there was greater evidence of changes in
fertility associated with the more dramatic fall in the price of
fertility control. Two papers led the way. In the first, re-
searchers used the legalization of abortion in the US as an
instrument for teen childbearing in models of schooling and
labor market outcomes. With data from the 1980 Public Use
Microdata Samples (PUMS) from the US Census , the authors
showed that the longer a teen was exposed to legalized abor-
tion, the lower the likelihood of becoming a teen mother or
married before the age of 20 years. The impact of legalization
on childbearing was substantially greater among Blacks than
among Whites. The racial pattern persisted in the reduced-
form models of high school graduation, college attendance,
and labor force participation. The authors then used exposure
to legalized abortion as an instrument for Black teen out-of-
wedlock childbearing in models of school, work, and poverty.
They did not pursue a similar analysis for Whites because there
was no reduced-form evidence to support it. The results were
large. Teen motherhood reduced college entrance by 20 per-
centage points when estimated by ordinary least squares
(OLS) but by 56 percentage points when estimated by TSLS.
Differences between OLS and TSLS for labor force partici-
pation were even greater. The authors concluded that on bal-
ance the data suggested that abortion legalization increased
schooling and employment among Black women. Neverthe-
less, the authors noted that despite the change teen fertility, it
was difficult to detect the consequences of teen childbearing
even with large samples from the US Census. They go on to
encourage researchers to find other sources of exogenous
variation in fertility in order to identify the effects of teen
childbearing on downstream outcomes.

In the same year, Gruber et al. (1999) published an im-
portant paper entitled, ‘Abortion Legalization and Child
Living Circumstances: Who is the Marginal Child?" They too
used the 1980 PUMS to analyze changes in the health and
well-being of cohorts born before and after the legalization of
abortion. Legalized abortion, they argued, changed the dis-
tribution of women who gave birth which, in turn, altered the
average circumstances under which subsequent cohorts of
children were raised. Improved circumstances after Roe would
be evidence of positive selection. They also noted that in-
creases in the average circumstance of a cohort implied that
the conditions of the marginal child, the one who would have
been born had the women not ended the pregnancy, would
have to have been worse for average well-being to rise.

The authors estimated both reduced-form and structural
models of child well-being using the two phases of abortion
legalization in the early 1970s. The reduced form showed that
the average change in each outcome was associated with in-
creased access to legalized abortion. In these regressions, the
authors found that the rate of low birth weight birth associ-
ated with pre-Roe legalization fell from 7.7% to 7.6%, whereas
infant mortality dropped from 1.9 per 1000 live births to 1.86

per 1000. The reduced-form results also suggested that chil-
dren after legalization were less likely to live with a single
parent, to live in poverty, or to receive welfare. Effect sizes were
approximately 3% of the mean for each outcome. Changes in
well-being associated with the marginal child were much lar-
ger. The TSLS estimates suggest that the probability of dying in
the first year was 40% greater for the marginal child, although
the rate of low birth weight was 14% greater. The results by
race were less consistent. Although the impact of abortion
legalization on the birth rates of non-Whites was twice as large
as on Whites, none of the reduced-form estimates of changes
in non-White living circumstances or infant health were as-
sociated with abortion legalization. The same was true for the
marginal child as estimated by TSLS.

In a sequel to the marginal child, the researchers analyzed
the impact of abortion legalization on adult outcomes with
data from the 2000 census. As before, cohorts pertained to
individuals born between 1965 and 1979 and who were 21 to
35 years of age as of the 2000 census. As in Gruber et al.
(1999), they regressed measures of well-being on the two-
phases of legalized abortion in 1970s. The outcomes include
the percent in poverty, in single-parent household, on welfare,
incarcerated, employed, a high school dropout and a non-
college graduate. In only 2 of the 7 outcomes was there an
association with early legalization and in only 3 of the out-
comes was there any association with all phases of legal-
ization. In the TSLS models in which each outcome was
regressed on the birth rate instrumented by the cost of abor-
tion, less than half the outcomes were associated with worse
conditions for the marginal child.

The ‘marginal child" papers provided a novel and more
general empirical framework for estimating the impact of
abortion legalization on the child that was not born. Instead,
of only associating abortion legalization with average changes
in affected cohorts, these authors provided a clever method of
estimating the counterfactual outcome. There are, however,
important limitations to the empirical work and results. First,
in both papers, the authors could not separate age from period
effects because they only had data on each outcome at a single
point in time. The inclusion of state-specific quadratics in age
may have accounted for some of the variation in period ef-
fects, but period effects can be very powerful determinants of
crime, employment, single parenthood, etc. Second, a lack of
selection effects among non-Whites is difficult to explain, es-
pecially in light of other work that demonstrated robust effects
of abortion legalization on education and employment
among Black women. Not only did the legalization of abor-
tion affect non-White fertility more than Whites, but also the
non-Whites are more likely to be incarcerated, on welfare,
single parents, and high school dropouts. If abortion is im-
proving the circumstances of White children, indicative of
positive selection, why would an even greater relative and
absolute decrease in fertility among non-Whites not affect
their circumstances even more? Either there is negative selec-
tion among non-Whites or unmeasured period effects are
confounding estimates. Third, it is difficult to interpret the
first-stage estimates in this study. There are many interactions
in which the omitted category is obscure and the exclusion
restrictions are hard to justify. Despite these issues, the mar-
ginal child papers were an important advance in the literature.
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Abortion and crime

Clearly, the most sensational association with abortion came
from Donohue and Levitt’s (2001) paper linking the legal-
ization of abortion to the precipitous drop in crime. The
mechanism was not novel. Citing Grossman and Jacobowitz
(1981) and Gruber et al. (1999), Donohue and Levitt (2001)
argued that the child who was not born would have grown up
in worse living circumstances, received less parental support,
and as a result would have been more prone to criminal be-
havior as a teen and adult. The paper received remarkable
attention in the popular press and its basic finding reached an
even broader audience with the publication of Levitt and
Dubner (2005) book, Freakonomics. The empirics were sim-
ple. The authors regressed total crime rates on lags of the
abortion rate adjusted for state and year-fixed effects. They also
regressed age-specific arrest rates for those of 15-24 years of
age on the lagged abortion rate. In both specifications they
found that abortion rates could explain upward of 50% of the
decrease in crime in 1990s.

The results were quickly challenged. It was straightforward
to show that their story did not line up with simple plots of
age-specific homicide rates (Joyce, 2009). For instance,
homicide rates soared between 1985 and 1992 among young,
African-American males in large urban areas and then drop-
ped almost as precipitously thereafter. There were relatively
modest changes in murder rates among other groups who
were also exposed to legalized abortion in utero. Most crim-
inologists attributed the increases in homicides to the crack
cocaine epidemic which spurred a rise in gang violence.
However, no credible data on crack-cocaine use by state, year,
and age existed which created a potentially significant omitted
variable problem. This was aptly demonstrated by two
economists who first replicated Donohue and Levitt's re-
gressions but then added state-year interactions. The associ-
ation with the abortion rate fell by 50-60%. Another
economist used a triple difference strategy to eliminate the
confounding effect of crack cocaine by comparing the crime
rates of 19-year olds born before abortion was legalized to that
of 17-year olds born just after. Both groups experienced the
same period effects (i.e., the crack-cocaine epidemic) but only
the younger cohort was exposed to legalized abortion in utero
(Joyce, 2009). Joyce found no association between legalized
abortion and crime. A full airing of the debate is beyond the
scope of this article. Regardless of the ultimate judgment of the
Donohue and Levitt thesis, their work stimulated further re-
search. Economists examined the association between legal-
ized abortion and drug use, whereas others correlated
legalized abortion with teen pregnancy, a female proxy for
delinquent behavior. Economists also convincingly linked le-
galized abortion to sexually transmitted diseases. The strength
of these papers rested on use of abortion legalization as the
identifying source of variation. Legalization, much more than
subsequent policies regulating abortion, had a clear, measur-
able impact on fertility. And yet the challenge in all these
papers is identification of a cohort effect amidst often
powerful period effects. In the case of abortion and crime, it
was the crack epidemic of the late 1980s and the early 1990s
that confounded estimates. With teen pregnancy, it was wel-
fare reform and the expanding economy in the 1990s. Thus,
studies that analyzed changes in outcomes around the time of

legalization are more convincing because the confounding
from period effects is arguably more easily controlled. Even
with more proximate outcomes, the health effects of abortion
are exceedingly difficult to identify. Recall that Gruber et al.
(1999) found exceedingly modest declines in low birth weight
and infant mortality among cohorts exposed versus un-
exposed to legalized abortion. In fact, more recent research
suggests that the 1-2% declines in their paper are probably
too small to be detected with the proper adjustment of the
standard errors.

One paper illustrates just how difficult it can be to associate
even dramatic changes in the cost of fertility control with well-
being (Pop-Eleches, 2006). In December of 1966, Romania
outlawed abortion and all methods of fertility control in re-
sponse to the declining birth rate in the country. The result
was an immediate doubling of the birth rate from 14.3 births
per 1000 population to 27.4 a year later. The author used this
unprecedented fertility shock to estimate its impact on the
educational and labor market outcomes of the birth cohorts
born just before and after the ban. The overall result was an
increase in well-being, a result directly at odds with the US
experience. The seemingly contradictory finding resulted from
the positive increase in childbearing among families of higher
socioeconomic status. Once the author adjusted for the
composition change, exposure to the ban was associated with
decreased schooling. The author interpreted the latter effect as
the negative impact of unwantedness. The author found no
association with labor market outcomes. The author also re-
ported a 27% increase in infant mortality and a 30% increase
in low birth weight. The changes in infant health were rela-
tively short lived and thus may have been caused in part by
lack of prenatal and obstetric services.

The increase in fertility in Romania was 20 times the de-
crease observed with abortion legalization in US and yet, even
with such a huge jump in the birth rate, changes in well-being
were somewhat modest or relatively short lived. This under-
scores the point made previously: detecting cohort effects on
downstream outcomes is extremely challenging. Without
large, exogenous shocks, distinguishing cohort from age and
period effects may exceed researchers’ ability to detect them
with extant data.

Summary

The Romanian study provides an appropriate bookend to the
work of Grossman and Jacobowitz (1981). The 25-year inter-
val saw a large body of research devoted to identifying an
empirical link between abortion and well-being. A tentative
conclusion would argue for a positive association between the
availability of legalized abortion services and increases in the
health and well-being of the exposed cohorts. But even this
modest assessment comes with many caveats. The early cross-
sectional estimates must be discounted because the potential
for confounding is overwhelming. Reduced-form estimates
based on panel data that exploit change in policies such as
parental involvement laws or Medicaid financing restrictions
lack a sufficiently robust first stage to identify effects on health.
The return to the early years of abortion legalization improved
the first stage, but even then, statistically significant findings



12 Abortion

were not consistent and the most sensational estimates with
respect to homicide have been largely discredited. Thus, the
author ends with the Romania study for it provided the out-
sized experiment so valued in applied microeconometrics. But
even in this case, the association between large changes in
fertility and more schooling among the affected cohorts was
modest. This suggests that long-term effects of changes in the
cost of fertility control on the well-being of affected cohorts
may well exist, but effects are probably too small and data too
imprecise to identify them econometrically.

See also: Fertility and Population in Developing Countries. Health
Care Demand, Empirical Determinants of. Instrumental Variables:
Informing Policy. Observational Studies in Economic Evaluation.
Panel Data and Difference-in-Differences Estimation
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Abbreviations

ACSC Ambulatory care sensitive condition.
HIE Health insurance experiment.
Glossary

Adverse events Negative outcomes of treatments, such as
death or rehospitalization.

Ambulatory care Care provided outside hospitals

to patients who are not bedridden and live in the
community.

Attrition Reduction in number of a sample of
respondents to a repeated survey (from initial survey year to
subsequent ones).

Catastrophic care Care that is needed to prevent death or
extreme disability.

Cost sharing, copayments, and coinsurance These three
terms are used interchangeably in this article, to mean a
payment made at the point of use by the patient that is not
reimbursed by any health insurance.

Exogenous A variable is exogenous if it is not a function
of other parameters or variables in the model.

Income effect Change in consumption of a good as a
result of a change real income.

Instruments or instrumental variables Variables used as
proxy of factors which are suspected of being not entirely
exogenous. The instrument correlates with the factor but its
influence on the dependent variable is exogenous.

Introduction

It is evident that lack of (or poor) insurance coverage is
a barrier to access healthcare. Evidence that insurance status
is linked to access to healthcare seems overwhelming: those
with insurance always use substantially more than those
without.

Economists tend to be more skeptical, for the following
two reasons: they question the causality behind the observed
link between coverage and utilization; they question the in-
ference from differences in utilization to differences in access
to care. The causality issue is currently not important and it is
summarized briefly in Section Health Insurance Increases
Utilization. The distinction between utilization and access is
currently a matter of scientific investigation among econo-
mists and social epidemiologists, and this review of the lit-
erature will mostly focus on this issue. Section Interpreting the
Causal Effect of Insurance: Moral Hazard or Access? sum-
marizes the theoretical debate on the inference question,

TANF Temporary assistance for needy families

(welfare scheme in the US).

Longitudinal studies Studies in which the same
individual subject is observed repeatedly over time.
Marginal value The maximum value attached to a little
more or less of a good, service or desired characteristic.
Moral hazard Moral hazard refers to the possibility that
insured individuals will behave in such a way after an
insured event has occurred that will increase the claim cost
to insurers, partly because the user-price of care is lower
through insurance and demand may therefore rise.
Out-of-pocket Amount of money spent directly by a
patient at the point of use and is not reimbursed by
insurance (see cost sharing: what is not covered by any
insurance plan).

Social epidemiologists Social epidemiologists are
interested in the social determinants of the distribution of
health in a population.

Social experiment A field experiment (not in the
laboratory) to answer an economic or social policy
questions.

Subsidy Part of the price of a service that is covered by an
insurance plan or a public agency.

which can be described as follows: Is the difference in util-
ization resulting from insurance coverage a matter of moral
hazard - the insured use more than they need - or access - the
uninsured do not use what they need? It is shown that the
empirical answer depends on how healthcare need is defined
and measured. Sections Effect of Insurance on the Subjective
Assessment of Unmet Need by Survey Respondents, Insurance
and Utilization of Medically Necessary Care, and Effect of
Insurance on Health Outcomes: Adverse Events and General
Health and Mortality then review the empirical evidence on
the impact of insurance on the utilization of care that is
needed, using three different definitions of need. In Section
Effect of Insurance on the Subjective Assessment of Unmet
Need by Survey Respondents, a subjective definition (what is
perceived as unmet need) is used; in Section Insurance and
Utilization of Medically Necessary Care, a more objective
definition of need as what is clinically recommended to sur-
vive or maintain good health is used; last, in Section Effect of
Insurance on Health Outcomes: Adverse Events and General
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Health and Mortality, an outcome-oriented definition of need
and evidence on the effect of lack of coverage on mortality and
health status is used. Section Policy Implications concludes
and draws policy recommendations.

Health Insurance Increases Utilization

The causality issue is as follows: When we observe differences
across insurance it is noticed that individuals are not assigned
to a given health insurance status but they make their own
decisions on whether to be insured or not. Of course, these
decisions are constrained, by how much individuals can spend
overall compared to the price of health insurance, but,
nevertheless, individuals at the same level of income and faced
with the same premiums make different decisions regarding
coverage (Bundorf and Pauly, 2006). If that decision is
somehow linked to their utilization of healthcare services in a
way that is not observed (in the survey used by the analyst),
the correlation between insurance status and utilization may
be spurious and it would be wrong to infer causality from it.
For example, if individuals were to buy health insurance only
because they wanted to commit to visit a doctor once a year,
and get their tension and cholesterol checked, the correlation
between insurance status and utilization of these services
would be perfect. However, that would not mean that covering
the uninsured would change their behavior: if the reason why
they do not buy insurance is as they do not value the services it
covers, they then might not be interested even if the services
were free of charge at the point of use.

One way to address the issue is to run a social experiment:
the health insurance experiment (HIE), conducted by the
RAND Corporation randomly assigned approximately 2000
households to a variety of plans with varying cost-sharing
arrangements (Newhouse and the Insurance Experiment
Group, 1993). Because individuals were assigned to the plans
rather than choosing them, any difference in utilization can
be safely interpreted as causal. The results from that social
experiment indicate a clear causality from coverage to util-
ization: individuals assigned to plans with lower copayments
used more outpatient services, prescription drugs, and even
inpatient services. The latter finding has been recently dis-
puted by Nyman (2007), who argued that it is an artifact
because of attrition (those who are poorly covered through the
experiment and need hospital care quit the experiment and
revert to their former plan); Newhouse et al. (2008) re-
sponded that subjects have no incentive doing that because
they are more than compensated for the loss if (and only if)
they stay in the experiment. It is true that the attrition rate was
much higher in the higher coinsurance plan than in the free
plan but it remains undecided whether subjects left the ex-
periment (although they had no interest doing it) when in
need of hospital care and not well covered (Nyman'’s sugges-
tion) or whether they left for other reasons (the HIE Group’s
response to Nyman).

Beside social experiments, which are costly and constrained
by ethical issues (it is not feasible to assign subjects to no
coverage at all and some stop loss must be put in place, which
does not allow the researchers to test the effect of not
being insured), economists use a variety of econometric

strategies to test causal inference in observational studies and all
find a causal link from insurance status to utilization pattern.

Interpreting the Causal Effect of Insurance: Moral
Hazard or Access?

It is evident that coverage influences utilization and it can
be said that not being insured causes lower levels of utilization
of healthcare services. The remaining issue is one of inter-
pretation: Do the uninsured use less because they cannot af-
ford the services when they are ill? Or do the uninsured
buy exactly the amount of healthcare they need, whereas
the insured overconsume healthcare because they do not have
to pay for it at the point of use? Or is it that both interpret-
ations are partially true: Some among the insured ‘over-
consume’ and some among the uninsured cannot access the
care they need. To understand the issues underlying the dif-
ference in interpretations we need to go back to the economic
theory of health insurance and introduce concepts such as
moral hazard. As will be clear at the end of this section, a key
concept for the understanding of the access versus moral
hazard controversy is the concept of need: if we could tell what
is needed and what is a matter of preference in healthcare
services utilization, we could tell which part of the variation in
utilization across insurance status is a problem of access for
the uninsured and which is moral hazard of the insured.

Andersen (1995), and most social epidemiologists,
equated access to utilization: if one uses fewer services it is
because they cannot use as much. He distinguishes between
‘potential access’ (enabling factors such as availability of ser-
vices, coverage, regular source of care, travel costs, and waiting
time) and ‘realized access’ (actual utilization). But the
economists disagree on the proposed theory. As noted by
Hurley (2000), access is a process-oriented concept and is
unrelated to actual use: the difference between such a con-
ception and Andersen’s is that, for a given level of accessibility,
individuals with different preferences make different choices.
For most economists, access is similar to ‘opportunity, and
individuals are always free to use opportunities as they see fit.
Some of the difference between the insured and the uninsured
is a matter of access (the medical need of the uninsured is not
met), and some is a matter of want (the insured use
nonneeded care).

The objective is of course to evaluate the respective roles of
access and want in the difference in utilization across insur-
ance status. To do so, one needs to understand the way health
insurance works and interferes with decisions made by indi-
viduals regarding their utilization of healthcare services. The
following is drawn from Nyman (2003).

Although standard (nonhealth) insurance pays a lump
sum in case a detrimental event occurs (life insurance pays a
given sum in case the insured dies), health insurance typically
pays back through reduced prices of healthcare. Being covered
by health insurance, therefore, means gaining access to dis-
counted healthcare services. Some plans have a limit on re-
imbursement, but most public plans do not set such limits on
reimbursements for acute care (hospitalizations, visits to a
family doctor, and drugs prescribed by a doctor).
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As a result, insured individuals live ‘in a different world’
than the uninsured, a world with lower prices of health-
care services. Proponents of the moral hazard hypothesis
posit that because the uninsured are faced with the true
price of healthcare, they buy units of healthcare services until
they reach a level at which the marginal value of an extra
unit is less than the price they have to pay. The insured do
the same, but because they face a lower price of health-
care they buy more than what would satisfy them (to be
exact, what would maximize their satisfaction) if they were
not insured. The analysis of health insurance is similar to
the analysis of subsidies for specific goods (e.g., food):
when a price is artificially lowered, individuals do not get
the right information about the relative values of goods and
favor the subsidized one to the detriment of nonsubsidized
goods.

The economic theory of health insurance is not only about
this substitution effect but also involves what economists call
income effects: If we compare two individuals with the same
level of income, one benefiting from a discount on the price of
one specific good but not the other one, it is clear that the
former has more purchasing power than the latter. In that
sense, they are richer and can make the decision to allocate
that extra purchasing power as they see fit. If they decide to
buy more healthcare services, because they are sick and made
richer by their health insurance coverage, they are not substi-
tuting away from other potential uses of their money. They
make a rational decision to allocate their extra purchasing
power where it is needed.

The moral hazard story goes as follows: “Being insured
means I will take advantage of lower prices of healthcare to
use more of them, whether I am sick or not, need it or not. It is
the fact that they are cheaper than if I was uninsured that
motivates me the most.”

The income transfer story is as follows: “Being insured
means that when sick and in need of care, I will be richer than
if I was uninsured. I will then spend more on healthcare be-
cause this is what I need to do (I am sick) and I can
afford it. It shows clearly that the ‘income effect’ is the trans-
lation in economic theory of the access problem of social
epidemiology”

It is of course impossible to separate these two mechanisms
empirically on the basis of the difference in utilization across
insurance status: they both predict the exact same difference
in utilization.

The only notion being observed that would allow to sep-
arate the two mechanisms is ‘need”: Recall that the income
effect occurs because the insured benefits from an income
transfer when sick, whereas the substitution effect is in-
dependent of health states. One useful way to look at access
versus moral hazard would, therefore, be to look at the dif-
ferential effect of coverage on care that is ‘needed’ versus care
that one could go without.

So far, we have only moved the question one step further
and still need to define what ‘needed’ means in healthcare. As
shown by Culyer (1998) and the literature on equity in
healthcare utilization, need is an elusive concept, and it is
impossible to provide a theoretical definition of need that
would satisfy most. Rather, need is defined as how it is
measured in empirical studies.

How do we measure need? Here, three ways of defining
needed care are suggested:

® Subjective: Do they feel they could not access care they
needed?

® Objective, process-oriented: Needed care is the type of care
that is clinically necessary to maintain health.

® Objective, outcome-oriented: Access barrier can be inferred
from lower utilization if and only if lack of coverage causes
poorer health outcomes.

These questions were investigated in the RAND HIE: the
objective was not only to measure the causal link between
coverage and utilization but also to describe which services
were underused by the less well covered (or overused by the
better covered) and to measure the impact of being less well
covered on health (a 2-4 years follow-up was included in
the experiment). It is very often stated that the RAND shows
a strong difference in utilization as a result of differences
in coverage but no difference at all in health outcomes. Some
use that often stated conclusion to infer that 100% of the
difference in utilization is because of moral hazard and
nothing to access problems. Interestingly, this is not the in-
terpretation of the HIE group members themselves: first, they
show that the insured utilize more of both clinically recom-
mended and futile care than the uninsured, implying that the
difference is due in part to both access problems and moral
hazard. Second, they observe that in some groups (the poor
and the sick) being less well covered has consequences on
health. However, the effect is offset on average because the
better covered also seem to suffer (surprisingly) from ‘too
much healthcare’ The combination of these two effects is the
often cited no effect on health’ but the RAND experiment
itself does not conclude to the absence of a link between being
less well covered and deteriorating health. In a sense, there
must be an effect because one of the result of the RAND is that
those in the plans with higher copayments used less inpatient
care, and it is hard to imagine that the better covered would be
admitted to a hospital to receive treatments with absolutely
no effect on their health, simply for the sake of staying in a
hospital.

Effect of Insurance on the Subjective Assessment of
Unmet Need by Survey Respondents

A simple way to assess needed care is to directly ask re-
spondents of a survey to state whether they had to forgo care
they needed in the recent past (typically 12 months). The price
to pay for such simplicity is the subjective component of the
perception of need: if subjective perceptions of need correlate
in a systematic way with decisions not to buy insurance, the
value of such subjective assessment is low. Also, it must be
noted that unmet needed care can be the result of many fac-
tors beyond lack of insurance (lack of time, procrastination,
and fear).

An idea to test a causal link between coverage and per-
ception of unmet need that should not be affected by sys-
tematic variations in how subjective need is defined is to take
advantage of exogenous changes in health insurance coverage.
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One such shock is the 1996 Reform of Welfare in the US that
led to reductions in the caseload of the temporary assistance
for needy families (TANF). Women who lost TANF also lost
public health insurance after 12 months and follow ups show
substantial increases in self-reported unmet need for a variety
of healthcare services.

Insurance and Utilization of Medically Necessary
Care

To overcome the subjectivity of self-reported unmet need, we
can define needed care as what is necessary to maintain
health. A stringent definition is that care is needed if and only
if not receiving it would lead to death or severe disability, and
the evidence on the causal effect of coverage on utilization of
such care is reviewed (see Section Care That is Needed in Life-
Threatening Situations or When Quality of Life Would Be
Greatly Affected without Treatment). A more lenient defin-
ition is that care is needed as long as clinical consensus is that
not receiving that type of care would affect intermediary
health outcomes and the evidence based on that clinical def-
inition of need is reviewed in Section Differences in Utiliza-
tion of Clinically Recommended Care.

Care That is Needed in Life-Threatening Situations or When
Quality of Life Would Be Greatly Affected without Treatment

A first approach is to describe what individuals facing a health
shock (an illness or injury necessitating treatment if the pa-
tient wants to recover) do when they are not covered. Most of
the literature on insurance and the economic consequences of
health shocks is recent and from low- and middle-income
countries; the literature on health shocks in rich countries
is mostly about health and labor supply, and the case of
the uninsured is less often considered because in most rich
countries, to the possible exception of the US, public insur-
ance covers potentially catastrophic health shocks.

In low- and middle-income countries (Ethiopia, Vietnam,
and Laos), the uninsured pay for medical care in case of health
shocks necessitating catastrophic spending through informal
insurance mechanisms (microfinance schemes, informal
lending, or transfers), drawing from their assets and savings,
or cutting back on other consumption items. The only ex-
ceptions seem to be China, where the uninsured spend less
out-of-pocket than the insured in case of health shocks, and
Thailand, where the poor who need treatment for end-stage
renal disease use therapeutic strategies or less frequent dialysis,
which have side effects but keep them alive.

In the US, bankruptcy can be used to protect assets in case
of large medical bills. Approximately 1 million households
filed for bankruptcy caused by medical bills in excess of
US$1000 in the US in 2001. Bankruptcy is not enough,
though, and 61% of them also had to cut back healthcare.

In the US, as in China, the uninsured spend less out of
pocket than the insured in case of a severe health shock,
suggesting that lack of insurance makes medical services less
affordable and, therefore, reduces access. Of course, another
way to spend less out of pocket is to receive care free of charge,

through charity. It is documented that public and not-
for-profit hospitals in the US deliver care free of charge to
patients unable to pay for care in cases of severe illnesses and
accidents.

A less stringent definition of health shocks is ‘nonavoidable
hospitalizations! These are hospitalizations that cannot be
avoided by effective, timely, and continuous outpatient (am-
bulatory) medical care for certain chronic conditions - they
are also called admissions for non-ambulatory care sensitive
conditions (non-ACSCs). Among adults, their necessary
character can be disputed: for instance, a cataract excision is a
non-ACSC (no primary care can really prevent cataract), can
be ‘necessary’ in some cases (to cure near blindness) but can
also be discretionary in other cases (when vision quality is
diminished); similarly, a hip replacement can be needed (the
patient cannot walk without it) or discretionary (the patient
can walk but feels some pain or discomfort). However, in the
case of children (younger than 15 years of age), it can be
argued that what is not preventable is more likely to be needed
to prevent future health problems.

A study of non-ACSC pediatric admissions from 1983 to
1996 based on the US National Hospital Discharge Survey
uses exogenous expansions of the Medicaid program between
1983 and 1996 (increase in children population covered by
16% points overall but at different times in different states) to
estimate a causal link, rather than a simple correlation, be-
tween Medicaid coverage and use of hospital care for non-
ACSC. If utilization of non-ACSC hospitalizations increases
with enrollment in Medicaid, this is an indication of a causal
link between lack of coverage and difficulties to access needed
care. They find that Medicaid expansions led to an increase in
non-ACSC admissions: any increase in enrollment by 1% in-
creases the probability of admission for a non-ACSC by
0.81%. Therefore, there was an access problem to inpatient
care for children without insurance before the expansion.
When admitted, these newly covered children also receive
more procedures than when they were not covered.

Similarly, the implementation of a universal National
Health Insurance for the elderly in Taiwan had a stronger
effect on low- and middle-income elderly than on high-
income elderly individuals, suggesting that there was an access
problem linked to ability to pay for treatment without
insurance.

Differences in Utilization of Clinically Recommended Care

Although ambulatory care services are less expensive, some
authors consider that they are ‘needed’ when proven to be
effective, in the sense that not using them negatively affects
health. As a result, if the uninsured can be shown to use less
preventive services than the insured that could be interpreted
as a problem of access to care. What is known on the causal
effect of insurance on the utilization of clinically recom-
mended services (such as mammography) or intermediary
clinical outcomes (such as blood pressure) is now reviewed.

Changes in insurance status in longitudinal studies identify
both a causal effect of copayments on mammography and a
causal effect of loss of coverage on postemergency room visit
to an ambulatory care doctor in the US.
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Levy and Meltzer (2001, 2004, 2008) reviewed studies on
insurance and intermediary health outcomes. Studies testing
for a causal link are selected. Some of the studies reviewed in
Levy and Meltzer will be reviewed in Section Effect of Insur-
ance on Health Outcomes: Adverse Events and General Health
and Mortality (those on final outcomes such as mortality, self-
assessed health, or functional ability). They show a clear effect
of loss of coverage on blood pressure, but some of these
studies cannot conclude at any substantial effect of coverage
on intermediary health outcomes.

Effect of Insurance on Health Outcomes: Adverse
Events and General Health and Mortality

Introduction of copayments in public schemes (medication
insurance for the elderly and welfare recipients in Quebec in
1996 or the California Public Employees Retirement System
(CalPERS) in 2001) reduces utilization and substantially in-
creases the probability of adverse events (more than double in
Quebec).

Moving to studies testing the effect of insurance on mor-
tality and general health; most studies do not measure the
effect of insurance on utilization and infer access problems
directly from detrimental effect of lack of insurance on health
outcomes. Historical data (European countries in 1870-1914)
show that an increase of 10% points in the proportion of
population covered by health insurance led to a reduction in
mortality by 0.9-1.6 per 1000. The 1.6 effect is certainly im-
plausibly high but it should be kept in mind that expansions
of coverage were usually targeted at individuals toward the
lower end of the income distribution, where mortality was
very high and at a time when their income did not allow them
any contact with a doctor. As a result, these estimates are of
effects at the maximum rate of return of coverage on access
and of access on health. On the contrary, the introduction of
Medicare in 1965 had no discernible effect on the change in
mortality around 1970: Regions in the US with lower rates of
insurance after the age of 65 years did not see any more
substantial decrease in their mortality than regions with
higher rates (which were less affected by Medicare as a result).
The fact that Canadian provinces did not implement universal
coverage at the same time (between 1962 and 1972) can be
used to identify a significant effect of universal coverage: a
reduction of 4% in infant mortality and of 1.3% in low birth
weight.

Another approach uses the exogenous discontinuity in in-
surance status for most Americans when they turn 65 years:
There is indeed a decrease in the mortality rate (compared to
the trend before the age of 65 years) of approximately 13%,
but it is hard to attribute it entirely to Medicare (Americans
tend to retire at the age of 65 years as well, which can be good
for health). Moreover, the effect does not vary at all across race
and location or self-employed status although insurance status
pre-Medicare varies substantially across these variables. A
randomized trial in Oregon studies the effect of getting cov-
erage on health outcomes (30 000 low-income individuals
were randomly selected to benefit from Medicaid coverage and
10 000 applied - these are compared to similar individuals on
the waiting list who were not selected) and finds an effect on

self-assessed health at 1 year follow-up. The data are still under
analysis and more should be known soon about objective
measures such as blood pressure.

Studies using instruments (variables that affect health
through insurance but are not subject to the endogeneity issue
of insurance status, such as spouse’s union status, immigration
status, and number of years in the US, work loss in the pre-
vious 5 years, or state-level unionization rates or Medicaid
eligibility and generosity of benefits) find large and significant
effects of insurance on health (self-assessed health, general
mortality, and human immunodeficiency virus-acquired im-
munodeficiency syndrome-related mortality), but the quality
of the instruments can be discussed.

One particular relationship has been studied in more detail
and remains disputed in the empirical literature: the effect of
insurance on infant and children health. The effect of expan-
sions of health insurance for pregnant women, infants, and
children in the 1980s (1979-92) in the US on birth outcomes
and children health is estimated as strong and negative on
mortality (expansions yielded a decrease in mortality by al-
most 40%) by Currie and Gruber (1996). However, Dave et al.
(2008) rightly pointed out that this is implausibly high. Their
objection is that the quasiexperiment is not methodologically
sound: if some unobserved variable explains that states where
efforts on public maternal and natal health were made also
were those states where Medicaid expansions took off first,
using eligibility by year and state will overestimate the effect of
insurance on mortality).

The study of expansions in insurance for infant and preg-
nant women finds a weak effect on birth weight (likely be-
cause of crowding out: overall, the expansions led to only a
10% points increase in the proportion insured) but a sub-
stantial effect on infant mortality (expansions decreased it by
8.5%). Last, the study of expansions in insurance for pregnant
women on infant mortality found that the effect was strong for
infants whose mother lived closest to a hitech hospital. It is
also found that better educated women (not dropouts or teen
mothers) actually used less hitech care (notably caesarian
section) after the expansions, likely because of the fact that
they switched from a private insurance to Medicaid, but
without any notable effect on their infant’s health (a case
of futile care because of private insurance and generous
coverage).

Overall, the lack of insurance increases the probability of
adverse events and is the cause of poorer self-assessed health
and higher infant mortality. Its effect on adult mortality and
low birth weight is less clearly documented.

Policy Implications

It can be safely concluded that access problems are part of the
difference in utilization across insurance status: It is not only
about moral hazard and the difference also stems from the
fact that the uninsured do not benefit from an income
transfer when sick and, as a result, cannot access needed
medical care. They access charity care if the intervention is a
matter of survival or to prevent disability, delay recom-
mended care such as follow-up after emergency admission or
ambulatory care after new symptoms of a chronic condition,
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and are much less likely to be screened for cancer, or have
their blood pressure or cholesterol measured. As a result,
not being insured has consequences on health, documented
by downstream adverse events, self-assessed health, and,
possibly, longevity.

From a normative perspective, this means that some of the
difference in utilization between the insured and the un-
insured is welcome: it does not mean that the insured spend
‘too much’ on care because they are overcovered but that the
sick who are insured can use the income transfer they receive
from the healthy to access needed care. This review shows that
inpatient services that are nonavoidable and expensive should
enter a universal plan; it also shows that preventive services
and ambulatory care services that meet clinical recom-
mendations should also be covered for the less well-off, who
cannot afford it if not covered. There is no literature that
would allow us to determine what is not affordable if not
covered. It has been suggested in some countries with public
insurance that affordability should be the main criterion for
coverage: for instance, the ‘bouclier sanitaire’ (health shield)
discussed in France in 2007-08 was a project to replace the
current universal public plan with various copayments for
various services (and exemptions for the chronically ill) with a
full coverage plan with a deductible set at 10% of income. In
Ontario, Canada, the same idea forms the basis of a tax de-
duction for those who have to spend more than a share of
their taxable income on prescription drugs out of the pocket.
The issues with such attempts at solving moral hazard
(through deductible) and access (universal coverage and no
copayment beyond the deductible) are threefold: first, there is
no clear definition of affordability and the 10% threshold is
rather arbitrary (Glied 2008); letting physicians determine
what is needed without imposing any cost sharing on patients
seems to be a more promising avenue to solve moral hazard
and access simultaneously (the difficulty being to provide
doctors with the right incentives to deliver services that are
needed only). Second, the chronically ill with low or middle
income will reach the deductible every year and will be pen-
alized for being chronically ill though they are not at fault. In
the US, this would prove a progress compared to the situation
before the latest reform (where preexisting condition were a
cause for exclusion of coverage), but in most European
countries and Canada that would be a regression. Third, the
deductible set at 10% of income would not address the issue
of access to preventive care: in the case of preventive care, the
issue does not seem to be that individuals cannot pay for it
(except the very poor), but rather that the benefits (positive
effect on health) accrue in the future, whereas the cost is borne
immediately.

See also: Demand for and Welfare Implications of Health Insurance,
Theory of. Demand for Insurance That Nudges Demand. Health and
Health Care, Need for. Health Care Demand, Empirical Determinants
of. Health Insurance and Health. Managed Care. Moral Hazard. Price
Elasticity of Demand for Medical Care: The Evidence since the RAND
Health Insurance Experiment. Value-Based Insurance Design
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Glossary

Dynamic rationality A decision process such that a plan
made in the present for a future period is consistent in the
sense that the plan remains optimal when the future period
arrives.

Exponential discounting Discounting future costs or
benefits through a process in which the rate of time
preference does not depend on the time interval between
the moment of choice and the actual events.

External cost An involuntary cost that is imposed on a
third party. For example, second-hand smoke from
cigarettes, or traffic accidents resulting from alcohol-
impaired driving.

Hyperbolic discounting Discounting future costs or
benefits through a process in which the rate of time
preference depends on the time interval between the
moment of choice and the actual events, specifically, the
instantaneous rate of time preference for a choice t time
units away can be expressed as y(1 4 at)~', where y and «
are positive parameters.

Mental accounting The process by which an individual
weighs the costs and benefits of an action or a consumption
choice.

Normative implications Logical conclusions from a
theory, which refer to the actions that should be taken by a
welfare-maximizing policy maker.

Introduction

What do economists add to the multidisciplinary discussion
of addiction? In this article, economic theories of addiction,
statistical evidence produced by economists on addictive be-
haviors, and resulting policy implications are described.

The manner in which economists approach addictive be-
haviors differs in some ways from the approaches of other
disciplines. Medical and public health research often views
addiction as, by definition, maladaptive. Addicts passively
submit to urges rather than actively make rational con-
sumption decisions. Consumption of an addictive good is it-
self beyond the control of the individual. The National
Institute on Drug Abuse uses the following definition:

Addiction is defined as a chronic, relapsing brain disease that is
characterized by compulsive drug seeking and use, despite harmful
consequences. It is considered a brain disease because drugs change
the brain - they change its structure and how it works. These brain
changes can be long lasting, and can lead to the harmful behaviors
seen in people who abuse drugs.

Present bias The tendency to overweigh benefits or costs
that are incurred in the present relative to those which are
incurred in the future. Present bias suggests individuals do
not discount exponentially.

Rational choice Behavioral patterns that are minimally
consistent in the sense that if A is selected over B and B

is selected over C, then A must be selected over C. May
loosely be considered as behaviors intended to achieve
some goal through weighing off broadly defined costs and
benefits.

Reinforcement Consuming more of an addictive good
today will increase the value given to consumption of the
addictive good tomorrow.

Tolerance The consumption of a given amount of

an addictive good in the future will yield less satisfaction,
the higher is consumption of the addictive good

today.

Utility A numerical representation of preferences in
which more preferred consumption choices are given

a higher number than less preferred consumption

choices.

Utility projection bias The tendency of an individual to
incorrectly predict that future preferences will closely
resemble current preferences.

By this definition, addiction is characterized by physio-
logical changes and research often focuses on the neurological
and psychological mechanisms underlying those changes (see
Redish et al., 2008 for a cross-disciplinary review of addiction
research). Alcohol and other drug addictions are found to
cause physical changes in body functioning, such as re-
ductions in functioning of neurotransmitter activity like
dopamine, and these neurotransmitters are part of the brain’s
reward system (Koob and Le Moal, 2008). These physiological
changes are often observed in conjunction with, and indeed
difficult to disentangle from, psychological changes such as
increased depression and anxiety (Newlin, 2008).

Economists differ in generally focusing on models in-
tended to reveal how social phenomena involving addictive
behaviors emerge, which requires models suitable for in-
vestigating the manner in which addicts alter their behaviors
as incentives change. By how much do smokers change their
cigarette consumption if tobacco taxes increase, and over what
time period? Do illicit drug addicts change their behavior as
criminal penalties imposed on drug possession vary, and if so,
how is the market for illicit drugs affected? What are the
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private and social costs of addictive behaviors? How are ad-
dictive behaviors related to income? Which policies tend to
reduce harms to addicts and to nonaddicts? These sorts of
questions are better addressed using a combination of abstract
behavioral models combined with statistical evidence on ad-
dictive behaviors, prices, and other incentives than by detailed
exploration of physiological mechanisms.

Following Becker and Murphy (1988), economists often
use the following definition:

Addiction: A good or activity is addictive for a given person
at a given time if an increase in the person’s consumption
today causes an increase in consumption tomorrow, other
things equal.

Loosely speaking, you are addicted to cigarettes in the
economic sense if smoking more today causes you to smoke
(or want to smoke) more tomorrow. Increased consumption
of a nonaddictive good, however, does not cause you to
want to consume more today if you happened to consume
more of it yesterday; your desire to drink milk today is in-
dependent of your past milk consumption. Note that this
notion of addiction does not require the addiction to operate
through an action of the drug on the brain, although it
is consistent with such an action. Nor does this definition
require that the activity is maladaptive; a person may be
addicted in the economic sense to, for example, health-
enhancing exercise. Finally, whether a given good or activity is
addictive may vary across people and over time within a given
person’s life.

The economic definition of addiction is a purely be-
havioral definition, as opposed to alternate conceptions in-
volving physiological processes. Nonetheless, in Becker and
Murphy'’s canonical model, people exhibit reinforcement and
tolerance, elements of alternate conceptions of addiction. Re-
inforcement here means that increasing consumption of an
addictive good today increases the marginal value that is given
to consumption of the addictive good tomorrow. Tolerance
suggests that consuming a given amount of the addictive good
today vyields less utility when consumption of the addictive
good yesterday was higher.

The implications of this apparently straightforward notion
of addiction are surprisingly complex. In the next Section
Perfectly Rational Addiction, the canonical addiction model in
economics, the rational addiction model of Becker and Mur-
phy (1988), is discussed. This model is highly stylized, im-
posing strong assumptions about preferences and
information, but the model is able to mimic many aspects of
addictive behavior, make predictions that are possibly sur-
prising but verified by evidence, and provide a framework for
empirical analysis of taxation and other policies intended to
limit consumption of addictive goods. Research building on
this framework to incorporate more realistic behavioral and
information assumptions is considered in Sections Imperfectly
Rational Models of Addiction and Irrational Models of Ad-
diction. Following Cawley (2008) economic models are dis-
tinguished as falling into one of the three categories: models
of perfect rationality, models of imperfect rationality, and
models of irrationality. Finally, in Sections Empirical Evidence
and Policy Implications of Addiction Perspectives the stat-
istical evidence and policy implications stemming from this
line of research are discussed.

Perfectly Rational Addiction

Economic models typically assume that people have well-
defined goals and tend to make decisions that further those
goals. For example, one’s goal as a commuter driving home
from work may be to choose a route to minimize your driving
time, and model worlds with many drivers each attempting to
achieve that goal are used to predict how changes in a road
system would affect traffic patterns. People in a model are
‘rational’ if they make decisions that are consistent with their
goals. It is important to emphasize that ‘rational’ in this
context is a technical jargon: It loosely means people weigh
the benefits and the costs of a given action when making their
decision, but it does not make any judgment about what
defines a cost or a benefit per se (Mas-Colell et al., 1995).

Consider a simple example of a model of consumer choice
invoking this rationality assumption. A person can buy cig-
arettes or various other goods and services with a given
amount of money. Given income and the prices, all affordable
combinations of cigarettes and other goods define a ‘menu’
from which the person must choose. If the price of cigarettes is
US$10 per pack and people have US$100 to spend, then
11 packs of cigarettes is not on their menu. If they can con-
sistently rank these options from most to least preferred,
which implies that if they rank A higher than B and B higher
than C, they must rank A higher than C, then they are rational
in the economic sense of the word. Given their rankings, how
their choices will vary as the economic environment varies can
be predicted. Whether a given change in economic environ-
ment makes the person better off in a well-defined sense - that
is, makes an option available which is preferred to the current
choice - can also be deduced from the model.

The rational addiction model extends this sort of analysis
to capture special properties of addictive goods and activities.
Canonical models of consumer choice take preferences as
given: At some time, for example, a consumer has preferences
over cigarettes and other goods and services, and chooses ac-
cordingly. The rational addiction model is dynamic; it is a
model of decisions and outcomes over time, a complication
which is necessary to capture the idea that addictive behaviors
today affect behavior and outcomes in the future. Preferences
over the addictive good and other goods and services at a
given time are endogenous in the rational addiction model, as
they depend on previous behavior.

The standard rational addiction model makes strong as-
sumptions over this dynamic process, although these as-
sumptions are weaker and more realistic than had been
previously invoked in the literature. Before Becker and Mur-
phy (1988) some economists had attempted to model con-
sumption of addictive goods as ‘habits’ that have some but not
all features of addictive behaviors. In these models, how much
you smoke today depends on how much you have smoked in
the past, but you do not take into account that your con-
sumption in the future will change if you choose to smoke
more today. People in these models are myopic and naive:
They are constantly surprised when they discover that how
much they smoked yesterday has changed their desire for
cigarettes today.

Becker and Murphy (1988) consider the other extreme
case: Instead of completely failing to understand that
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tomorrow’s outcomes depend on today’s behaviors, Becker
and Murphy consider a world in which people understand this
relationship perfectly. They model addiction as stock, not
unlike a capital stock, that increases or decreases over time
according to the flow of consumption. Abstinence leads to
depreciation in the addictive stock over time - if you quit
smoking today, your level of addiction to cigarettes will decay
over time. This decay is offset by consuming the addictive
good - smoking more today increases your stock of addiction.
Whether you become more or less addicted over time depends
on whether you consume enough of the addictive good to
offset the decay in your addiction. This model is intended
to capture stylized facts about the dynamics of addiction:
Addiction does not start or stop instantaneously, rather, an
addiction is built up over time through use of the addictive
substance and addiction decays over time with abstinence or
decreased consumption. The rational addicts choose current
consumption being fully aware of how their behavior today
affects their stock of addiction, and thus their behavior,
tomorrow.

Becker and Murphy prove that people in such a world will
display behaviors that are typically associated with addiction.
The model predicts that a rational addict builds tolerance
and goes through withdrawal. Sufficiently strong addictions
generate ‘cold turkey’ quitting behavior as opposed to quitting
slowly by gradually decreasing consumption over time. Fur-
ther, the model allows economists to predict how addicts will
respond to a change in the price of the addictive good, and
hence provides a lens through which tax policy toward
tobacco, alcohol, and other addictive goods can be viewed.
Finally, the model generates a falsifiable prediction about
behavioral responses to price changes: An anticipated future
increase in the price of the addictive good will cause rationally
addicted people to immediately reduce consumption of the
addictive good. This effect follows from the rational addict
understanding that a future price increase will make con-
suming at current levels in the future more costly, and the pain
of withdrawal is diminished if consumption is reduced by
small amounts over time rather than a large amount in the
future. Likewise, a price decrease in the past will result in more
past consumption, leading to a higher addictive stock, and
greater consumption levels today. A consequence of this
model is that all prices, past, current, and future, influence the
person’s current consumption decision.

An extension of the rational addiction framework to mul-
tiple addictive behaviors can also explain cyclical binging and
abstinence. Palacios-Huerta (in press) shows binging behavior
is a prediction of the rational addiction model in which there
are multiple, substitutable, addictive goods. For example,
consider someone who is addicted to both cannabis and to
alcohol but considers them substitutes. If the two behaviors
deplete one’s health stock in different ways (one through liver
damage and the other through lung damage), binging be-
havior will result as individuals alternate between the two
activities, binging on alcohol while lung health recovers and
binging on cannabis while liver health recovers.

These models help us understand addictive behaviors in
realistic settings in which there is a complicated relationship
between consumption of various drugs and policies, which
may fail if they ignore these relationships.

The rational addiction model has a number of important
consequences with respect to how the policy is evaluated and
implemented. First, people who discount the future heavier
are more likely to engage in addictive behaviors. This is par-
ticularly relevant in explaining why smoking uptake is so
much higher among youth rather than adults. Second, the full
effect of a permanent change in prices on individual behavior
cannot be judged in the short run. Facing a price increase, the
addict will reduce consumption gradually over time. Becker
and Murphy predict that in the long run addiction leads to a
more price-responsive demand, a hypothesis that is confirmed
in the empirical literature discussed in Section Imperfectly
Rational Models of Addiction. Finally, announcing future
change in tax policies will impact current consumption.

The Becker and Murphy (1988) model is subject to two
major criticisms. The first is that the model predicts that ad-
dicts will never regret their choices. A large body of evidence
falsifies this prediction. The second criticism is that strong
assumptions are made about information. In particular, peo-
ple can accurately predict the future effects of their current
consumption. A much-criticized welfare implication follows:
The rational consumer always makes optimal consumption
choices, and policy interventions designed to deter con-
sumption of addictive goods are generally welfare reducing.

Imperfectly Rational Models of Addiction

Several extensions followed the Becker and Murphy (1988)
model to address the restrictive assumptions of perfect
rationality. Two assumptions that have received attention are
the assumption of perfect information and foresight and the
assumption of exponential discounting. Models that address
these concerns otherwise follow a common strategy to Becker
and Murphy (1988); people continue to make decisions that
they believe - at the time the decision is made - are in their
best interest.

The perfectly rational consumer correctly predicts the effect
that consumption of an addictive good will have on their
behavior in the future. However, this assumption is contrary to
evidence that suggests people are very poor judges of their
future preferences and tastes: People tend to bias estimates
of their future tastes toward being like their current tastes
(Loewenstein et al., 2003). This utility projection bias is par-
ticularly troublesome when nonaddicted people need to make
judgments about the impact that consumption of an addictive
good will have on their future preferences. Badger et al. (2007)
show that even seasoned heroin addicts underestimate the
influence of their addiction on behavior. To address this issue,
Orphanides and Zervos (1995) extend the rational addiction
model to allow people to be uncertain about how addictive
they will find a good or activity. People update their beliefs
about the addictiveness of the good by observing the actions
of those around them and through their own experimen-
tation. People try their first cigarette, for example, without
knowing how addictive they will find smoking. In this model,
addicts may regret their past choices even though they make
the best choices they can with the information available at the
time. Some people will underestimate their potential for
addiction and regret having become an addict.
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For most addictive goods, such as cigarettes or narcotics,
consumption leads to an immediate benefit while the cost,
such as poor health, is realized in the future. For this reason
the manner in which people discount the future has important
consequences for the rational addiction model. Dynamic ra-
tionality implies that people discount exponentially and
consistently. That is, a predetermined and constant rate of
discount is applied to every period in the future. Models of
hyperbolic discounting instead assume that people have a
present bias, applying a larger discount rate to events far in the
future than events that are to occur sooner. A number of
controlled experiments find that hyperbolic discounting is a
more accurate depiction of behavior than exponential dis-
counting (for a review of the evidence on hyperbolic dis-
counting see Frederick et al. (2002)). If this type of
discounting accurately reflects the decision process, then
people will underweigh the future costs of their actions at the
time decisions are made. Gruber and Koszegi (2001) extend
the perfectly rational model to include hyperbolic dis-
counting. This model yields dramatically different normative
implications than the Becker and Murphy (1988) framework,
as there is an ‘internality’ - one’s smoking today harms one’s
future self, and one’s present self and one’s future self are, in
effect, in conflict.

In the canonical rational addiction model, and some ex-
tensions thereof, people make lifetime consumption plans
and adjust them as new information is revealed. A different
approach to modeling the behavior of a rational addict is
taken by Gul and Pesendorfer (2007) who consider people
who make a consumption plan, but need to exert costly self-
control to see it through. Consider a rational alcoholic who
determines an optimal consumption plan of four drinks per
day. According to the Becker and Murphy framework, absent
any changes in information, the rational alcoholic will see this
plan through, consuming four and only four drinks daily.
However, such a plan requires self-control. The temptation of
having extra alcohol in the house may cause the alcoholic to
deviate from the four drink per day plan, and instead have five
or six drinks. This deviation from the plan in the current
period makes self-control in future periods even more dif-
ficult. In this framework, an addictive good is harmful if
people experience an ever-widening gap between their plan-
ned optimal consumption and their actual consumption. Like
the Becker and Murphy model, addicts in this model respond
to anticipated future price increases by decreasing current
consumption patterns, and may exhibit binging and abstin-
ence cycles. However, unlike the Becker and Murphy model,
this model can explain the use of short-term commitment
devices, such as rehabilitation centers, by addicts.

Irrational Models of Addiction

Most researchers outside the field of economics do not think
about addiction in a rational decision framework. This largely
follows from an empirical anomaly: Addicts commonly ex-
press a strong desire to reduce or stop their consumption of
addictive goods but fail to follow through. The ability of ad-
diction to override rationality is captured in a statement made
by David Kessler, former commissioner of the Food and Drug

Administration: “Once they have started smoking regularly,
most smokers are in effect deprived of the choice to stop
smoking” (statement to the House Subcommittee on Health
and the Environment 25 March 1994).

The economist views a consumer as irrational if decision
making ignores relevant information and incentives. For ex-
ample, models of myopic decision making can be thought of
as irrational; people do not consider how current decisions
will impact future outcomes. It has been argued that addiction
leads to a failure in the processing of information, and
therefore causes the addict to deviate from rational decision
making. Clinical evidence suggests that addicts exhibit a bias
in their mental accounting, placing too little weight on the
negative consequences of their behavior (see Tomer (2001)
for a discussion). Further, the observed procrastination of
addicts, wishing to quit but continually putting off action,
suggests that rational behavior does not fully capture addictive
behavior.

Even if the consumption of addictive substances is ir-
rational, surely addicts are rational in some facets of their
lives. Bernheim and Rangel (2004) model a ‘cue-triggered’
decision process built on three premises. First, the con-
sumption of addictive goods by an addict is often a mistake.
Second, increased consumption of addictive goods makes
addicts more sensitive to random environmental cues that
trigger mistaken consumption. Third, addicts understand the
cue-triggered process and take steps to manage their sus-
ceptibility. The cue-trigger model draws on neurological evi-
dence that addictive substances interfere with the operation of
pleasure and reward processes in the brain. In this model,
people face a dynamic decision process in which environ-
mental cues trigger a ‘hot’ decision-making mode during
which the substance is consumed regardless of relevant in-
centives and information. When operating in a ‘cold’ mode
people fully consider the current and future consequences of
their actions, including how decisions influence the likelihood
of being cued into a hot mode. For example, if stressful cir-
cumstances exacerbate the cravings associated with cigarette
addiction, then a person trying to quit smoking will likely take
steps to avoid stressful circumstances. Addicts in this model
are aware of their propensity to make consumption mistakes
and will take steps to precommit to future consumption and
mitigate cues.

Empirical Evidence

How well do any of the models previously discussed capture
the behavior of addicts? In this section, the econometric lit-
erature on addictive behaviors are discussed.

An advantage of the rational addiction model is that it
provides a framework in which to develop statistical models
of the consumption of addictive goods (Becker et al., 1994).
A key insight from this framework, and a testable implication,
is that past, current, and future prices will all affect con-
sumption behavior. From models that estimate the size of
these effects researchers can predict how policy changes
such as tax increases or decreases will impact across people
and across time. These models are estimated using either
aggregate or individual-level data on consumption of
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addictive goods, prices, incomes, and other determinants of
consumption. The addictive good under scrutiny varies across
studies: There are many studies of tobacco and smoking
behavior; other possibly addictive goods that have been
empirically examined in this framework include alcohol,
marijuana, cocaine, gambling, and even coffee.

The key and oft-replicated finding from the empirical lit-
erature on addictive goods is that people, even addicts, respond
to an increase in the current price of addictive good by de-
creasing current consumption (Chaloupka and Warner, 2000;
Gallet and List, 2002; DeCicca et al., 2008; Sen et al., 2010). If
the consumption of addictive goods were an entirely irrational
behavior, then consumption would not vary systematically and
predictably with prices. Contrary to irrationality, it is well es-
tablished that consumption of addictive goods responds to
price incentives. This implies that the consumption of addict-
ive goods is, at least to some degree, rational.

Much of the empirical literature considers one addictive
good or activity in isolation, but some work attempts to
model joint consumption of multiple addictive goods.
Generally, a change in the price of one addictive good will
affect consumption of all addictive goods. Examples include
Dinardo and Lemieux (2001), who present statistical evidence
suggesting that youths substitute alcohol and cannabis,
and Cameron and Williams (2001), who estimate own- and
cross-price effects in demand for alcohol, tobacco, and
cannabis and find that alcohol and cannabis may be substi-
tutes, whereas alcohol and cigarettes are complements.
Jofre-Bonet and Petry (2008) document a complex pattern of
substitutes and compliments between various addictive sub-
stances for heroin and cocaine addicts. They find that heroin
and cocaine addicts use marijuana, valium, and cigarettes as
substitutes.

The intertemporal influence of prices on behavior consti-
tutes the main estimable difference between nonaddictive
goods and addictive goods: The consumption of nonaddictive
goods is not influenced by past or future prices. Using this
testable hypothesis, many papers claim to find strong evidence
of rational addiction, even for goods such as coffee (Olekalns
and Bardsley, 1996). However, Auld and Grootendorst (2004)
demonstrate that using aggregate data (e.g., total cigarette sales
by the US state over time) to estimate addiction models tends
to yield spurious evidence in favor of addiction; these meth-
ods are biased in favor of finding evidence of addiction even
when the good under scrutiny is actually nonaddictive. This
problem can be avoided by using individual-level data or
using quasi-experimental empirical strategies. For example,
Gruber and Koszegi (2001) use the preannouncement of state
excise taxes on tobacco and show that smokers are forward
looking in their behavior.

Similarly, statistical models show that past consumption
affects future consumption in the manner predicted by ra-
tional addiction models, with an effect that diminishes over
time (Gilleskie and Strumpf, 2005). The effect of past con-
sumption on current behavior has also been found to vary
markedly across people in the manner predicted by economic
theory (Auld, 2005). Keeler et al. (1999) find that smokers
respond to price incentives and that smokers with higher
socioeconomic status are more likely to quit, all of which is
predicted by the rational addiction model.

The empirical literature has had less success in cleanly
distinguishing between different models of addiction. Gold-
farb et al. (2001) note that commonly used empirical methods
in this literature cannot be used to support or refute rational
models over nonrational models. In particular, all economic
models of addiction predict the observed responsiveness to
prices. Levy (in press) extends the empirical literature by de-
riving the conditions under which the perfectly rational model
of addiction can be tested against models that exhibit present
bias and utility projection bias. Further, he derives estimating
conditions that allow him to distinguish between the two
forms of bias. Using data from the US National Health
Interview Survey he finds that observed behavior strongly re-
jects perfect rationality, and estimates of projection bias and
utility bias are strong and consistent with previous studies of
nonaddictive behaviors. Consistent with the existence of these
biases, Gruber and Mullainathan (2005) find that tobacco
taxes increase self-reported happiness for people with a high
propensity to smoke. This is suggestive that taxes are correcting
for an internality.

Policy Implications of Addiction Perspectives

The extent to which people operate in the perfectly rational
framework of Becker and Murphy has important normative
implications that impact policy. Under the assumptions of
the perfectly rational framework, people consume addictive
goods according to their individual preferences and policy
interventions are welfare improving only to the extent that
they account for externalities associated with addictive con-
sumption. For example, policy to reduce alcohol consumption
is only welfare improving to the extent that it reduces ex-
ternalities (involuntary benefits or, here, costs imposed on
third parties), such as traffic accidents and violent crime.

However, even small departures from perfect rationality
may imply a greater role for policy (Laux, 2000; Suranovic
et al., 1999). Policy intervention can be welfare enhancing
when people have incorrect or insufficient information, or if
the decision-making process is in part driven by irrational
behavior such that ‘internalities’ (costs a person imposes on
their future self as a result of irrational behavior) result.
However, the specific type of policy intervention that should
be implemented depends to a large extent on the model of
consumer behavior. Further, it should be cautioned that pol-
icies designed to correct internalities are by definition pater-
nalistic and hence controversial (Viscusi, 2002).

Taxation

One oft-suggested tool for intervention policy is taxation.
There are sound reasons to tax addictive goods that do not
hinge on their addictive property. The external costs of some
addictive goods, such as second-hand smoke from cigarettes,
can and should be internalized with taxes. Generating gov-
ernment revenue by taxing inelastically demanded goods cre-
ates fewer market distortions than taxing goods with elastic
demand. Therefore, addictive goods with inelastic demand
should be heavily taxed for revenue creation. These arguments
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do not rest on improving the welfare of potential addicts
per se.

Addiction itself has no clear-cut implication for tax policy
because different models generate different optimal tax pol-
icies. For example, if people have time-inconsistent prefer-
ences, such as in hyperbolic discounting models, or incorrectly
forecast utility with a present bias, then the optimal tax will be
higher than those predicted by perfectly rational models of
addiction with only externalities (Gruber and Koszegi, 2001;
Levy, in press). Present bias and utility-projection bias mean
that people place too little importance on, or systematically
misjudge, how current behavior will impact their future selves.
Therefore, taxes on addictive goods can enhance welfare by
forcing people to internalize the impact of their current be-
havior on their future selves. In a simulation of their hyper-
bolic discounting model, Gruber and Koszegi (2001) estimate
that a tax of at least US$1.00 per pack of cigarettes should be
applied to correct the present bias in discounting. With both a
utility projection bias and a present bias in discounting, Levy
(in press) estimates that an optimal corrective tax should be
set considerably higher.

Not all economic models of addiction imply corrective tax
policy to improve the well-being of addicts and potential ad-
dicts. In the temptation model of Gul and Pesendorfer (2007),
individuals optimally consume the addictive good given the
temptation they face and their ability to commit to future
consumption. In this framework, tax policy, when used alone,
is always welfare reducing: A tax increases the cost of con-
suming the addictive good but does not remove or reduce
temptation. Likewise, in the cue-triggered decision-making
model, Bernheim and Rangel (2004) find that taxation of
addictive goods may be harmful, as it may do little to change
the consumption behavior of addicts and instead crowds out
consumption of nonaddictive goods. Even if taxation is
beneficial, Bernheim and Rangel find that banning con-
sumption of the addictive good may be a superior policy to
taxation.

Bans

Bans and restrictions are perhaps the most commonly used
policy intervention with respect to addictive substances. Many
models of imperfect rationality and irrational behavior predict
that bans can be welfare improving. Gul and Pesendorfer
(2007) show that prohibitive policies are always welfare im-
proving because they limit the opportunity to make addictive
consumption choices, thereby reducing temptation. A partial
ban, say in the workplace but not at home, is considered by de
Bartolome and Irvine (in press) who model the short-run
behavior of an addict. The addict likes higher overall con-
sumption of the addictive good but dislikes variance in con-
sumption throughout the day. The workplace ban reduces
daily consumption through the addict’s dislike of variance;
reductions in workplace consumption of the addictive good
are not fully reallocated to consumption at home. These
models, however, are not designed to evaluate the overall
implications of prohibitions and, in particular, do not attempt
to assess unintended consequences of prohibitions (Miron
and Zweibel, 1995) nor the operation of black markets

(Lee, 1993), so these policy implications must be considered
as only part of a much larger story.

Partial bans in the form of controlled distribution offer
another policy instrument. In a cue-triggered model of be-
havior these can be used to improve welfare. Specifically, when
distribution is controlled in such a way that addicts are forced
to ‘stock-up’ in cold states, rather than make purchases as hot
states arise, they will choose the optimal level of consumption
for their future selves. Partial bans allow the cold state decision
maker to commit to hot state consumption. Such policy could
potentially be achieved through the use of prescriptions or
time-specific restrictions on sales.

Information and Insurance

When people lack information about their susceptibility to
addiction, public provision of accurate information about
addictive goods can enhance welfare (Orphanides and Zervos,
1995). Further, continued research and dissemination of in-
formation on the assessment of individual risk with respect to
addiction can be welfare enhancing, even when people know
the true distribution of risk across the population. Such efforts
will assist people in better assessing their uncertain suscepti-
bility to addiction. The need for accurate information also
means that there is a welfare case to be made for restricting
misleading advertising campaigns (Orphanides and Zervos,
1995). Similarly, limiting cue use in advertising for addictive
goods is potentially beneficial (Bernheim and Rangel, 2004).
When uncertainty exists about susceptibility to addiction or
the environmental cues which an individual will face in the
future, there is an opportunity for a welfare-enhancing policy
intervention through insurance provision. This insurance may
come in the form of subsidization for rehabilitation and
withdrawal treatment. It should be noted that the moral
hazard and asymmetric information problems that accompany
this market are nontrivial (Orphanides and Zervos, 1995).
Finally, Tomer (2001) argues that even with full information
addicts may incorrectly weigh the costs and benefits associated
with their behavior, placing too little weight on the negative
consequences of their actions. In this way, continued addiction
may be the result of systematic mental accounting of errors in
which the addict places too little weight on the potential loss of
family, friends, and other forms of social capital, and too much
weight on the immediate cravings associated with addition. In
this case, interventions by family and friends, to make the
benefits of abstinence salient, will be welfare improving. Such
interventions are commonly used in cases of severe addiction.

Summary

Economists approach addiction from a behavioral point of
view and with a focus on assessing and measuring the effects of
policy interventions, such as taxation and prohibitions.
The canonical model, Becker and Murphy’s (1988) rational
addiction model, considers a world in which people are aware
that their consumption of addictive goods today will affect their
behavior in the future and make choices accordingly. This
model provides a framework to analyze addictive behaviors and
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has led to a large and detailed body of empirical evidence. The
model has also been extended in many ways to incorporate
more realistic psychological, physiological, and social aspects.
The standard model makes several predictions that are fal-
sified, notably including the prediction that addicts do not re-
gret their past decisions. A number of theoretical investigations
relax or otherwise modify the assumptions of the standard
model to address this failing. In these models, people may not
know themselves well enough to predict whether they will find
some good or activity addictive, or they may have self-control
problems that prevent them from quitting a harmful addiction
even though they realize that addiction is harmful. Policy im-
plications vary across theoretical models as the assumptions
driving the model vary, so the theoretical literature has not
come to a consensus on optimal policy toward addictive goods.
Current research continues to incorporate results from other
disciplines, such as neuroscience, into economic models.
Economists have also produced a large body of statistical
evidence detailing what kind of people consume various ad-
dictive goods, the extent to which people respond to changes
in the price of addictive goods, and how consumption varies
with prices, income, and other incentives over short and long
time periods. This literature shows that addicts do respond to
prices and other incentives, that past consumption of addict-
ive goods causes current consumption of addictive goods, and
that consumption of a given addictive good is best understood
as a part of a profile of consumption of various addictive
goods rather than in isolation, for example, policy makers
should consider the effects of a change in heroin policy on
alcohol consumption in addition to heroin consumption.
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Glossary

Acceptability The requirement that economic analyses
provide information that is seen by end-users to be relevant
and appropriate to the decisions they face, takes into
account relevant contextual factors, and is delivered in a
timely fashion.

Accessibility The requirement that economic

analyses can readily be understood and interpreted by
end-users.

Cost-effectiveness acceptability curve (CEAC) The
CEAC plots the probability that the intervention in
question is cost-effective against a range of possible
threshold values.

Introduction

The overarching central issue addressed by the discipline of
economics is resource scarcity. In one sense or another, all
economists are working on questions that have some con-
nection to scarcity and limits. Thus, the primary purpose of
economic analysis, and cost-benefit and cost-effectiveness
analysis (CEA) in particular, is to support decision-making
necessitated by the scarcity problem. Therefore, economic
evaluation information is generated with the direct intention
of influencing policy - but is that objective achieved? This is
the central question addressed in this article.

The policy frame here relates to decisions on coverage of
medical interventions. A decision to ‘cover” a technology indicates
that its cost will be reimbursed as part of an insurance package,
and so it involves setting limits on the health care services that can
be accessed or provided. Coverage decisions are taken in health
systems where private insurance is widely seen and in systems
dominated by publicly funded insurance programs.

This article initially provides a definition of economic
evaluation typically undertaken to inform coverage decisions
and then introduces a case study, the UK’s National Institute
for Health and Clinical Excellence (NICE). The problem, re-
flected in the lack of use of such information, is then outlined,
with supporting evidence from the published literature pre-
sented. The article then provides a discussion of how some of
the barriers and obstacles to use might be overcome.

Normative Economic Evaluation

Much economic evaluation work in health care, seeking
to support coverage decision making, has a ‘normative’ bent.
That is, the role of the economist has been to indicate the nature
of the resource allocation decision that ought to be followed if

Coverage A decision to ‘cover’ a technology indicates that
its cost will be reimbursed as part of an insurance package.
Interactive model of research utilization A model in
which policy formulation is understood as a nonlinear
process involving multiple agents and influences.
Net-benefit statistic The net-benefit statistic expresses the
additional health effects in monetary units by using an
estimate of the ‘maximum willingness to pay’ per unit of
health gain.

Problem-solving model of research utilization A model
in which empirical and analytical evidence is applied
directly to a policy problem, enabling the optimal solution
to be identified and implemented.

certain objectives are to be achieved. An important prerequisite
for such a normative stance is that the analyst has a good
understanding of the objective function (i.e, what should the
health service be seeking to achieve?) and the decision rules to be
applied. As Culyer (1973) points out, the process of agreeing
objectives is not necessarily straightforward:

In the real world ... policy makers and most other people who seek
economic advice do not have well-articulated ideas of their object-
ives. One of the first tasks of a cost-benefit analyst, for example, is
usually to seek to clarify the objectives - even to suggest some.
Culyer (1973, p. 254)

Many health economists have taken Culyer at his word,
proposing an objective of maximising population health bene-
fits and, although there are those who argue for a broader set of
objectives, the proposition does receive some support from
policy makers and the public more generally. The difficulties
and disputes arise primarily around attempts to measure health.
Over the course of the past 20 years or so the subdiscipline of
health economics has had a methodological focus on health
measurement and valuation. The result is a measure of health
that can be operationalized for use in policy making, that is, the
quality-adjusted life-year (QALY). The decision rule, therefore, is
to invest in those technologies that produce the largest QALY
gains for a given level of cost. To inform such decisions, nor-
mative analyses tend to provide results in the form of an incre-
mental cost-effectiveness ratio (ICER), a net-benefit statistic and a
cost-effectiveness acceptability curve (CEAC).

® The ICER reports the ratio of additional costs to additional
health effects associated with a new intervention (e.g., cost
per QALY gained).

® The net-benefit statistic expresses the additional health ef-
fects in monetary units by using an estimate of the
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‘maximum willingness to pay’ per unit of health gain,
where available.

e The CEAC plots the probability that the intervention in
question is cost-effective against a range of possible threshold
values to define cost-effectiveness.

A National Institute for Health and Clinical
Excellence Case Study

Perhaps the most researched example of use of economic
evaluation in coverage decision making is the UK's NICE.
In many respects, NICE has set the standard for evidence-
informed coverage decision making and openness to the ap-
plication of economic analyses.

The Institute, established in 1999, has as one of its funct-
ions the appraisal of new and existing health technologies.
Coverage decisions made by NICE are based on explicit criteria
and are informed by evidence, including an economic
evaluation. The evidence is interpreted and considered by the
Technology Appraisal Committee, and that Committee for-
mulates recommendations and guidance on the use of the
technology in the National Health Service (NHS) in England
and Wales.

There can be no doubt that the technology appraisal de-
cisions at NICE are driven in large part by the results of eco-
nomic analyses. This was stated explicitly by the Institute’s
Chairman, Sir Michael Rawlins, who stated that in deter-
mining its guidance, NICE would take six matters into ac-
count, including both clinical and cost-effectiveness (Rawlins
and Culyer, 2004). Further, in the Secretary of State’s Direction
to NICE when it was established in 1999, the intent was
clearly stated: NICE should consider the broad balance of
clinical benefits and costs.

As a crude example to demonstrate that cost-effectiveness
drives decisions, in the appraisal of statin therapy for sec-
ondary prevention of coronary heart disease, the ICER ranged
from £10 000 to £16 000 per QALY gained and the guidance
from NICE states: ‘Statin therapy is recommended for adults
with clinical evidence of coronary vascular disease’ (NICE,
2006). However, when the ICER is much less favorable, in the
case of Anakinra for rheumatoid arthritis the ICER was in the
region of £105 000 per QALY gained, the guidance tends to be
negative: “Anakinra should not normally be used as a treat-
ment for rheumatoid arthritis. It should only be given to
people who are taking part in a study on how well it works in
the long term” (NICE, 2003).

This general picture is supported by the analyses of de-
cisions taken by NICE and other agencies presented by
Clement et al. (2009, p. 1437): agencies such as NICE make
“recommendations that are consistent with evidence on ef-
fectiveness and cost-effectiveness but that other factors are
often important.” Qualitative work by Bryan et al. (2007, p. 41)
tells a very similar story - examples of quotes from NICE
committee members:

“I think economic evaluation was regarded as being important from
day one””

“It [the CEA] seems to me to be the clincher really. If it's too high
then it's not going to get funded.”

The Problem

The NICE story is positive but it is important to understand
that it is an outlier in terms of policy use of economic
evaluation in health care. The broader literature on this topic
has a consistent refrain, with concern expressed regarding the
usefulness, or more precisely the lack thereof, of CEAs when
applied in decision making processes. Responses to this con-
cern have tended to centre on questions of how evaluation
research by health economists can be made more useful and
accessible to policy makers.

As a framework for considering these issues, the authors
have previously grouped barriers to the use of economic
analyses in health care decision-making under two headings:
accessibility and acceptability. The accessibility concern in-
cludes issues such as interpretation difficulties, the aggregation
of results, difficulties in accessing information, shortage of
relevant skills, etc. Under an acceptability or relevance banner,
a whole range of barriers might be considered relating to the
timeliness of information provision, and the quality and na-
ture of the information.

Thus, if one accepts this framework, the necessary re-
quirements for economic evaluation evidence to be used in
decision-making, relate both to accessibility and to accept-
ability. For the information to be accessible, it is required that
the results of the economic analyses can readily be understood
and interpreted by end-users. This is mainly concerned with
issues of the presentation of information. For the information
to be acceptable, it is necessary that economic analyses provide
information that is seen by end-users to be relevant (i.e.,
providing data on parameters that are likely to influence the
decision of the policy maker), information that is appropriate
to the decisions they face, taking into account relevant con-
textual factors (e.g., budgetary arrangements commonly seen
in the NHS), and that such analyses are seen as providing
information in a timely fashion.

This article will now summarize the main themes that
emerge from the published literature on this topic. The
authors will then return to NICE and reflect further on its use
of economic evaluation in light of these accessibility and ac-
ceptability criteria. The article will conclude with reflections of
going forward, drawing on contributions from a more ‘posi-
tive’ approach to economics.

Empirical Work

This part of the article discusses the work of others who have
researched the use of economic evaluation in health care de-
cision making. A formal review of literature in this area has
been published by Williams et al. (2008) and this article
draws, in part, from that work.

The vast majority of empirical work in this field was
conducted from the mid-1990s onwards. In terms of method,
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there are three strands to the empirical literature:

® Surveys and questionnaires.

e Studies specifically of the NICE appraisals process, drawing
solely on secondary sources.

® A prospective, case study approach, represented by a single
study.

One of the most innovative pieces of research, going be-
yond surveys and interviews, was conducted by McDonald
(2002). Based within an English Health Authority, she offered
health economics support as a participant observer of a Cor-
onary Heart Disease Strategy. She found that CEA was not
geared toward assisting in the decision making processes
prevalent at local levels of the NHS in England. This work
highlighted barriers beyond those identified in previous UK
studies. These are discussed below.

In a US context, use of formal CEA in technology coverage
decisions is, if anything, even less commonly seen.

Successful application of CEA to policy has thus proved to
be a challenge to decision makers across a range of health care
systems. This low level of use occurs despite evidence sug-
gesting that decision makers appreciate the potential value of
cost-effectiveness information to the policy.

Studies of NICE have largely relied on data collected from
secondary sources. Although these vary in approach to data
analysis, each identifies CEA as a prominent feature in the
Institute’s work, in contrast to decision makers from all other
studies.

Barriers to the Use of Economic Evaluation

Research indicates a plethora of active barriers to use of CEA. In
relation to accessibility, there are three dimensions reported as
significant within the literature. The first relates to the shortage
of relevant analyses. Early studies in particular emphasize the
difficulties decision makers face in obtaining economic evalu-
ations. The second barrier derives from uncertainty or ignor-
ance over how and from where existing studies can be accessed.
This is compounded by the funding and access difficulties in-
herent in commissioning a new CEA that can be delivered in a
timely manner. Finally, and - within this category of barriers —
most consistently, studies demonstrated a lack of expertise in
comprehension and interpretation. It is clear from studies at
local levels that decision makers struggle to understand health
economic analyses including the concepts and language used,
and the presentational styles adopted.

These problems of accessibility are compounded by bar-
riers relating to the perceived acceptability and ease of im-
plementation of CEA. A small number of studies indicated
that perceived methodological flaws were a major impediment
to utilization. More commonly, studies found that decision
makers did not always consider the source of CEAs to be in-
dependent. The pharmaceutical industry has been active in
using CEAs to promote their products and studies repeatedly
emphasize the distrust this engenders in decision makers.

Studies employing qualitative methods have uncovered
factors relating to the complexity and interactive nature of the
decision making environment, and therefore the competing
drivers of decisions. Far from reflecting a problem-solving

research-led model, health care decision making is subject to
multiple influencing factors including: political considerations,
administrative arrangements, equity concerns, societal opinion
and the values and attitudes of decision makers. Interestingly,
this multiplicity of competing considerations was also indi-
cated in more recent quantitative analysis of NICE decisions.

The study by McDonald (2002) uncovered fundamental
value conflict between decision makers’ guiding principles
and those underpinning normative health economics. She
reinforces the assertion that single objectives are not routinely
present in decision making and details instances of decision
making which could not be said to be following any single
maximization principle. As a participant observer, her at-
tempts to introduce a rational, problem-solving approach to
resource allocation resulted in a ‘paralysis’ caused, in part, by
complex funding constraints. Rational approaches to policy
formulation were considered by decision makers to be less
satisfactory than standard nonrational practices of ‘muddling
through’ in a context of resource scarcity.

Finally, studies from across the range of methodological
types suggest that decision makers perceive recommendations
from CEAs to be difficult to implement. For example, budget
holders operating within short-term budgeting cycles may be
under pressure to contain cost over and above promoting ef-
ficiency and others experience difficulties redirecting resources
across inflexible financial structures. Such barriers have been
expressed in terms of the savings identified in economic
evaluations being unrealisable in practice. Health economists
are then accused of being ill informed on structural aspects of
health systems.

Overall, the literature reveals a growing realization that
interventions by health economists in the area of research
utilization have neither addressed the totality of factors which
influence policy makers nor accounted for the complexity of
health care decision making processes.

Prescriptions for Improvement

Typically, the published research draws on a similar range of
potential solutions to the problem of low levels of usage.
These include the need to standardize and improve methods
of CEA and to increase the available evidence base for decision
makers both in terms of volume and timeliness. A strong
strand within prescriptions for greater usage focused on edu-
cation and training for decision makers so that CEA can be
better accessed, understood and applied.

Overall, responses to reported barriers tended to centre on
questions of how research by health economists can be made
more useful and accessible to policy makers. Prescriptions for
overcoming accessibility barriers usually involve a combin-
ation of increasing resources, improving the means of com-
munication with decision makers, and providing decision
makers with training in interpreting health economics.

However, it is less clear from the literature how barriers
relating to organizational and political context are to be ad-
dressed. There is little, for example, by way of prescriptions for
shaping the health care system in order to incentivize and
facilitate the use of CEA. Indeed, one study author, McDonald
(2002), is pessimistic as to the appropriateness of seeking to
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increase the use of CEA. Her argument is that, as a result of the
complex and sometimes perverse structures of the English
NHS, it is unhelpful to prescribe rational frameworks for NHS
decision makers because this serves only to highlight to de-
cision makers the gap between the rationalist ideal and the
structural and political reality of the system.

Further National Institute for Health and Clinical
Excellence Reflections

This part of the article draws on the authors’ qualitative empirical
work looking at the challenges for NICE in making full use of
economic evaluations. Although issues of accessibility, broadly
speaking, are not acute at the national level in the UK, organ-
izations like NICE still have some important issues to address in
this field. The NICE Appraisals Committee is in the highly un-
usual situation of having, for every topic they consider, an eco-
nomic analysis undertaken specifically for their purposes. Thus,
they avoid the frequently cited problems encountered by those
working at a local level in the NHS of not being able to access
cost-effectiveness (CE) information in a timely manner.

In terms of the challenge of interpreting CEAs, the quali-
tative study uncovered poor levels of understanding of CE
information. The extent to which this is a serious barrier de-
pends, to some extent, on the role NICE Committee members
are expected to play and the overall approach to decision
making being adopted. If all Committee members have a vote
on the policy decision then they all need to understand all
relevant information presented, including the CEA. A failing
on the part of analysts that was revealed from the authors’
research concerned the presentational style of CE studies. The
highly technical nature of the CE studies being undertaken for
NICE, and their presentational style, make for difficulties in
understanding for the noneconomist. The need for improve-
ments in the presentation of CE studies was a strong message
from the authors” work.

A commonly cited acceptability concern with the CEAs is
that they fail explicitly to consider the opportunity costs of the
decisions being made. In the authors’ research this was raised
by a number of committee members including both health
economists and health care managers. The CEA at NICE
typically presents the problem in terms of a one-off decision
concerning the coverage of a given health technology, com-
monly a new drug. No explicit consideration is therefore given
to the sacrifice that would be required in order for the add-
itional resources to be made available (assuming that the in-
cremental cost is positive). An attempt to negate this problem
involves use of a CE threshold, and defining technologies that
have ICERs that fall below the threshold as cost-effective uses
of NHS resources (regardless of their true opportunity cost).
This issue has been highlighted by other commentators.
However, although the necessity of using a CE threshold was
acknowledged by most of the authors’ research subjects, it was
also viewed as problematic because the basis for the threshold
value or range is very unclear.

In summary, the data from the authors’ qualitative work
with NICE suggest that for analyses to be viewed as acceptable,
it is necessary that they provide information: (1) that end-
users see as relevant (i.e., providing data on parameters

that are likely to influence the decision of the policy maker),
(2) that is appropriate to the decisions being faced, taking into
account relevant contextual factors (e.g., budgetary arrange-
ments commonly seen in the NHS), and (3) that can inform
implementation of decisions in a complex decision making
environment.

The Research-Practice Divide

This article has explored some of the reasons for the moderate
impact of economic evaluation on health policy. There is little
dispute that such findings are a source of concern to the dis-
cipline of health economics and that for such analyses to be a
valuable decision making tools then change of some form is
required. Commentators have identified weaknesses in meth-
odologies adopted in economic analyses and there have been
concerted attempts to improve their quality through, for ex-
ample, the development of methodological standards. Dif-
ficulties in implementation may also derive from limits to the
generalizeability of studies, resulting from factors such as: vari-
ations in disease epidemiology, relative prices, levels of health
care resources, organizational arrangements, and clinical practice
patterns.

However, one of the most challenging issues is contextual
and relates to the difficulty in implementing hypothetical
savings predicted by CEAs. It has been noted that the erro-
neous assumption of incremental divisibility of interventions
and their benefits underpins many CEAs. Adang et al. (2005)
have developed checklists to address the issue of reallocating
resources within a real world context in order to get better
information as to whether savings can indeed be made.

Important as these developments undoubtedly are, they
also need to be accompanied by a concerted attempt to
understand the differences in respective domains of ‘research’
and ‘practice’. Much valuable work has been done on techni-
ques for reducing or bridging the gap between the ‘two com-
munities’ of researchers and decision makers. A review of
studies by Innvaer et al. (2002) suggests that ‘personal contact’
between researchers and decision makers is one of the most
commonly reported facilitators of evidence-based decision
making. Lavis et al. (2003) argue that such interaction enables
researchers to improve the production of analyses although
simultaneously enhancing their adaptation by policy makers.
However, these prescriptions for closer contact between re-
searchers and decision makers also need to avoid naivety: it
has been seen that other barriers exist. Also, incentives and
rewards for researchers are less likely to recognize the value of
incremental influence than they are outcomes that have a
more direct influence on policy formation. In other words, the
academic institutional environment in which economic
evaluations are produced is not always conducive to such an
interactive approach.

Much of the health economics literature to date has con-
centrated on barriers of accessibility of CEA results. This sug-
gests a view that improvement in the process by which
evaluations are communicated to decision makers, and the
latter’s capacity to understand their recommendations, ought to
be the focus of attention and activity if impact is to be maxi-
mized. In other words, the emphasis is on tweaking the process



30 Adoption of New Technologies, Using Economic Evaluation

at both ends in order to support rational implementation of
research findings. A focus on barriers to the acceptability of
economic evaluation directs us away from such an approach.
Instead, it is seen that there is substantive disjuncture between
researchers and decision makers in terms of objective functions,
institutional contexts and professional value systems. The lit-
erature in this area charts a growing realization of the con-
ditions and contingencies of the health decision making
environment. There has been a move away from an assumption
of policy involving simple, rational choices to a realization of
an interactive process with competing aims and considerations.
Issues such as system rigidities, value conflict and competing
objectives are difficult to overcome as this requires broader
changes to the macropolitical and institutional environment of
health care policy making.

A More ‘Positive’ Approach?

In contrast to the default normative approach taken in eco-
nomic evaluation in health care, a positive analysis would
simply generate information on the likely costs and benefits
associated with alternative courses of action. Dowie (1996)
describes such research as knowledge-generating, as opposed
to decision-making. A distinguishing feature of positive ana-
lyses is that there is no a priori objective specified. Such ana-
lyses might involve the use of profile or cost consequence
approaches to reporting results. This is where the predicted
impacts of the intervention in question are detailed, possibly
in a tabular form, without any attempt to summarize or ag-
gregate across different dimensions. Kernick (2000) is a strong
advocate of such an approach:

Cost consequence analysis emphasises the importance of presenting
data on costs and benefits in disaggregated form, implying a rec-
ognition of the value judgement from decision makers and an ac-
ceptance that benefits and disadvantages cannot always be
condensed into a single output measure.

Kernick (2000, p.314)

Traditional economic evaluation work evokes a conception
of research utilization defined by Weiss (1979) as the ‘prob-
lem-solving model’ In this model empirical and analytical
evidence is applied directly to a policy problem and supplies
the information required to enable the optimal solution to be
identified and implemented. For the problem-solving model
to apply, the recommendations of a normative economic an-
alysis, for example, would need to be implemented directly by
the relevant policy maker and would be seen as the driving
force behind the decision reached. As Weiss (1979) indicates:

. when this imagery of research utilisation prevails, the usual
prescription for improving the use of research is to improve the
means of communication to policy makers.

Weiss (1979, p.428)

However, there are a number of weaknesses with the
problem-solving model. For example, some have called into
question the likelihood of establishing a single, agreed ob-
jective. Although many economists may adopt a normative

view that the problem-solving model has much to recom-
mend it, it has to be recognized that, the real world rarely lives
up that aspiration. For example, in a review of UK studies into
factors effecting evidence-based policy-making, Elliott and
Popay (2000) conclude that many policy problems are often
intractable or not clearly enough delineated to be tackled
directly and comprehensively. They also find that research
evidence is frequently unlikely to be sufficiently clear-cut and
unambiguous to translate directly into policy. They also call
into question the assumption of a straightforward policy
process in the problem-solving model and conclude that dis-
semination of health services research results has been ham-
pered by a preoccupation with the rational, problem-solving
model. In these circumstances, Weiss’s ‘interactive’ model of
research utilization, in which policy formulation is under-
stood as a nonlinear process involving multiple agents and
influences, has far greater descriptive validity.

The distinction between problem-solving and interactive
models of research utilization correlates, to some extent, with
the binary of normative and positive approaches to health
economic analyses. The requirement for agreement of purpose
and objectives between researcher and decision maker is a
defining premise of both normative economic evaluation and
problem-solving conceptions of policy research utilization.
Positive approaches to evaluation, however, may be seen as
more helpful to decision makers involved in policy processes
that are marked by interaction and competing or multiple
objectives. An understanding by the analyst of the nature of
the policy environment into which the analyses are being
placed is required. This will allow more informed choice to be
made concerning the appropriate approaches to analysis and
presentation of results.

In highlighting the failure of health economists to consider
issues of the acceptability of the data they generate, Kernick
(2000) argues that:

The history of any movement determines its structure and the way in
which meaning is generated within it. Health economists tend to
adopt a straightforward view ... Just as the NHS was configured in
part to reflect the needs of doctors and not patients, the develop-
ment of health economics was set to reflect the requirements of the
academic discipline and not the realities of the emerging healthcare
environment.

Kernick (2000, p.312)

Conclusions

And so to conclude, the driving force behind the push to make
more use of economic analyses in health care resource allo-
cation decisions is the desire to make decision processes, and
the decisions themselves, more rational. In turn, greater ra-
tionality in the system contributes to openness and transpar-
ency, and so necessitates that the information on which
decisions are based is accessible to a wide audience - the more
accessible the information used in decision-making, the easier
it is to be inclusive in the decision-making process and the
more transparent is the basis on which the decision is made.

This accessibility concern represents one of the challenges
to the health economics community in terms of producing
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evidence that is more reflective of real world practices but also
highlights a potential training agenda: clinical and managerial
decision makers in health care require some level of expertise
and understanding of economic evaluation in order to provide
input into the decision making process. Additional areas of
focus for health economists include the need to overcome
perceived weaknesses in the methods of their analyses, and the
need to work with those at the front-line in health care to
ensure alignment between the health maximization objectives
often assumed in economic analyses and the broad range of
other objectives facing decision-makers in reality. That is not
to suggest that the decision-maker always ‘knows best’ but
analyses based on false assumptions regarding objectives serve
no purpose.
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Overview

Advertising is ubiquitous, found on television and radio,
newspapers and magazines, mail and flyers on the windshield,
billboards and sports arenas, and now on the computer, and
virtually no one is immune to being exposed to it. The
American Marketing Association defines marketing, of which
advertising is a subset, as “the activity, set of institutions, and
processes for creating, communicating, delivering, and ex-
changing offerings that have value for customers, clients,
partners, and society at large” (Grewal and Levy, 2009). To
advertise itself is simply “the action of calling something to the
attention of the public especially by paid announcements”
(Merriam-Webster, 2011). What distinguishes an advertise-
ment from other forms of marketing is that: (1) someone has
paid to get the message shown; (2) the message must be car-
ried by a medium; (3) legally, the source must be known; and
(4) it represents a persuasive form of communication (Grewal
and Levy, 2009). This article will provide a survey of economic
views of advertising in general, which will provide the context
for a better understanding of the relevance of advertising for
health behaviors and health care markets.

Modern advertising began early in the twentieth century
with the advent of Kellogg cereals and Camel cigarettes (Bit-
tlingmayer, 2008). It is a huge industry, currently with over
14 000 establishments (Bureau of the Census US Department
of Commerce, 2007) and over $200 billion in expenditures
(Bittlingmayer, 2008).

Why consumers respond to advertising will be analyzed in
more detail in the next section. It is this question that
economists ultimately seek to answer in the context of the
separate views — that advertising is persuasive, informative, or
simply complementary to the advertised product. A brief
survey of these different views of advertising is provided in this
article, which can help frame the relevance and public health
consequences of advertising for health behaviors and health-
care markets. The reader is referred to Bagwell (2007) for an
excellent, comprehensive review of the economics of adver-
tising, and also Schmalensee (1972) for an earlier take.
Elements of each of these views exist in most industries, with
variations across industry. A firm may generally view adver-
tising as capital (albeit intangible) that depreciates over time
(Bagwell, 2007). Most empirical studies find that most of the
effects of advertising are short-lived and that most effects of
advertising depreciate within a year. There has therefore been
limited empirical evidence for the ‘goodwill effect’ in adver-
tising, causing a firm's current advertising to be influenced by
past advertising (Bagwell, 2007).

The nature of advertising has changed dramatically over
time with the advent of new technology and media. Although
the means of advertising in healthcare markets can vary across
firms and industries (in part because of advertising restrictions),
conventional media include magazines, newspapers, billboards,

radio, television, and direct mail. With 77% of households
using the Internet (Statistical Abstract of the United States,
2009), the computer has also emerged as an important me-
dium for advertising. In addition, firms are also increasingly
relying on product placement in movies and video games, and
other forms of digital media. Although the volume may pre-
sumably diminish the individual effect of an advertisement
because it is difficult for a potential consumer to focus on more
than one ad at once, online advertising can more effectively
tailor ads to individuals.

The number of establishments classified as ‘advertising
agencies’ in 2007 was 14 355, up from 13 879 in 1992. Ad-
vertising expenditures rose from $2.1 billion in 1940 to
$237.4 billion in 2002 (Bittlingmayer, 2008). Note that the
North American Industrial Classification System (NAICS)
code used by the Economic Census for advertising agencies
(which do not include ‘related services’ such as public re-
lations) is 541 810, corresponding to the standard industrial
classification code used before 1997 of 7311. According to the
Census, “[t]his industry comprises establishments primarily
engaged in creating advertising campaigns and placing such
advertising in periodicals, newspapers, radio and television, or
other media. These establishments are organized to provide a
full range of services (i.e., through in-house capabilities or
subcontracting), including advice, creative services, account
management, production of advertising material, media
planning, and buying (i.e., placing advertising).” The intensity
of advertising is often measured by the advertising-to-sales
ratio. Advertising-to-sales ratios for industries relevant to our
discussion are shown in Table 1. The advertising-to-sales ratio
for the pharmaceutical industry, especially, understates the
level of promotional efforts because it does not include other
forms of promotion such as sampling to physicians and other

Table 1 Advertising expenditures as a percent of sales for
selected industries, 2010

Industry Ad-to-sales ratio, 2010
Distilled and blended liquor 144
Food and kindred products 11.5
Eating and drinking places 10.2
Beverages 6.1
Pharmaceutical preparations 4.2
Malt beverages 3.7
Wine, brandy and brandy spirits 3.3
Misc food preps, kindred products 2.8
Food stores 1.7
Meat packing plants 1.4
Grocery stores 0.8
Bakery products 0.3
All industries combined 2.1

Source: Adapted from Schonfeld & Associates (2010). Advertising Ratios and Budgets.
June 1.
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providers and direct marketing to providers. In 2005, the
pharmaceutical industry spent 20% of its sales on promo-
tional activities. The Dorfman-Steiner (1954) condition for
optimal advertising gives some insight as to why certain in-
dustries (or firms) may engage in higher levels of advertising:

Advertising/Sales = eqa /eqp

The condition positively relates advertising intensity, as
measured by the advertising-to-sales ratio, to the elasticity of
sales with respect to advertising (eq4) and negatively to the
elasticity of sales with respect to price (&gp), expressed in ab-
solute magnitudes. Thus, the more price-inelastic is the good,
the higher is its advertising intensity, ceteris paribus. Alcohol,
tobacco, and prescription drugs, for instance, are found to be
relatively price-inelastic, and these industries also devote a
relatively greater fraction of their sales to advertising and
promotion.

Advertising in healthcare markets is controversial, especially
when it has been found to raise the overall market for un-
healthy behaviors (for instance, smoking or junk food) or
found to contain deceptive or misleading information. Thus,
inevitably, advertising must have a certain degree of oversight.
Federal agencies that regulate advertising include the Federal
Trade Commission (FTC), the Federal Communications Com-
mission (FCC), and the Food and Drug Administration (FDA).
Other agencies such as the Bureau of Alcohol, Tobacco, and
Firearms also play a role in regulating advertising (Grewal and
Levy, 2009). The FIC, established in 1914, enforces the truth in
advertising laws and identifies deceptive practices. The FCC,
established in 1934, “enforces restrictions on broadcasting
material that promotes lotteries; cigarettes, little cigars, or
smokeless tobacco products; or that perpetuates a fraud.” It also
enforces laws to prohibit or limit obscene, indecent, or profane
language (Grewal and Levy, 2009). The FDA, established in
1930, regulates labeling, health claims, and required disclosure
statements. Many are unaware that advertising for weight loss
products (discussed in Section ‘Conceptual Framework’) is not
‘drug advertising’ according to the FDA; as a dietary sup-
plement, it is classified as a food and faces fewer standards than
other drugs (Grewal and Levy, 2009; Cawley et al., 2010).

The article is organized as follows. Section ‘Conceptual
Framework’ provides a conceptual framework outlining the
economic views of advertising. Advertising in several health
markets - particularly those pertaining to tobacco, alcohol,
food, soft drinks, cereal, weight loss products, and prescription
drugs - is analyzed in Section ‘Advertising in Health Markets’.
Section ‘New Directions’ provides a glimpse into directions
for future research in the area, particularly surrounding the
advent of online advertising and drawing insights from neu-
roeconomics to the study of advertising. Section ‘Summary’
concludes.

Conceptual Framework

It is often presumed that the average consumer is responsive to
advertising and promotion. However, one of the key questions
with respect to advertising by firms in markets for healthcare
inputs is whether advertising raises ‘selective’ or brand-specific

demand versus ‘primary’ or industry-wide demand (Borden,
1942). The answer to this question has normative impli-
cations and relevance for public health. For instance, is ad-
vertising by the cigarette industry combative and solely
reflective of a market share transfer or does it also lead to an
overall expansion of the market? This was one of the disputes
that was central to the litigation initiated in 1999 by the US
Department of Justice (DOJ) against cigarette manufacturers.
As a starting point, it is helpful to draw upon three principal
views that have emerged with respect to why consumers may
respond to advertising: (1) persuasive, (2) informative, and
(3) complementary.

Chamberlin (1933) integrates advertising into his theory
of monopolistic competition, observing that advertising
can help firms to differentiate their products and generate an
outward shift in firm-level demand. According to Chamberlin,
advertising impacts demand by altering consumers’ tastes
and preferences. Under this ‘persuasion’ hypothesis, brand-
level demand would not only shift outward in response to
advertising but also become relatively less elastic, possibly
leading to higher prices. Advertising-induced product differ-
entiation and creation of brand capital may deter entry
and enhance the monopolistic power of incumbent firms,
especially if these established firms also enjoy scale economies
in advertising and production (Kaldor, 1950). Thus, under
the persuasion view, advertising can have significant
anticompetitive effects, a point that was also emphasized by
Robinson (1933).

Chamberlin (1933) also pointed to the transfer of infor-
mation to consumers as another explanation for why con-
sumers respond to advertising. This informative view of
advertising took on a formal expression in Ozga (1960) and
Stigler (1961). In markets characterized by imperfect infor-
mation, advertising can effectively reduce search costs by
conveying direct or indirect information to consumers re-
garding the existence, quality, price, and other attributes of
products. As Bagwell (2007) noted, in such markets, adver-
tising emerges as an endogenous response and solution to the
information asymmetry. In contrast to the persuasive view,
advertising plays a more constructive role under the in-
formative view, and may also have pro competitive effects. As
consumers receive low-cost (relative to incurring search costs)
information on products and brands, the firm’s demand be-
comes relatively more elastic and price dispersion in the
market is reduced. Advertising can thus promote competition
among incumbent firms and facilitate the entry of new firms
as well as the introduction of new products.

Nelson (1974) contended that even when advertising
does not hold direct information content, it may still signal
indirect information regarding product quality and firm at-
tributes. For instance, advertising can signal that a firm is an
efficient producer because these firms would benefit the most
from expanding demand. Advertising can also enhance the
match between products and buyers in markets where con-
sumers have heterogeneous valuations. And, advertising may
help consumers recollect their previous experience with the
product and lead to repeat-business. Because this effect is
more valuable for firms producing high-quality products, ad-
vertising may thus indirectly signal quality even for new
consumers.
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Nelson (1970) distinguished between search goods,
wherein the consumer can determine quality before purchase
though perhaps after incurring some search costs, and ex-
perience goods, wherein the consumer can assess quality only
after consumption. Advertising addresses an informational
imbalance for experience goods by providing indirect infor-
mation content regarding quality, and advertising intensity
is thus predicted to be higher for experience goods. In con-
trast, advertising for search goods (for instance, eyeglasses,
consumer electronics, or credit cards) would be focused on
providing direct information regarding price, location, avail-
ability, and product attributes.

Darby and Karni (1973) also found it useful to distinguish
a third category of goods that have ‘credence’ attributes, for
which the consumer is unable to accurately evaluate quality
even post consumption. This market failure of imperfect in-
formation for experience and credence goods also potentially
gives firms an incentive to engage in misleading advertising
claims (Darby and Karni, 1973; Nelson, 1974). Where market-
based mechanisms are unable to deter deceptive advertising,
there is a role for government regulation and publicly funded
dissipative counter-advertising.

Although the persuasive and informative views provide
conflicting assessments of the role of advertising, the third
view of advertising provides a framework under which ad-
vertising is complementary to the advertised product. That is,
advertising does not need to exert any direct influence on
consumer preferences, and it may or may not possess infor-
mation content. Within a household production framework,
Stigler and Becker (1977) modeled the advertised product
with its associated advertising expenditures as inputs into the
production function for each final commodity, implying a
complementarity between the advertised product and its ad-
vertising. Under this framework, a higher level of advertising
can raise demand because the consumer now believes that he
can obtain a greater output of the final commodity from a
given input of the advertised good. In a related but separate
framework, Becker and Murphy (1993) directly modeled ad-
vertising as an input into the individual’s utility function.
Advertising raises demand in this framework by increasing the
marginal utility of the advertised good. Note that this com-
plementarity follows from the fact that there does not exist a
separate market for advertising messages - considerable
transactions and monitoring costs make it infeasible to sep-
arately sell advertising to consumers.

Both of these paradigms, which impart a complementary
role to advertising, also bridge back to the informative view.
For instance, if advertising enables consumers to produce in-
formation at lower cost (Verma, 1980), then consumers can
indeed more efficiently convert market goods into valued final
commodities, as assumed by Stigler and Becker (1977). And,
even if advertising in uninformative, it may still play a con-
structive role because consumers may value it directly, as as-
sumed by Becker and Murphy (1993).

The upshot of this discussion is that no single view of
advertising is applicable in every setting. Furthermore, from a
public health standpoint, the debate centers around whether
advertising reflects a brand-switching process or a market ex-
pansion process, especially in relation to the market for un-
healthy inputs such as cigarettes, underage drinking, and junk

food - or in different terms, whether advertising is combative
(predatory) or cooperative. Because advertising can affect both
selective (brand-centric) as well as primary (market) demand
under all three views, the question cannot be resolved based
on theory alone and empirical evidence needs to bear upon
the specific demand effects of advertising in various markets.
With that said, markets for most healthcare inputs have some
predominant experience attributes — such as tobacco and al-
cohol products, over-the-counter (OTC) and prescription
medications, and snacks and beverages. Thus, advertising in-
tensity for many of these goods tends to be higher relative to
the average industry (2.1%; see Table 1). These views of ad-
vertising also highlight potential effects on price, which de-
pend on the extent to which advertising expenditures raise
operating costs, affect price elasticity of demand, and allow
firms to take advantage of scale economies. Finally, the con-
centration effects of advertising - that is, whether it facilitates
entry or whether it augments the monopoly power of estab-
lished firms - depends on whether advertising is purely per-
suasive in nature and leads to spurious brand differentiation
or whether it redresses imperfect information and makes de-
mand more elastic.

Advertising in Health Markets

Tables 1 and 2 suggest that, with the exception of restaurants
that tend to be more monopolistically competitive, industries
that more heavily advertise generally tend to be more con-
centrated, with Herfindahl-Hirschman indices of at least 1000
(characteristic of mild concentration) or four-firm concen-
tration ratios of at least 80% (characteristic of very concen-
trated industries). Scale economies in advertising exist, and
larger firms are better able to spend on advertising. Studies by
Kaldor and Silverman (1948) and Doyle (1968) supported
the notion that advertising intensity and concentration are
highly linked, leading to an oligopolistic structure (Bagwell,
2007). Nelson (1975) found a significant relationship be-
tween advertising intensity and concentration for search goods
but not for durable goods or nondurable experience goods.
The markets for tobacco, alcohol, food, soft drink, weight
loss products, and prescription drugs are analyzed below in
more detail.

Advertising of Tobacco

Rather than compete directly on price, firms in highly con-
centrated industries such as the cigarette industry often use
advertising to differentiate their brands and increase sales. In
2005, cigarette manufacturers spent $13.1 billion (or ap-
proximately 10% of their sales) on advertising and promotion,
making cigarettes among the most heavily advertised and
promoted products in the US. As reported in Table 3, this level
also represents a 111% increase in total marketing expend-
itures over the past decade. Cigarette manufacturers had relied
heavily on television advertising in the 1960s, though the
application of the Fairness Doctrine to cigarette advertising in
1967 and the mandated antismoking messages subsequently
reduced the commercial value of televised ads. Following a
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Table 2 Concentration ratios and Herfindahl-Hirschman indices for select industries, 2007

2007 NAICS Code  Industry

Companies  Four-firm concentration ratio  HHI

312221 Cigarette manufacturing 20 97.8 na
3122 Tobacco manufacturing 73 89.6 na
31212 Breweries 373 89.5 na
311 221 Wet corn milling 33 83.8 2338.20
311222 Soybean processing 68 81.5 1930.80
31123 Breakfast cereal manufacturing 35 80.4 242550
311 821 Cookie and cracker manufacturing 303 69.3 1607.20
31122 Starch and vegetable fats and oils manufacturing 195 67.2 1476.20
31131 Sugar manufacturing 37 59.9 1097.50
312111 Soft drink manufacturing 259 58.1 1094.50
31191 Snack food manufacturing 470 53.2 1984.10
31192 Coffee and tea manufacturing 337 43.3 763.1
325412 Pharmaceutical preparation manufacturing 763 345 456.8
3115 Dairy product manufacturing 1073 23.5 290.7
3114 Fruit and vegetable preserving and specialty food manufacturing 1248 21.7 192.5
31 Food manufacturing 21355 14.8 102.1

Abbreviation: na, not applicable.

Source: Adapted from US Census Bureau (2007). Concentration ratios. Available at: http://www.census.gov/econ/concentration.html (accessed 09.02.13).

Table 3 US Cigarette advertising and promotion activities (thousands of 2005 $)

Category 1995 2000 2005 Growth (%) 1995-2005
Newspapers $24 241 $57 951 $1589 -93
Magazines $315 469 $330 881 $44 777 — 86
Outdoor $346 928 $10 392 $9 821 -97
Transit $28 578 $4 $0 —100
Point-of-sale $328 383 $389 360 $182 193 —45
Total advertising $1 043 599 $788 588 $238 380 -77
Promotional Allowances (paid to retail outlets for favorable $2 365 124 $4 391 314 $847 686 — 64
product positioning)
Sampling distribution (provision of free samples to the public) $17 540 $25 053 $17 211 -2
Specialty item distribution (provision of other free accessories) $843 251 $367 805 $230 534 —73
Public entertainment (cost of event sponsorship) $140 297 $347 367 $244 802 74
Direct mail $43 886 $104 232 $51 844 18
Coupons and retail value added (promotional price reductions, $1 709 361 $4 665 909 $11 378 742 566
bonus cigarettes, other bonus)
Other promotional activities (includes endorsements and $42 697 $72191 $101 759 138
internet promotions)
Total promotion $5 162 156 $9 973 870 $12 872 578 149
Total advertising and promotion $6 205 755 $10 762 458 $13 110 958 m

Source: Adapted from Federal Trade Commission, Cigarette Report for 2006. Available at: http://www.ftc.gov/0s/2009/08/090812cigarettereport.pdf (accessed 09.02.13).

voluntary industry ban in 1970, cigarette broadcast advertising
was officially banned by the Public Health Cigarette Smoking
Act starting in 1971. Advertising practices were further re-
stricted by the 1998 Tobacco Master Settlement Agreement
(MSA), which also banned most forms of outdoor advertising.
Cigarette advertising in magazines with youth readership in-
creased dramatically post-MSA, but then later fell after public
pressure (Hamilton et al., 2002) (also see Table 3). Since 1970,
and particularly accelerating after the MSA, firms’ total mar-
keting budget has shifted away from media-based advertising
in favor of other promotional activities (such as coupons,
added bonuses, promotional allowances, and event sponsor-
ships). There was also a proliferation of cigarette brands over
this period in an effort by firms to segment the market and

thereby enhance their monopolistic power. The Family
Smoking Prevention and Tobacco Control Act, signed into law
in 2009, currently gives the Food and Drug Administration
(FDA) authority to regulate the content, marketing, and sale of
tobacco products.

Saffer (2000) noted that advertising by the cigarette in-
dustry is “designed to create a fantasy of sophistication,
pleasure, and social success” and generate a product person-
ality that will appeal to specific market segments. In other
words, such advertising contains persuasive attributes and
could raise demand by generating potentially spurious brand
differentiation. Consistent with this persuasive view of ad-
vertising, Brown (1978) found decreasing average costs and
increasing returns to advertising capital with sales, implying
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that advertising potentially creates substantial barriers to entry
in the cigarette industry.

Given the external costs of smoking and related public
health concerns, the key debate has understandably centered
on whether and the extent to which cigarette advertising and
promotion raise total cigarette consumption and expand the
overall market. There is a large literature that has evaluated the
effects of tobacco advertising and promotion on consumption
outcomes. Rather than survey this literature (Chaloupka and
Warner, 2000), the main findings and issues that have
emerged from these studies are reviewed below. Empirical
studies have been challenged in trying to isolate a marginal
change in consumption when advertising and promotional
activities of tobacco companies are at or close to the point of
saturation (Ross and Chaloupka, 2002) and have produced
mixed findings. Consider the advertising response function
shown in Figure 1, which can apply to the national or local
market level, and to the industry as a whole or at the brand
level. Because of diminishing marginal product, the function
flattens out at some point and consumption becomes in-
creasingly less responsive to advertising. Diminishing returns
may be unavoidable because the effectiveness of additional
advertising will decrease once the most responsive buyers have
already been reached. In the context of the informative view of
advertising, as an increasing number of potential buyers re-
ceive information regarding the advertised product, additional
advertising is less effective because an increasingly greater
proportion of individuals who are exposed to the ads are al-
ready familiar with the product.

Earlier studies generally relied on annual or quarterly ag-
gregated data at the national level and find either no effects or
very small positive effects of advertising on cigarette con-
sumption. This is perhaps to be expected because loss of
variance at such a high level of aggregation makes it difficult to
reliably identify effects. As cigarettes are heavily advertised and
promoted, the marginal product of aggregate national adver-
tising (measured at a range around A; in Figure 1) may be
very small or zero. Estimates based on a single time-series of
aggregate national data are also likely confounded with un-
observed trends and the simultaneity between advertising
and sales.

Subsequent studies based on local or individual-level cross-
sectional or panel data are more indicative of advertising-in-
duced primary market-expansion effects. These studies typi-
cally use local-level (for instance, gathered at the level of the
state or metropolitan statistical area) advertising data, which
have greater (and plausibly more exogenous) variation owing
to differences in advertising costs across markets and because
of pulsing (which is a burst of advertising, in a specific market,
that lasts for a short time and then stops). Goel and Morey
(1995), for instance, used annual state-level data spanning
1959-82 and found significant effects of lagged cigarette ad-
vertising on consumption. Roberts and Samuelson (1988)
developed a model of non price competition for an oli-
gopolistic industry and applied it to their study of the cigarette
market, utilizing data for six firms spanning 1971-82. They
concluded that “advertising primarily affects the size of market
demand and does not alter firm market shares” (p. 215). In a
study using individual-level data on 6700 youth, combined
with measures of televised cigarette advertising, counter-ad-
vertising, and self-reported time spent watching television,
Lewit et al. (1981) found that smoking ads on television are
significantly associated with higher youth smoking.

Studies that examine the impact of advertising bans pro-
vide further evidence on whether cigarette advertising expands
the overall market. These studies also bypass some of the
limitations stemming from the simultaneity between adver-
tising intensity and sales. However, the passage of advertising
restrictions may not be strictly exogenous and depends on past
trends in smoking prevalence. If advertising only leads to
brand-switching with no primary effects on market demand,
then advertising restrictions should not have any effects on
consumption. Banning advertising on certain media would
potentially shift the advertising response function downward,
as shown in Figure 1. Even if an advertising ban does not
reduce the total level of advertising, it will reduce the average
and marginal effectiveness of advertising as firms substitute
from the banned media to the non banned media. Increased
use of non banned media reduces average and marginal ef-
fectiveness because of diminishing marginal product. If firms
try to compensate for the advertising ban by increasing total
advertising expenditures, this would correspond with a

Consumption

Counter-advertising or a ban
on certain media shifts the
function downward

No ban

---- Partial ban

Advertising

Figure 1  Advertising response function.


MAC_ALT_TEXT Figure 1

Advertising as a Determinant of Health in the USA 37

movement to a higher level of advertising on the lower ad-
vertising response function in Figure 1. Table 3 provides some
evidence that this may be the case for the cigarette industry.
Consistent with an advertising-induced market expansion ef-
fect, Goel and Morey (1995) found that the broadcast ban on
cigarette advertising lowered consumption. Saffer and Cha-
loupka (2000) studied the effects of tobacco advertising bans
on tobacco consumption in 22 high-income countries over
the period from 1970 to 1992. They found that although a
limited set of advertising bans has little or no effect (because
firms have many remaining media options), a comprehensive
set of media bans can reduce tobacco consumption by 6-7%.

Cigarette brands may also have some credence attributes —
wherein the consumer is not able to fully assess the product
quality even after consumption. This can provide an incentive
for firms to engage in potentially misleading advertising. For
instance, the US Department of Justice maintained in a lawsuit
filed in 1999 that the cigarette manufacturers falsely marketed
and promoted their low-tar and light cigarette brands as being
less harmful than conventional cigarettes. The consumer may
be persuaded by these claims and would not be able to judge
their veracity even post consumption at least over the short-
term.

Given the possible market expansion effects of cigarette
advertising and the presence of such misleading or imperfect
product information, antismoking advertisements (or coun-
ter-advertising) have been undertaken by the public sector.
Between 1967 and 1970, the Fairness Doctrine required
broadcasters to donate air time to antismoking ads. At their
peak, the ratio of antismoking ads to smoking ads was one-
third (Saffer, 2000). Funds from the 1998 Master Settlement
Agreement further provided for many state-initiated anti-
tobacco campaigns. Studies have generally found such
counter-advertising to be effective in reducing cigarette con-
sumption. Emery et al. (2005), for instance, studied individual
exposure to antitobacco advertising across the largest 75
media markets in 48 states between 1999 and 2000. They
concluded that state-sponsored counter-advertising is associ-
ated with greater antitobacco sentiment and reduced smoking
among youth. Interesting content analyses by Goldman and
Glantz (1998) have suggested that the most effective anti-
smoking messages focus on the tobacco industry’s manipula-
tion of its customers and the least effective are ads that portray
smoking as unhealthy. This suggests that health-related mes-
sages currently may not be conveying any new information to
consumers, and that the effectiveness of antismoking messages
may derive from their directly counteracting the persuasive
qualities of smoking ads and moderating the complementarity
between smoking and smoking ads (for instance, through
smoking ads portraying social prestige).

Advertising is also highly prevalent for products aimed at
helping consumers quit smoking, such as nicotine-replace-
ment therapy. Smoking-cessation products can be classified as
experience goods because the consumer needs to use them
before being able to assess their efficacy, and theory predicts a
relatively high advertising intensity for experience goods.
Avery et al. (2007) studied the market for such smoking
cessation products and noted that the industry spent
between 10% and 20% of its sales on advertising. They spe-
cifically studied the effects of magazine advertising of such

products using individual-level data matched with salient
individual-level measures of advertising exposure, paying
careful attention to endogeneity concerns, and found that
smokers who are exposed to more advertising are more likely
to attempt to quit and are more likely to have successfully
quit. Adopting the same identification strategy, Dave and
Saffer (2013) also found that magazine advertising for
smokeless tobacco (ST) products, which is one of the few
conventional media available for manufacturers following
bans in other media, leads to a higher probability of using ST.
ST, which is safer than smoking though not completely safe, is
also sometimes used as a cessation aid by smokers. Hence, the
debate centers on the potential role of ST use and ST mar-
keting as tools in an overall tobacco harm-reduction
approach.

There is some indirect evidence on the competitive effects
of advertising in the cigarette market. Brown (1978) found
decreasing average costs and increasing returns to advertising,
and concluded that advertising may create barriers to entry,
based on data that preceded the 1970 television ban. Eckard
(1991) utilized the television advertising ban as a natural ex-
periment to study the effects of advertising, and found that
concentration within the industry actually increased after the
ban. This is in line with Thomas (1989), who found de-
creasing returns to scale with respect to advertising in the
cigarette market, thus yielding a potential advantage to smaller
firms with multiple brands. Indeed, the extent of brand pro-
liferation and brand-level competition in the cigarette market
is consistent with this finding.

In summary, the role of advertising in tobacco markets is
controversial. The public health community contends that
such advertising encourages smoking and particularly influ-
ences experimentation and smoking initiation among youth.
The tobacco industry maintains that their advertising only
affects selective demand through brand-switching and does
not influence the overall size of the market. Manufacturers
also suggest that their advertising provides important infor-
mation content, for instance, regarding tar and nicotine
(Chaloupka and Warner, 2000). Although earlier studies did
not find significant market-level effects of cigarette advertising,
more sophisticated analyses seem to indicate that advertising
does impact primary demand. Further evidence gleaned from
studies of advertising restrictions, antismoking ads, and ad-
vertising of smoking cessation products is also consistent with
this market expansion effect. These studies also point to po-
tential avenues through which advertising impacts the overall
market demand, and these pathways are consistent with all
three views of advertising discussed in Section ‘Conceptual
Framework!

Advertising of Alcohol

Similar to the tobacco industry, the alcohol industry in the US
is highly concentrated (see Table 2). The US brewing industry,
for instance, is dominated by three firms, which account for
almost 80% of beer sales. Beer brewers spent approximately
$975 million in 2007 on advertising, with the top three firms
accounting for 72% of these expenditures. Total advertising
and promotional spending for all alcohol companies are on
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the order of $4 billion (Jernigan and O’Hara, 2004). Adver-
tising by the alcohol industry aims at raising sales through
brand differentiation and customer loyalty, and advertising
practices are self-regulated, primarily following a set of in-
dustry standards. For instance, industry guidelines allow al-
cohol-related ads to be placed in media where at least 70% of
the audience is above the legal drinking age. Advertising
messages also cannot directly appeal to under age youth.
Some major broadcast networks adhere to a self-imposed ban
on liquor advertising, though there are no such restrictions on
cable networks.

The issues relating to the promotion and advertising of
alcoholic beverages are similar to those discussed above with
respect to tobacco, but with one exception. Unlike smoking,
the majority of drinkers consume alcohol safely with little
external harm. Thus, from a public health standpoint, the key
debate with respect to market expansion has centered on
problem drinking, which imposes considerable external costs
(for instance, motor vehicle fatalities), and centered on the
effects of advertising on youth drinking. On both of these
fronts, although some studies have indicated that alcohol
advertising is associated with more problem drinking and
more underage drinking, the evidence is far from conclusive.

Anderson et al. (2009) reviewed 16 longitudinal studies
that assessed adolescents’ exposure to media-based advertising
and their drinking behavior. They concluded in favor of evi-
dence suggesting that exposure to advertising messages is as-
sociated with a higher likelihood that the adolescent will
initiate drinking, and associated with higher drinking among
baseline drinkers. Many of these reviewed studies, however,
are based on small, often nonrepresentative, samples and
utilize measures of recalled exposure to ads, which may be
potentially confounded with unobserved predisposition
toward drinking or pro drinking sentiment.

Saffer and Dave (2006) utilized cross-sectional data from
the Monitoring the Future Surveys and longitudinal data from
the National Longitudinal Survey of Youth (1997 cohort),
both nationally representative, to study the effects of probable
advertising exposure on adolescent drinking behavior. They
bypassed the problems associated with self-recalled adver-
tising exposure and instead exploited variation across and
within markets with respect to the level of alcohol advertising
in broadcast and print media. Estimates indicate significantly
positive but relatively small effects of media advertising on
alcohol participation and binge drinking (elasticity estimates
of approximately 0.09 and 0.17, respectively), though there is
some heterogeneity in this response across gender and racial
groups. The authors simulated the effects of a 28% reduction
in total alcohol advertising (based on the range observed in
their data) and concluded that the reduction in advertising
could decrease adolescent binge drinking from 12% to ap-
proximately 10% and decrease monthly alcohol participation
from 25% to approximately 23%.

Experimental studies have investigated how individuals’
drinking beliefs and behaviors respond to short-term adver-
tising exposure in a controlled setting. Findings from this lit-
erature have been mixed. For instance, Lipsitz et al. (1993)
alternately showed televised beer commercials, anti drinking
public service announcements, and soft-drink commercials to
three groups of fifth- and eighth-grade students. They did not

find any significant differences in expectancies regarding
drinking outcomes across any of the groups. Slater et al.
(1997) examined the responses of high-school students to
television beer advertisements embedded in sports or enter-
tainment programs. They found that the responses were split
along gender lines, with female students reacting more nega-
tively to the beer advertisements than male students, especially
when viewing sports content. The authors also found that
white adolescents who responded favorably to the ads were
more likely to report current drinking and future intentions to
drink, though the effects were relatively small. It is difficult to
disentangle causality in this study because favorable reaction
to advertising may simply reflect the student’s underlying
predisposition to drinking.

Saffer and Dave (2006) also reviewed prior econometric
studies on the effects of alcohol advertising on alcohol con-
sumption for the general adult population, according to the
source of variation in the advertising measure (time-series,
cross-sectional, panel, advertising bans). The vast majority of
these studies did not show any substantial positive effects of
advertising on overall alcohol consumption. The bulk of these
studies though have utilized national time-series data, which
often lack variation and confound effects with other unobserved
trends. However, given that most individuals consume alcohol
without imposing external costs, the more relevant question
concerns whether alcohol advertising impacts problem drinking
per se. Saffer (1991, 1997) provided indirect evidence on this
issue. The study found that countries that ban broadcast alcohol
advertisements have lower rates of traffic fatalities as well as
alcohol consumption (Saffer, 1991). Saffer (1997) studied the
effects of broadcast and outdoor advertising in 75 media mar-
kets on motor vehicle fatalities. It was found that a total ban on
alcohol advertising could save as many as 5000-10 000 lives,
implying an advertising elasticity of between 0.12 and 0.25.

Econometric studies find more consistent and stronger
evidence of brand-switching effects in the alcohol industry.
Fisher and Cook (1995), for instance, analyzed US data
spanning 1970-90 and did not find any evidence that adver-
tising impacts overall alcohol consumption. However, they
did find that increased liquor advertising is associated with a
reduced consumption of wine, suggesting cross-beverage
market share effects. Nelson and Moran (1995) further found
that advertising reallocates inter brand market shares, and to a
smaller extent also inter beverage market shares, consistent
with Fisher and Cook (1995).

Broadcast advertising in the alcohol industry generally
aims at brand differentiation, whereas price-based advertising
is more common in the print media, especially newspapers.
There is some evidence that such price-based advertising leads
to pro competitive effects consistent with the informative view
of advertising. Sass and Saurman (1995) indicated that large
national brewers gain market share at the expense of smaller
firms when states restrict advertising of retail prices. They
found that the presence of restrictions on price advertising
increased market concentration at the state level, both abso-
lutely and relative to measures of national concentration.
Additional restrictions on non price advertising did not affect
market concentration. Milyo and Waldfogel (1999) exploited
the US Supreme Court ruling that overturned Rhode Island’s
ban on price advertising of alcoholic beverages. Using
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Figure 2 Total youth marketing for reported brands, 44 companies. Adapted from Federal Trade Commission (2008). Marketing Food to

Children and Adolscents: A Report to Congress.

Massachusetts as a control, they found that price-based ad-
vertising substantially reduced the price of the advertised
good, though there was little effect on the price of the non
advertised good and no significant effect on price dispersion.

In summary, most evidence points to very weak or non-
existent advertising-induced market expansion effects in the
alcohol industry. Several studies do not find strong positive
effects of advertising on total alcohol consumption. There is
some evidence that this overall nil effect may be masking salient
effects for certain subpopulations. For instance, some studies
have indicated that alcohol advertising increases indicators of
problem drinking (for instance, motor vehicle fatalities) and
drinking among adolescents, though in both of these cases the
elasticity magnitudes are relatively small (and certainly smaller
than estimated price responses). It should be noted that many
of these econometric studies have estimated advertising effects
conditional on price, which precludes one of the mechanisms
through which advertising may impact primary or selective
demand - that is, through changes in the retail price. This is
especially relevant for price-based advertising. Tremblay and
Okuyama (2001), for instance, made the point that if the
elimination of advertising restrictions promotes price com-
petition, then elimination of the self-imposed broadcast ad-
vertising ban in the liquor industry could cause alcohol
consumption to rise even if advertising had no direct effect on
market demand. There is more consistent evidence of adver-
tising-induced brand-switching effects both at the brand level
and the beverage level. This is in accord with the persuasive view
of advertising, wherein the main role of advertising and pro-
motion is to generate potentially spurious brand differentiation
and enhance the brand’s monopolistic power. At the same time,
there is also some indication from studies based on cross-state
restrictions of price-based advertising that such advertising can
lower retail prices and have pro competitive effects.

Advertising of Food and Soft Drinks

Total marketing expenditures in 2006 for the food and bev-
erage industry were highest in the carbonated beverages and

restaurant foods categories, with $3.19 and $2.18 billion
spent, respectively (Figure 2). Breakfast cereal ranked third in
terms of marketing targeted at youth (ages 2-17), with $792
million spent. Overall, however, juice and non carbonated
beverages and snack foods ranked higher than breakfast cereal,
with $1.25 billion and $852 million spent, respectively. The
levels of concentration across food and soft drink industries
vary, with carbonated soft drink, cereal, and snack foods
relatively concentrated compared to other food categories (see
Table 2).

Similar to the tobacco and alcohol industries, the soft
drink industry is relatively concentrated, with a Herfindahl-
Hirschman index of 1094.5 in 2007 (Table 2). There is evi-
dence that the soft drink industry might be more cooperative
than predatory in nature, which would render them more
likely to capture demand that does not exist rather than cap-
turing a competing company’s demand (Gasmi et al., 1992).
The Coca-Cola and Pepsi companies are the leading adver-
tisers in the carbonated drink industry, and when the sugar
rationing that was implemented in 1942 ended, soft drinks
advertising on television experienced a significant increase
(Wilcox et al., 2009).

The breakfast cereal industry is characteristic of a very tight
oligopoly, with a Herfindahl-Hirschman index of 2425.5 in
2007 (Table 2). There has been evidence that, within the cereal
industry, incumbent firms often respond to the entry of new
firms with advertising, in order to limit the sales of new en-
trants (Bagwell, 2007, p. 1729). This anticompetitive behavior
may provide support for the persuasive view of advertising in
this context, as opposed to the informative view. Yet Ippolito
and Mathios (1990) suggested that, in response to growing
evidence of fiber's potential cancer preventing benefit, a ban
on advertising health claims for food products was lifted in
1985. As a result, consumption of cereal increased. (Kellogg
had already begun its advertising campaign highlighting the
link between fiber and cancer in October 1984, in violation of
FDA policy.) The authors suggested that this lowered the
search costs of obtaining health information.

In the food industry, it is not always clear whether adver-
tising is persuasive, informative, or whether it has elements of
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both. Glazer (1981), for example, examined the effect of an
exogenous event on food prices: a newspaper strike in Queens
and Long Island, NY, for 2 months in 1978. According to his
study, the lack of information on prices during that time led to
an increase in prices, perhaps indicating that in this context,
advertising is informative (Bagwell, 2007). This may be be-
cause of the more competitive nature of the market analyzed.
The marketing literature contends that informative advertising
generally occurs in the early stages of a product’s life cycle (to
build brand awareness and generate demand); persuasive ad-
vertising occurs in the growth and early maturity stages of the
product life cycle (when a product has gained a certain level of
brand awareness); and reminder advertising - used to remind
or prompt purchases - are for products that have gained
market acceptance and are in the maturity stage of their life
cycle (Grewal and Levy, 2009).

Some trends in food and beverage consumption are
noteworthy (see Statistical Abstract of the US at http://
www.census.gov/compendia/statab/cats/health_nutrition/food_
consumption_and_nutrition.html). For example, per capita
consumption of total fat increased from 56.9 1b in 1980 to 85.2
Ib in 2008. Per capita consumption of carbonated soft drinks
increased from 35.1 gallons in 1980 to 46.4 gallons in 2003.
Whether the link between consumption and advertising is
causal is discussed in more detail below, in the context of ad-
vertising exposure by children.

Researchers have estimated that children’s exposure to ad-
vertising has increased from approximately 20 000 com-
mercials in the late 1970s to over 40 000 commercials in the
early 2000s (Kaiser Family Foundation, 2004). There is par-
ticular concern that food and beverage advertising targeted at
children is harmful, as the nutritional content of these prod-
ucts is questionable, with most being high in fat, sugar, or
sodium (Kaiser Family Foundation, 2004; Powell et al., 2011).
Children may not be rational decision-makers or may not be
able to appropriately differentiate between advertising and
regular programming on television. The exposure to adver-
tising may lead to increased consumption of these products —
suggesting that advertising may be cooperative, leading to an
overall increase in consumption, rather than predatory or
combative - and ultimately contributing to increased rates of
childhood obesity.

There is strong suggestive evidence of the link between
advertising and consumption or obesity (see the comprehen-
sive reports by the Institute of Medicine, 2006, and the Kaiser
Family Foundation, 2004, for excellent reviews of these stud-
ies), yet the potential endogeneity of advertising is an issue.
Endogeneity may arise because of a firm wanting to locate in
areas where demand is already high, which may support the
informative view, as advertising is simply an endogenous re-
sponse to imperfect consumer information (Bagwell, 2007).
Moreover, the advertising/sales ratio may be influenced by
profit margins and other variables (Bagwell, 2007). Higher
levels of advertising may also be more feasible for firms that
are concentrated and profitable.

Companies may also target areas where demand is low to
capture additional demand, maybe revealing their cooperative
nature. At the same time, companies may be cooperative in
areas where demand is high, as mentioned above, to further
increase demand on the intensive margin. If industry behavior

is combative in this context, ordinary least squares estimates
are likely biased upward.

Research suggests that food marketing can have a signifi-
cant impact on consumption among children in the short-
term (Epstein et al., 2008; Halford et al., 2004, 2007; Harris
et al., 2009) and the longer-term (Barr-Anderson et al., 2009).
One study found that adiposity in children increased with
exposure to fast food advertising and that banning those ad-
vertising practices could reduce the incidence of childhood
overweight by 18% (Chou et al., 2008).

The Institute of Medicine (2006) report concluded that
there was substantial evidence that “food and beverage mar-
keting influences the preferences and purchase requests of
children, influences consumption at least in the short term, is
a likely contributor to less healthful diets, and may contribute
to negative diet-related health outcomes and risks” (p. 307).
The report goes on to say that “[n]ew research is needed on
food and beverage marketing and its impact on diet and diet-
related health and on improving measurement strategies for
factors involved centrally in this research” (p. 309). In contrast
to research in the tobacco and alcohol industries on the effects
of advertising on consumption, research in this area is still in
its infancy.

Chou et al. (2008) used an instrumental variables ap-
proach to carefully address the potential endogeneity of ad-
vertising, and found significant effects of televised fast-food
restaurant advertising on body mass index (BMI) and obesity
in children and adolescents, using the National Longitudinal
Survey of Youth (children of the 1979 cohort and the 1997
cohort). The price of an advertisement and the number of
households with a television in the market area served as in-
strtuments for fast food advertising. These instruments were
found to be valid in that they strongly predicted advertising
yet were legitimately excludable from the BMI equation. The
authors then analyzed potential effects of two types of regu-
lation: (1) treating food advertising as an ordinary business
expense (and thus eliminating the tax deductibility of adver-
tising) and (2) a complete advertising ban on television. Be-
cause the corporate income tax rate was 35%, elimination of
the tax deductibility of food advertising costs would be
equivalent to increasing the price of advertising by approxi-
mately 54%, which in turn would reduce fast-food restaurant
messages seen on television by 40% and 33% for children and
adolescents, respectively, and would reduce the number of
overweight children and adolescents by 7% and 5%, respect-
ively. A ban would reduce the number of overweight children
aged 3-11 by 18% and the number of adolescents aged 12-18
by 14%. Yet this may be an overestimate; as Saffer (2000) had
correctly pointed out, bans on advertising were only effective if
they were comprehensive - covering all media, not simply
television. Otherwise, the industry would simply shift its ad-
vertising expenditures to other media outlets.

Andreyeva et al. (2011) used the Early Childhood Longi-
tudinal Survey (Kindergarten cohort) to show that soft drink
and fast food television advertising is associated with in-
creased consumption of soft drinks and fast food among
elementary school children. They perform several robustness
checks to address the potential endogeneity of advertising.
Little effect was found for cereal advertising, which may be
because of the strong correlation between cereal consumption
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and having breakfast, which promotes reduced overall caloric
intake.

In summary, most evidence points to advertising-induced
expansion effects in the carbonated soft drink and fast-food
restaurant industries, and to weak or nonexistent expansion
effects in the cereal industry.

Compared to the cigarette and alcohol industries, the food
and non alcoholic beverage industries face relatively little
regulation. In light of potential adverse effects of advertising
on obesity, however, some self-regulatory efforts have been put
forth. One such effort is the 2006 Children’s Food and Bev-
erage Advertising Initiative (Council of Better Business Bur-
eaus, 2009), whereby participating companies made efforts to
improve the nutritional quality of foods marketed to children.
Some question these self-regulatory efforts, though, arguing
that a few nutritious products are introduced whereas the
unhealthy products continued to be heavily marketed (Kunkel
et al., 2009).

Several industrialized countries such as Sweden, Norway,
and Finland have banned commercial sponsorship of chil-
dren’s programs. Sweden also does not permit any television
advertising targeting children under the age of 12 (Kaiser
Family Foundation, 2004). There is no similar ban in the US.
The FDA regulates and sets standards for the food industry in
the US, and these standards vary by state. There has, however,
been an increased focus on the potential effect of advertising
on obesity in children. In the White House Task Force on
Childhood Obesity Report to the President, the following
recommendations related to marketing were made, suggesting
that advertising in these industries affect childhood obesity:

® The food and beverage industry should extend its self-
regulatory program to cover all forms of marketing to
children, and food retailers should avoid in-store mar-
keting that promotes unhealthy products to children
(Recommendation 2.5).

o All media and entertainment companies should limit the
licensing of their popular characters to food and beverage
products that are healthy and consistent with science-based
nutrition standards (Recommendation 2.6).

® The food and beverage industry and the media and enter-
tainment industry should jointly adopt meaningful, uni-
form nutrition standards for marketing food and beverages
to children, as well as a uniform standard for what con-
stitutes marketing to children (Recommendation 2.7).

® Industry should provide technology to help consumers
distinguish between advertisements for healthy and un-
healthy foods and to limit their children’s exposure to
unhealthy food advertisements (Recommendation 2.8).
(Solving the Problem of Childhood Obesity within a
Generation, 2010).

The FCC has acknowledged the problem and has partnered
with the FTC and the Task Force on Childhood Obesity. (See
http://reboot.fcc.gov/parents/media-and-childhood-obesity.)
Yet it generally remains the case that an advertisement must
clearly misinform the consumer in order to be regulated.
Increased government involvement in this context is an on-
going debate, with recent studies suggesting that Congress
should become more involved by enforcing corporate

accountability, changing how advertising is treated for tax
purposes, encouraging alternative solutions to regulation,
and utilizing the Interagency Working Group Proposal on
Food Marketing to Children (Termini et al., 2011).

Another issue that has been raised is the Federal government'’s
role as advertiser: Beef. It's What's for Dinner; Pork. The Other
White Meat; Got Milk?. Most of us have heard these slogans in
advertisements for beef, pork, and milk. Yet many of us are
unaware that they are sponsored by the Federal government,
through its ‘checkoff programs (Wilde, 2007), overseen by the
United States Department of Agriculture (USDA) starting 1996.
(See the Commodity, Promotion, Research and Information Act
of 1996: http://www.ams.usda.gov/AMSv1.0/getfiledDocNa-
me=STELPRD3479032.) Researchers such as Wilde question the
government’s well-funded federally sponsored checkoff pro-
grams, which “promote increased total consumption of beef,
pork, and dairy products, including energy-dense foods such as
bacon cheeseburgers, barbecue pork ribs, pizza, and butter”
(Wilde, 2006). At the same time, the USDA's Dietary Guidelines
recommend a balanced diet with higher levels of whole grains,
fruits, vegetables, fish, and low-fat dairy products consumption,
which are not advertised by the government to the same degree.

Although weight loss products (discussed in the next sec-
tion) go relatively unregulated, nutritional claims for food and
beverages have been addressed with regulations on food la-
bels, which can be viewed as an indirect form of advertising.
Using the National Health Interview Survey, Variyam and
Cawley (2006) showed that the implementation of new nu-
tritional labels as a result of the Nutrition Labeling and Edu-
cation Act of 1990 (effective in 1994) was associated with a
decrease in body weight and the probability of obesity.

More recently, calorie posting for chain restaurants (with
20 or more stores in a state) was mandated, starting with New
York City in 2008 and eventually becoming a requirement for
all states as part of the new health care law (Adamy, 2010;
Bollinger et al., 2011). Approximately 20 cities or states man-
dated calorie postings on menus after New York City (Adamy,
2010). Preliminary studies for New York have shown mixed
effects on consumption: Bollinger et al. (2011) used data from
Starbucks to find that the average number of calories per
transaction falls, while Elbel et al. (2009) compared New York
to New Jersey to find no significant difference.

Advertising of Weight Loss Products

Perhaps one of the most striking examples of deceptive (and
yet acceptable) advertising is in the OTC weight loss drug in-
dustry. Using magazine and television ads to determine effects
on consumption, Cawley et al. (2010) showed that people are
not as responsive to clearly deceptive advertising compared
with nondeceptive advertising. They concluded that although
nondeceptive advertising may be more cooperative in nature,
deceptive advertising may be more combative in nature, or
have no apparent effect.

Research in this area is new, and yet a striking 20.6% of
women and 9.7% of men have used OTC weight loss products
(Cawley et al., 2010) at some point in their lives. As mentioned
in Section ‘Overview, consumers are also ill-informed about
government regulation, with half of all consumers under the
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impression that these weight loss products are approved for
safety and efficacy by the FDA before being sold to the public
(Cawley et al., 2010). These OTC weight loss products may
accurately be placed in the aforementioned third category of
goods that have ‘credence’ attributes (Darby and Karni, 1973),
for which the consumer is unable to accurately evaluate
quality even after consuming the good. For instance, since
medications have person-specific effects, a consumer may not
be able to judge their true effectiveness even after consuming
them. These attributes, combined with high turnover of firms
in this industry, makes deceptive advertising possible.
Although the FTC Act prohibits ‘unfair or deceptive acts or
practices, including both misstatement of facts and failure to
disclose important information that consumers should know,
it does not prohibit ‘puffery’ - claims that are so exaggerated
that they are clearly incorrect, and no reasonable person

Rx spending, Billions of $

300

would truly believe them. Puffery is defined as “the legal ex-
aggeration of praise, stopping just short of deception, lavished
on a product” (Grewal and Levy, 2009).

Advertising of Prescription Drugs

Between 1980 and 2009, expenditures on prescription (Rx)
drugs in the US increased from $12 billion to $250 billion,
representing an increase of 1974% (see Figure 3).

Most of the increase until the mid-1990s followed the growth
in national health expenditures (NHE). However, since around
1995 spending on Rx drugs has outpaced the growth in NHE,
making it one of the fastest growing components of health care
costs. Consequently, the share of drug spending in NHE roughly
doubled between 1994 and 2004, from 5% to 10% (Centers for
Medicare and Medicaid Services - CMS; see Figure 4).
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Figure 3 US prescription drug spending. Adapted from Centers for Medicare and Medicaid Services (CMS).
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The growth in the share of prescription drug expenditures
has coincided with the growth in pharmaceutical promotion,
which increased from §$11.4 billion in 1996 to $29.9 billion in
2005 (Donohue et al., 2007). The promotion-to-sales ratio for
the pharmaceutical industry is approximately 20%; this com-
pares to an all-industry average of 4-5%. Pharmaceutical
products tend to have experience attributes, a low price elas-
ticity of demand (because of the presence of insurance and
third-party payers), and a relatively high sales-advertising
elasticity - all of which contribute to a high advertising and
promotion intensity.

Promotion of prescription drugs is generally limited to
patented drugs. It includes direct-to-consumer advertising
(DTCA) on broadcast and print media as well as direct-to-
physician promotion (DTPP) through visits by company rep-
resentatives to physician offices (known as detailing), free
samples provided to physicians and advertising in pro-
fessional journals. Although DTPP still comprises most of the
promotional budget, the largest relative increase in promotion
between 1995 and 2005 resulted from the expansion of DTCA
into broadcast media. The share of total promotional spend-
ing allocated to DTCA increased from less than 1% in the early
1990s to 8.6% in 1996 to 14.5% in 2003 (see Figure 5).

This expansion of DTCA was precipitated by the FDA's
clarification of the rules governing broadcast advertising in
1997 and 1999, making it feasible for companies to promote
via television and radio advertisements. For a number of years,
the FDA had guidelines requiring the advertiser to provide de-
tailed information on usage and risks that is contained in the
drug’s FDA-approved product label insert, thereby confining
ads to print form. The new regulations now require broadcast
advertisements to include only ‘major statements’ of the risks
and benefits of the drug along with directions to alternate in-
formation sources for full disclosure. This clarification of what
constitutes adequate disclosure removed a major barrier that
had initially made TV and radio advertisements infeasible.

Specifically there was no broadcast advertising in 1993, but it
now comprises the primary form of DTCA - amounting to
$2.55 billion in 2005.

These new regulations remain a controversial policy and
are facing increased scrutiny from Congress and consumer
groups. Currently only the US and New Zealand permit
broadcast DTCA. At the heart of this debate is whether
pharmaceutical promotion and advertising are welfare-pro-
moting. The pharmaceutical industry claims that such adver-
tising educates patients on potential treatment options, opens
up lines of communication between the patient and the
physician, and can even increase patient-physician contact or
expand appropriate treatment for under treated conditions,
consistent with the informative view of advertising. Congres-
sional leaders have contended that DTCA raises prescription
drug costs, consistent with brand differentiation and the per-
suasive view of advertising, and requested that the policy be
revisited. Some consumer groups maintain that consumers
may be harmed by misleading advertising and that the recent
expansions in DTCA are responsible for the increases in ex-
penditures on prescription drugs.

Growth in prescription drug spending is broadly driven by
increases in utilization and price, and shifts in the com-
position of drugs being used, all of which may be impacted by
DTCA. A comprehensive assessment regarding the welfare ef-
fects of pharmaceutical advertising and promotion requires
information on three broad but related issues: (1) effects on
primary versus selective demand; (2) effects on price; and
(3) effects on competition. To inform on the first question,
many prior studies gave focus on how DTCA and DTPP have
affected pharmaceutical sales and patient adherence. Rosen-
thal et al. (2003) studied brands in five therapeutic classes
using aggregated US monthly time-series data from August
1996 to December 1999. They employed an instrumental
variables methodology to account for the endogeneity of
DTCA and concluded that consumer advertising was primarily

100% -

90% -

m
80% -
70%
60% -
54.9
50% -
40%
30% -
20% -
10% - 25.2
0% - T T

W DTCA (%)
Medical journal
advertising (%)
63.4
B Free samples (%)
I Hospital detailing (%)
B Physician office
17.2 detailing (%)

1996 2001

2003

Figure 5 Components of pharmaceutical promotion. Based on data from Donohue, J. M., Cevasco, M. and Rosenthal, M. B. (2007). A decade
of direct-to-consumer advertising of prescription drugs. New England Journal of Medicine 357(7), 673-681, and authors’ calculations from data

used in Dave and Saffer (2012).


MAC_ALT_TEXT Figure 5

44 Advertising as a Determinant of Health in the USA

effective in raising sales for the entire therapeutic class. Other
studies have also noted this market-expansion effect of DTCA,
and suggested that DTCA may be more effective in increasing
aggregate class demand than in increasing the demand for a
particular drug (lizuka and Jin, 2005, 2007).

These studies combine broadcast and nonbroadcast DTCA
into a single aggregate measure, and utilize older data from a
time-period when DTCA was just starting to take off and much
of it still comprised nonbroadcast forms. This may obscure
certain effects since the shift in FDA guidelines specifically
applied only to broadcast DTCA; the composition of DTCA
has increasingly shifted away from print and toward television
and radio advertising as broadcast DTCA became more feas-
ible as a form of promotion for the pharmaceutical industry.
Second, both of these forms of DTCA may be expected to have
differential effects on pharmaceutical prices and sales.

Dave and Saffer (2012) utilized monthly data on all pre-
scription drugs in four major therapeutic classes from 1994 to
2005, thereby exploiting the period enveloping the FDA's shift
in regulations as a natural experiment and exogenous shock to
consumer advertising. They separately analyzed the effects of
broadcast and nonbroadcast DTCA. Based on drug fixed ef-
fects models, they found that broadcast DTCA did impact
own-sales with an elasticity of 0.10, and this response is higher
relative to nonbroadcast DTCA. This study also found some
evidence that class-level DTCA may raise sales for the non
advertised drugs. Assuming that physicians are prescribing an
equally effective drug, this may be a spillover benefit of DTCA
in some cases because non-advertised drugs tend to be older
and also cost less.

Directly bypassing the potential endogeneity of advertising,
Kravitz et al. (2005) examined how DTCA impacts the pre-
scribing behavior of antidepressants in a randomized control
trial setting. Standardized patients, mostly professional actors,
were assigned to visit physicians and make a specific brand
request (referring to a DTC ad), a general drug request, or no
request. Results pointed to the role of brand-specific DTCA in
raising own-demand by leading to a prescription for that
brand, as well as in raising overall class demand.

Additional evidence on the demand effects of DTCA is
also provided by studies that examine patient adherence.
For instance, Bradford et al. (2006), using patient-level data
from 1998 to 2004 merged with DTCA information at the
national and market levels, found that higher levels of DTC
television advertising of statin treatment was significantly as-
sociated with improvements in the likelihood of attaining
cholesterol management goals for at least some patients.
Donohue et al. (2004) studied claims data for depressed pa-
tients between 1997 and 2000 matched with information on
DTCA. They found that consumer advertising of antidepres-
sants was associated with an increase in the number of people
diagnosed with depression who initiated medication therapy
and a small increase in the number of individuals treated with
antidepressants who received the appropriate duration of
therapy.

Studies have also examined the impact of advertising
aimed at health-care providers, which historically has been the
primary form of promotion used by the pharmaceutical in-
dustry. Berndt et al. (1995), for instance, considered the role of
detailing, medical journal advertisements and DTCA in the

market for antiulcer drugs before the shift in FDA guidelines.
The DTCA examined in this study is very limited and confined
only to print media because the study predated the FDA's shift
in regulations that made broadcast DTCA feasible. They found
the strongest demand effect for detailing and the smallest ef-
fect for DTCA. Many other studies also confirmed larger effects
of physician-directed promotion relative to those for con-
sumer-directed promotion.

Overall, most of these studies point to positive demand
effects of DTCA and DTPP, and generally find that DTCA has
stronger class-level effects whereas DTPP has stronger brand-
specific effects. There is some suggestive evidence from studies
utilizing newer data that DTCA may also have some brand-
specific effects, particularly broadcast DTCA, though all studies
point to DTPP being more effective relative to DTCA in raising
sales. Some of the research also highlights a potential benefit
of DTCA - that is, encouraging consumers to seek treatment
and take their medications as prescribed.

With respect to the effects of advertising and promotion on
price, the evidence is more limited. This paucity of research
partly derives from the difficulty in obtaining salient measures
of Rx drug prices because of the presence of third-party payers
and unobserved rebates from drug manufacturers to third-
party payers.

As underscored by the discussion on the three views of
advertising, the potential effects on price primarily depend on
the strength of scale economies in production and on the
impact of advertising on the price elasticity of demand. Under
the persuasive view of advertising where the shift in demand
becomes relatively more inelastic, advertising raises price as
long as there are no strong economies of scale in production
to counteract the inelastic demand. Under the informative
view of advertising, prices are predicted to decrease because
demand would become relatively more elastic.

The few studies that have focused on advertising-induced
price effects appear to be in accord with the persuasive view.
Rizzo (1999), for instance, found that increased detailing ef-
forts among antihypertensive drugs reduced the price elas-
ticity. This reduction may consequently result in higher prices,
though Rizzo did not examine the direct link between de-
tailing and price. The study was based on pooled annual data
from 1988 to 1993, which predates the DTCA policy shift, and
only considers promotion to physicians. Law et al. (2009)
examined pharmacy data for Plavix (an antiplatelet drug used
to prevent stroke and heart attack in at-risk patients) from 27
Medicaid programs over the period 1999-2005. Plavix initi-
ated DTCA in 2001. This study found that, although there was
no change in the preexisting trend in demand, there was a
sustained increase in cost per unit of $0.40 (11.8%) after the
expansion in DTCA.

Dave and Saffer (2012), utilizing a larger sample of all Rx
drugs in four therapeutic classes, also found that DTCA raised
the average wholesale price, though the estimated elasticity
was of a relatively small magnitude (0.04). Consistent with the
positive impact on price, this study also found that the con-
sumer price response became relatively more inelastic during
the period when DTCA was expanding. Saffer and Dave pre-
sented simulations suggesting that expansions in broadcast
DTCA over 1994-2005 accounted for 19% of the overall
growth in prescription drug spending, with two-thirds of this
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impact driven by an increase in demand and the remainder
because of higher advertising-induced prices.

One challenge faced by these empirical studies concerns
the simultaneity between advertising and pricing decisions.
For instance, Bhattacharya and Vogt (2003) presented a model
of joint price and promotion determination over the drug's
life cycle. The dynamic profit maximizing strategy for the firm
was to initially employ a relatively high level of promotion
and to set a relatively low price. These levels would not only
increase current quantity demanded, but also raise future de-
mand because high promotion and low prices increased the
physicians” and the consumers’ stock of knowledge about the
drug. In subsequent periods, promotion could be decreased to
lower costs and price could be raised to increase revenue.

This trajectory of higher prices and lower advertising over
the drug’s life cycle is also consistent with the Dorfman-Steiner
(1954) condition for optimal advertising discussed in Section
‘Overview’; the optimal advertising-to-sales ratio is a positive
function of the elasticity of sales with respect to advertising
and is inversely related to the elasticity of sales with respect to
price. Thus, the decline in advertising over the drug's life cycle
is consistent with an age-related decline in the sales-adver-
tising elasticity (Berndt, 2006). It is also consistent with an
increase in the price elasticity as the drug ages and newer drugs
enter the therapeutic class. A positive association between
advertising and price inelasticity may thus reflect causality in
both directions - for persuasive goods, advertising may make
demand more inelastic, but ceteris paribus more inelastic de-
mand also leads to a higher optimal level of advertising.

While both Rizzo (1999) and Dave and Saffer (2012) at-
tempted to address this simultaneity through additional con-
trols, the results should be interpreted in the context of the
limitations noted. Nevertheless, these studies point to certain
anticompetitive effects of Rx drug promotion. Further evi-
dence is gleaned from studies that have investigated the effects
of advertising on entry in the pharmaceutical markets. Scott
Morton (2000) found that advertising by branded drugs be-
fore patent expiration and generic entry may have a very small
deterrence effect on subsequent generic entry depending on
the type of advertising, though this effect becomes insignifi-
cant in models which instrument for advertising. In a classic
study, Benham (1972) found that eyeglass prices were sub-
stantially higher in states that prohibited all advertising rela-
tive to states with no restrictions. Prices were slightly higher in
states that allowed only non price advertising than in states
with no restrictions. This strand of the literature suggests that
non price advertising by the Rx industry may exert some small
upward pressure on prices and possibly have anticompetitive
effects, though the evidence is far from conclusive and requires
further study.

In summary, DTCA has emerged as a marketing force in the
US healthcare system and is only expected to grow along with
expenditures on prescription drugs. Although the debate sur-
rounding DTCA is unlikely to be resolved anytime soon,
DTCA should be evaluated both in terms of its costs as well as
its benefits. The benefits derive from improved health because
of increases in the number of individuals using prescription
drugs and increased adherence with drug therapy. Detecting
and treating health conditions at an earlier stage, through
primary care, may also be more cost-effective relative to

treatment at a later stage through acute care. Pointing to an-
other potential benefit of promotion, Kwong and Norton
(2007) found that detailing (but not other types of adver-
tising) may have a significant positive effect on the number of
new products entering into clinical development, with mar-
kets for chronic disease with high levels of detailing being
more attractive to pharmaceutical firms.

Studies that show advertising-induced market expansion
effects generally interpret these findings as welfare-improving.
Although there was certainly an element of improved ad-
herence and expanded treatment underlying the market ex-
pansion, David et al. (2010) showed that increased levels of
promotion and advertising lead to increased reporting of ad-
verse medical events for certain conditions. This suggests that
promotion-driven market expansion could raise the risk that
the drug is prescribed inappropriately. In addition to potential
misuse, the costs of DTCA also result from increased drug
prices and increased use of more expensive drugs in place of
equally effective lower-priced drugs. Higher drug and health
care expenditures in turn can raise insurance premiums and
may lead to a larger prevalence of uninsured.

New Directions

Online Advertising

The Pew Research Center showed that Internet usage among
Americans has increased by approximately 72% since 2000,
with an estimated 46% of respondents using the Internet in
2000 and 79% in 2010 (Pew Research Center, 2011). Resi-
dential broadband subscribers increased from 5.2 million in
2000 to 70.1 million in 2008, a 1248% increase over 8 years.
With more households having access to the Internet, online
advertising, a form of ‘interactive media’ (which also includes
mobile phones) has become more prevalent, as is evident in
Figure 6. Online advertising was in existence in the early
1990s (Li and Leckenby, 2006), yet as Figure 6 reveals, as
recently as 2000 online media suppliers represented less than
5% of total suppliers, compared with 14% in 2009.

As Li and Leckenby (2006) pointed out, “the internet has
capacities to extend the function of advertising far beyond what
traditional media are able to accomplish... The expanded func-
tion of internet advertising comes from its horizontal integration
of three key marketing channel capacities (communication,
transaction and distribution) and vertical integration of mar-
keting communications, including advertising, public relations,
sales promotion and direct marketing” (p. 203).

Figure 7 shows the importance of control ownership by
the advertiser or consumer in determining the effectiveness of
Internet advertising (Li and Leckenby, 2006). This Interactive
Advertising Model (IAM), developed by Rodgers and Thorson
(2000), revealed the increased complexity of Internet adver-
tising as compared with advertising in other media. Some ad
formats are controversial; for example, interstitial ads, which
include pop-ups and pop-unders, could be intrusive and irri-
tating, particularly for individuals who were in ‘search mode’
rather than in ‘surf mode’ (Li and Leckenby, 2006). (Banner
ads, by contrast, are usually viewed voluntarily.) New formats
adopted by Internet advertisers included three-dimensional
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visualization and product placement in online games (Li and
Leckenby, 2006). There were also virtual worlds in which
companies could pinpoint when avatars look at specific ads
(Grewal and Levy, 2009).

The FTC warns advertisers that if they wish to advertise on
the Internet, the same rules apply for electronic advertising as
for other forms of advertising (Federal Trade Commission,
2000). Advertising must not mislead consumers or make

claims that are unsubstantiated. The FTC summary also sets
forth guidelines to protect consumer privacy, particularly
relevant for online advertisers.

Neuroeconomic Framework

Economists have integrated insights from behavioral eco-
nomics and neuroscience in a budding area of research known
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as neuroeconomics. Bernheim and Rangel (2004, 2005), for
instance, presented a theory of addiction based on a neuroe-
conomic framework of decision-making. This area of research
provided a promising new direction for advertising studies on
two fronts. First, the persuasive view of advertising posits that
advertising impacts demand through potentially spurious
brand differentiation, which in turn affects consumer prefer-
ences. However, as Bagwell (2007) noted, studies remain
“agnostic as to the underlying mechanism through which
advertising shifts tastes” (p. 1825). Assimilating insights from
neurological research with regard to how decisions are made
can help advance our understanding of the mechanisms
underlying the response to advertising. Second, relevance for
public health and policy requires not just knowing the average
population response but also an understanding of how ad-
vertising particularly affects behaviors of at-risk individuals —
that is, those who impose external costs on others and who are
the targets of public policy. For instance, is advertising pre-
dicted to affect drinking behaviors of heavy alcohol users or
affect junk food consumption habits among overweight/obese
individuals? Neuroeconomic models of decision-making,
particularly in the context of goods with addictive properties,
have distinct predictions in this regard.

Consider the following neuroeconomic model based
on Bernheim and Rangel (2004, 2005). Saffer (2011)
provided a related discussion on alcohol advertising, and
Ruhm (2012) provided a discussion of neuroeconomic
models as they applied to overeating and obesity. Individuals
have been found to rely on two neural systems to make
decisions relating to addictive consumption. One system re-
flects a rational mechanism (RM), where choices and de-
cisions are based on reasoning and rational cost-
benefit calculus. When decisions are made according to the
RM, the individual is in a ‘cold state’ and here the standard
neoclassical demand model is applicable. The other neural
system reflects a hedonic forecasting mechanism (HFM),
where choices are based on ‘cravings’ and short-term rewards.
The HFM does not involve higher reasoning, and is in control
when decisions must be made very quickly. In this case, the
individual is defined to be in a 'hot state! The switching
mechanism between cold and hot states depends on en-
vironmental cues such as advertising, the individual’s addict-
ive stock accumulated through past consumption experience,
and other factors.

Under this neuroeconomic framework, advertising would
increase primary demand and lead to overall market expansion
effects, not just brand-switching effects. The model also indi-
cates that the response to advertising is a learned behavior, and
individuals with a higher addictive stock may be particularly
susceptible to advertising-related cues. Individuals can also
override evaluations of the HFM by exercising cognitive control
and asserting dominance of the RM; this points to individual
heterogeneity in the response to advertising based on factors
that affect the costs of exercising cognitive control.

In summary, it is known from various studies conducted
for healthcare markets that advertising can affect both selective
and primary demand, can be persuasive and in turn affect
tastes and preferences, and can have an average population
response that may mask heterogeneous responses across in-
dividual characteristics, population subgroups, and along the

consumption distribution. It is less clear why these responses
are observed. Integrating insights from cognitive psychology,
neuroscience, behavioral economics, and other disciplines
provides a promising avenue for further understanding these
responses.

Summary

This article has provided a conceptual and empirical frame-
work through which to study the economics of advertising in
the context of markets for health inputs. The Dorfman-Steiner
model positively relates advertising intensity to the adver-
tising-sales elasticity and negatively relates it to the price
elasticity of demand. The competing informative and per-
suasive views of advertising are explored, in addition to the
view of advertising simply as a complement to the advertised
good. Search and experience goods are distinguished and
briefly discussed. These attributes, combined with the prod-
uct’s price and advertising elasticities, generally determine the
advertising intensity of the product.

An analysis of advertising in select health markets is covered,
with a focus on selective versus primary demand effects and
relevance for public health. Econometric studies typically find
effects on consumption for tobacco, soft drinks, fast-food res-
taurants, and prescription drugs, which reflect an advertising-
induced industry expansion effect. For the alcohol industry,
there is some evidence of small positive overall demand effects
for certain segments of the population such as problem
drinkers and youth. More empirical research, however, needs to
be conducted, particularly addressing the potential endogeneity
of advertising. A key obstacle for researchers is the high price of
acquiring detailed advertising data. Currently, advertising data
are only provided by a few companies, including Nielsen and
TNS (now part of Kantar Media).

Future research in this area will increasingly stress the roles
of online advertising, which allows greater targeting of the
product to the potential user, and neuroeconomics, which
may yield insights on the pathways underlying the consumer
response. The emerging research combining behavioral eco-
nomics and neuroscience is timely, for instance, as online
purchases made after exposure to advertising may have higher
probabilities of being ‘hot state, impulsive purchases. Some
thoughts are provided on new directions for research in these
increasingly important topic areas.

See also: Advertising Health Care: Causes and Consequences.
Pharmaceutical Marketing and Promotion
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Introduction

This overview starts by giving a brief introduction to the eco-
nomic theory of advertising, including a short presentation of
the two main models of advertising and discussion of how
advertising affects market outcomes in light of these two
models. These theoretical underpinnings are then used to
discuss the causes and potential effects of advertising in health
care markets, with tentative implications for the social desir-
ability of such advertising. A distinction is made between ad-
vertising of health care providers (hospitals or physicians) and
advertising of prescription drugs, which are treated separately
in this overview. Not only does drug advertising constitute the
main bulk of total advertising expenditures in health care
markets but it also involves some particular issues (and con-
troversies) that demand separate attention.

The Economics of Advertising

Adpvertising is a widespread feature of economic life and has
been a major topic for economic research since the early
twentieth century. This research has led to the emergence of
two distinct and competing views about what advertising is,
with very different implications about the effects - positive as
well as normative - of advertising. We can think of these as
two different models of advertising.

Informative versus Persuasive Advertising

The informative advertising model takes as a starting point
that most markets are characterized by asymmetric infor-
mation, where consumers are ex ante imperfectly informed
and need to search for information about products offered in
the market. Because this search is costly, too few consumers
will learn about the existence, price, and quality of products,
causing market inefficiencies. According to the informative
advertising model, advertising is a means to convey product
information to consumers, which reduces consumers’ search
costs and thus reduces the inefficiencies caused by asymmetric
information.

The persuasive advertising model, however, has a very
different starting point. According to this view, the main
purpose and effect of advertising is to change consumers’
tastes and perceptions about the advertised product. Adver-
tising is therefore a means to create ‘artificial’ product differ-
entiation and brand loyalty, thereby increasing consumers’
willingness to pay for the product. Whereas informative ad-
vertising has a positive effect in terms of reducing information
imperfections, the persuasive view arguably implies that ad-
vertising is socially wasteful because its main effect is to distort
the ‘true’ preferences of consumers.

Effects of Advertising

The informative and persuasive models of advertising predict
very different effects of advertising, particularly with respect to
competition and prices. Because real-life advertising rarely
conforms to either of the two stylized models, but usually
includes both persuasive and informative elements, an as-
sessment of how advertising affects market outcomes, with
corresponding implications for the social desirability of
advertising, is a challenging exercise.

The main purpose of advertising is to increase demand for
the advertised product. However, there are two sources of
demand increases. Advertising could induce consumers to
switch from a similar product offered by a competing firm
toward the advertised one, or it could induce demand from
new consumers who did not previously purchase any product
from the market in question. The former is commonly referred
to as business-stealing, whereas the latter is referred to as
market expansion.

Advertising generally affects market prices. Theoretically,
the price effects depend crucially on whether advertising is
predominantly informative or persuasive. Informative adver-
tising results in more consumers becoming aware of the ex-
istence and objective characteristics (including price) of
available products. This makes demand more elastic (more
price sensitive) and intensifies competition between com-
peting brands, leading to lower prices in the market. However,
persuasive advertising creates artificial product differentiation
and brand loyalty, making consumers less willing to substitute
between competing brands. This makes demand less elastic
and allows firms to charge a higher price.

In many markets, with health care being a prime example,
quality (rather than price) is a key characteristic of the prod-
ucts and services offered. Compared with the price effects, the
effects of advertising on quality is theoretically less well es-
tablished. If quality is observable and firms compete mainly
on quality, informational advertising should lead to higher
quality through increased competition.

However, quality is often not easily observable and it is
therefore harder to assess to which extent advertising contains
truthful information about quality. An important distinction
can be made between search goods and experience goods. The
quality of search goods can be ascertained before the purchase
of the good, whereas the quality of experience goods can only
be confirmed after the good is consumed. This suggests that
producers of experience goods may have stronger incentives to
advertise untruthfully about quality. However, in markets
where consumers generally make repeated purchases, adver-
tising in itself could function as a signal of high quality. Under
the assumption that high-quality goods will be subject to
more repeat purchases, producers of such goods will have
incentives to advertise more to attract more first-time cus-
tomers. This argument does not depend on the truthfulness of
the advertising. Thus, seemingly persuasive advertising could
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have an informational value as a signal of high quality.
However, the empirical evidence of a positive relationship
between advertising and quality is mixed.

Advertising might also affect entry of new firms/products
into the market. The potential entry-deterring effect of adver-
tising is a much-researched topic. From a theoretical view-
point, it is possible that persuasive advertising might deter
entry by creating brand loyalty to incumbent firms’ products,
implying that potential entrants would have to advertise more
to capture these brand-loyal consumers, thereby increasing
entry costs. However, there are also theoretical arguments
suggesting that the optimal entry-deterring strategy is to
underinvest in advertising. The key argument for this seem-
ingly paradoxical result is that reducing the number of loyal
consumers through lower advertising levels is a way for in-
cumbent firms to commit themselves to higher output levels
(or lower prices) in case of entry. Thus, incumbent firms might
be able to deter entry by credibly committing themselves,
through low pre-entry advertising levels, to become tough
competitors post-entry. In either case, the empirical evidence
of entry deterrence through advertising remains ambiguous.

Advertising of Health Care Providers

Below, the basic economics concepts and theories of adver-
tising outlined above are used to discuss advertising in health
care markets specifically. The present section deals with ad-
vertising of health care providers (hospitals or physicians)
while the subsequent section deals with drug advertising.

Why Do Health Care Providers Advertise?

Because advertising is a means to increase demand, health care
providers have incentives to advertise only as long as they can
increase demand. Thus, incentives for advertising essentially
require that providers’ revenues are positively correlated with
demand and that patients are able to choose their preferred
provider. It is therefore no coincidence that health care ad-
vertising is mainly done by private health care providers.
Traditionally, health care advertising has been more prevalent
in the US, which has experienced health care advertising since
the 1970s, particularly from for-profit providers. However, the
introduction of market-based reforms in several European
countries has made advertising relevant also for public (gov-
ernment-funded) health care providers, resulting, for example,
in the lifting of the advertising ban on UK hospitals in 2008.
In general, more competition in health care markets have
been accompanied by a huge increase in advertising by health
care providers (both hospitals and physicians) over the past
couple of decades, although the advertising intensity in the
health care sector remains as a relatively low fraction of total
spending.

Is Heath Care Advertising Informative or Persuasive?

An important characteristic of health care markets is the high
degree of asymmetric information, in which providers have
generally much more information than patients about the

quality of the services offered. This makes informative adver-
tising potentially more valuable as a means to reduce infor-
mational market imperfections. However, because health
services are often complex and highly nonstandard products
that make information harder to assess and compare, this
arguably also increases the scope for persuasive advertising
(for example, by using celebrities to endorse products or ser-
vices). The slower consumers revise their beliefs about quality,
the stronger the incentive to mislead consumers through
persuasive advertising. However, as previously argued, even
purely persuasive advertising might have informational value
if it functions as a signal of quality. This argument is clearly
applicable to health care services, which are better character-
ized as experience goods rather than search goods.

Although the empirical evidence is scant, there exists re-
search indicating that physician advertising leads to higher
prices, which suggests that such advertising is predominantly
persuasive. However, this is clearly an under-researched topic
in the health economics literature.

Direct-to-Consumer Advertising and the Role of Physicians

A distinguishing feature of health care markets is that demand
for health care is often a result of the interaction between
patients and physicians, where, in most health care systems,
general practitioners (GPs) act as gatekeepers to secondary
health care (hospitals) through their referral decisions. Con-
sequently, the effects of direct-to-consumer advertising
(DTCA) must be analyzed and understood in the context of
the physician-patient relationship.

DTCA can in principle have two different effects on de-
mand; it can increase the number of patients seeking treat-
ment for a particular condition and affect the choice of health
care provider for patients seeking treatment. In health care
systems that practice GP gatekeeping, the latter effect is de-
termined by the patient-physician relationship. In a gate-
keeping system, GPs provide information and affect patient
choices. However, a more educated population arguably im-
plies that patients play a more active role (vis-a-vis the GP) in
the process of choosing health care providers, and DTCA is an
alternative source of information for patients.

If the GPs are well-informed perfect agents for patients,
there is little or no role for positive effects of DTCA. In this
case, the patient will only disagree with the GP’s recom-
mendation if he is being misled by false advertising. However,
GPs may not be perfect agents for their patients, either because
GPs are not perfectly informed about available treatments or
the two parties have different preferences with respect to the
type of information they value. For example, GPs may care less
about price information than patients do. Thus, to the extent
that DTCA conveys accurate and relevant information to the
patient, it may have positive effects in terms of reducing
provider-patient mismatches if GPs are not perfectly informed
or they do not always act in the best interest of the patient.

The above discussion ignores the potential effect of
DTCA on the number of physician visits. A more thorough
discussion of DTCA will be given in the context of drug ad-
vertising in the Section Advertising of Prescription Drugs, in
which this is a more contentious issue.
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Is Health Care Advertising Socially Wasteful?

If total demand for health care is relatively advertising-
inelastic, the effect of advertising is mainly business-stealing.
This could improve the matching between patients and pro-
viders, but it could also imply a waste of resources, as a form
of ‘medical arms race! This depends on the extent to which
advertising works as an instrument to reduce information
imperfections in the health care market. Informational ad-
vertising can also have a positive welfare effect if it lowers
prices (or raises quality) through increased competition.

If advertising leads to a demand expansion, this could still
be socially wasteful if this expansion is ‘artificially’ created by
persuasive advertising, leading to overconsumption of health
care. However, even persuasive advertising can have positive
welfare effects if such advertising works as a reliable signal of
quality, as discussed in the Section The Economics of
Advertising.

Advertising of Prescription Drugs

In contrast to health care providers (physician or hospitals),
pharmaceutical companies spend a considerable share of
revenues on advertising, often exceeding the share spent on
research and development of new drugs.

With respect to advertising, there is a key distinction be-
tween prescription drugs and so-called over-the-counter
(OTC) drugs. Because OTCs may be sold directly to consumers
without a physician’s prescription, the natural advertising
target is therefore consumers. For prescription drugs, by con-
trast, there are potentially two different advertising targets:
consumers and physicians. Therefore, prescription drugs are
advertised through two different channels: DTCA (if allowed)
and physician detailing. In the following, the two different
channels of prescription drug marketing will be discussed and
compared.

Direct-to-Consumer Drug Advertising

In contrast to advertising of OTC drugs, DTCA of prescription
drugs is currently banned in all developed countries, except in
the USA and New Zealand, although steps towards liberal-
ization have been taken in several countries. In the US, DTCA
has been allowed since the 1980s, though subject to regu-
lation. New and more liberal guidelines were adopted
in 1997.

What are the main effects of direct-to-consumer drug
advertising? There is little doubt that DTCA results in an
increased total number of drug prescriptions, the most im-
portant contributing factor being that DTCA increases demand
for physician consultations. Thus, in addition to direct ad-
vertising costs, there are considerable indirect costs of DTCA
because of a higher number of physician consultations
and more drug prescriptions. The extent to which these
costs are outweighed by higher patient benefits depend on
whether advertising-induced consultations are necessary or
unnecessary, and whether advertising-induced prescriptions
are cost-effective or not.

Like advertising of health care providers, direct-to-
consumer drug advertising could also affect competition be-
tween pharmaceutical companies and thus drug prices. Drug
advertising does not normally contain price information, but
increased information about the existence of competing drug
therapies may increase competition and lead to lower prices.
Although DTCA is mainly undertaken by patent-holding
firms, these are seldom pure monopolies due to the existence
of therapeutic substitutes in many submarkets.

The contentious nature of DTCA of prescription drugs,
reflected in the widespread ban on such activities, requires a
more thorough discussion of the relevant arguments.

A main argument in favor of DTCA is that it contributes to
consumer education by increasing awareness of alternative
drug treatments. This is the standard informative advertising
viewpoint, and the validity of this argument clearly relies on
the informational content of DTCA. However, another im-
portant side-effect of DTCA is that information about alter-
native drug treatments may also increase consumer awareness
about the underlying medical conditions, thus increasing the
likelihood that potentially serious diseases are detected at an
earlier stage.

Besides the potential for reducing informational in-
efficiencies, DTCA arguably also promotes greater patient au-
tonomy by motivating patients to play a more active role in
their treatment. One could also argue that DTCA works to
counterbalance the effect of physician detailing. If persuasive
drug detailing towards physicians leads to a distortion of
prescription choices, this could partly be corrected by making
patients better informed about alternative drug treatments
through DTCA.

However, several arguments have been put forward against
allowing DTCA of prescription drugs. Although DTCA has the
potential to reduce inefficiencies caused by imperfect infor-
mation on the demand side of the market, this requires that
consumers are equipped with sufficient background know-
ledge to understand and properly evaluate the information
given by DTCA. If this is not the case, DTCA might lead
consumers to demand drug treatment against medical con-
ditions that are either nonexistent or better left untreated.
Thus, DTCA might induce overconsumption of drugs and
encourage the use of unnecessary medication. Similarly, DTCA
might also contribute to overmedication by creating a bias in
favor of drug treatment instead of nonpharmacological inter-
ventions, such as lifestyle changes.

Although DTCA can have positive effects in terms of pro-
moting greater patient autonomy, there is also a potential flip
side. If DTCA has mainly a persuasive, rather than an in-
formative effect, this might introduce more costs and strains in
the physician-patient relationship, in which physicians have
to spend more time correcting misinformed views because of
DTCA. Physicians might also face increased pressure from
patients to prescribe new and less-well tested drugs.

DTCA versus Physician Detailing

Although DTCA is banned in most countries, advertising tar-
geted towards physicians - so called detailing - is generally
allowed (though regulated). Indeed, physician detailing con-
stitutes the main share of total drug marketing expenditures.
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This form of drug marketing includes visits by sales repre-
sentatives to physicians, as well as advertising in medical
journals. Because face-to-face advertising is more costly, the
likely impact on prescription choices is also higher.

Like DTCA, physician detailing can, in principle, have both
market-expanding and business-stealing effects. It has a mar-
ket-expanding effect if it increases physicians’ propensity to
choose drug treatment over nonpharmacological treatments,
and it has a business-stealing effect if it affects physicians’
propensity to prescribe drug treatment A over drug treatment
B. Like other types of advertising, detailing can reduce infor-
mational inefficiencies and improve the matches between
medical conditions and drug treatments, if the informational
content of this type of marketing is sufficiently high. However,
it would be naive to disregard the possibility that there is
also a substantial persuasive element to physician detailing. In
fact, empirical studies showing that detailing reduces the price
elasticity of demand suggest the existence of a significant
persuasive effect.

An interesting question is whether DTCA and physician
detailing are complement or substitute marketing strategies for
pharmaceutical companies. Although detailing clearly affects
prescription choices, empirical evidence suggests that DTCA
has a larger effect on physician visits than on prescription
choices, implying that DTCA mainly has a market-expanding
effect. If the effect of detailing is mainly business stealing,
while the effect of DTCA is mainly market expansion, this
suggests that detailing and DTCA are complement strategies:
More DTCA leads to a higher number of physician visits,
which increases the profitability of spending resources on
physician detailing to influence prescription choices.

Thus, if DTCA and physician detailing are complement
strategies, an unintended side-effect of allowing DTCA is that
it would lead to increased levels of physician detailing as well.

Drug Advertising and Generic Competition

A major concern for policy makers and regulators of
pharmaceutical markets is to ensure that competition in the
off-patent market is sufficiently stimulated. An important
question in this respect is how advertising affects competition
in the off-patent market. More specifically, how does
advertising affect the probability of generic entry and how
does it affect price competition between brand name and
generic drugs?

A robust empirical regularity in the off-patent market for
prescription drugs is that brand name drugs are consistently
priced higher than their generic versions. Some early empirical
studies even found that brand name prices tended to increase
after generic entry. From an economics perspective, the per-
sistent positive price difference between brand name and
generic drugs is somewhat puzzling, as competition between
homogeneous products (brand names and their generic ver-
sions) should be expected to lead to fierce price competition
with uniformly low drug prices as a result. This strongly sug-
gests that brand name and generic drugs are vertically differ-
entiated in the eyes of consumers (or prescribing physicians),
where brand name drugs are somehow perceived to be of
higher quality. The most prominent theoretical explanation

for the price difference between brand names and generics is
that it is a result of persuasive advertising of the brand name
drug during the patent period, creating a brand-loyalty that
allows for brand-name drugs to be charged a higher price than
its generic alternatives after patent expiry. Given that brand-
name and generic drug versions have, by definition, identical
active chemical ingredients and absorption rates, the observed
price difference is a strong indicator of a significant persuasive
element in drug advertising, which is usually considered to be
detrimental for welfare.

The vertical differentiation created by brand-name drug
advertising relaxes price competition in the off-patent market
and allows for higher prices, not only of the brand-name drugs
but also of the generic competitors. This suggests that brand-
name drug advertising has potentially two counteracting ef-
fects on generic entry. On the one hand, persuasive advertising
creates brand-loyalty that, all else being equal, reduces de-
mand for generics and makes generic entry less profitable.
However, such advertising creates ‘artificial’ vertical differen-
tiation and relaxes price competition, which, all else being
equal, makes generic entry more profitable. The second effect
is more likely to dominate if advertising also has a market-
expanding effect, which allows for generally higher drug prices
in the market.

Whether advertising stimulates or deters generic entry (i.e.,
which of the two mentioned effects dominates) depends
crucially on the strictness of price regulation in the off-patent
market. If price regulation is very strict, advertising leads to
brand-loyalty without a corresponding increase in prices. In
this case, advertising is likely to have an entry-deterring
effect. However, the price competition effect might domi-
nate if price regulation in the off-patent market is absent or
sufficiently lax.

The above reasoning implies that even purely persuasive
advertising might have positive welfare effects if it induces
generic entry after patent expiration. Persuasive advertising
relaxes price competition by creating artificial vertical differ-
entiation, but this might also induce generic entry that would
otherwise have been deterred because of strong price com-
petition (in the absence of advertising).

Notice that the above discussion implies that, to the extent
that brand-name drug producers can deter entry through ad-
vertising, the nature of the optimal entry-deterring strategy is a
priori ambiguous. Patent-holding firms might overinvest in
advertising in order to build up brand-loyalty and thereby
make generic entry less profitable. However, because adver-
tising may partly benefit generic entrants, through market
expansion and relaxed price competition, the optimal entry-
deterring strategy might instead be to underinvest in
advertising.

Finally, although the results are somewhat mixed and in-
conclusive, the empirical literature on strategic entry deter-
rence in pharmaceutical markets does not seem to produce
very strong evidence that brand name advertising deters entry.

See also: Advertising as a Determinant of Health in the USA.
Competition on the Hospital Sector. Pharmaceutical Marketing and
Promotion. Physician-Induced Demand



Advertising Health Care: Causes and Consequences 55

Further Reading

Bagwell, K. (2007). The economic analysis of advertising. In Armstrong, M. and
Porter, R. (eds.) Handbook of industrial organization, Vol. 3, pp. 1701-1844.
Amsterdam: Elsevier.

Brekke, K. R. and Kuhn, M. (2006). Direct to consumer advertising in
pharmaceutical markets. Journal of Health Economics 25, 102—-130.

Ellison, G. and Ellison, S. F. (2011). Strategic entry deterrence and the behavior of
pharmaceutical incumbents prior to patent expiration. American Economic
Journal: Microeconomics 3, 1-36.

lizuka, T. (2004). What explains the use of direct-to-consumer advertising of
prescription drugs? Journal of Industrial Economics 52, 349-379.

Konigbauer, I. (2007). Advertising and generic market entry. Journal of Health
Economics 26, 286-305.

Rizzo, J. A. and Zeckhauser, R. J. (1989). Advertising and the price, quantity, and
quality of primary care physician services. Journal of Human Resources 21,
381-421.

Scott Morton, F. M. (2000). Barriers to entry, brand advertising, and generic entry
in the us pharmaceutical industry. International Journal of Industrial Organization
18, 1085-1104.

Wilkes, M. S., Bell, R. A. and Kravitz, R. L. (2000). Direct-to-consumer prescription
drug advertising: Trends, impact, and implications. Health Affairs 19, 110-128.



Aging: Health at Advanced Ages

GJ van den Berg, University of Mannheim, Mannheim, Germany; IFAU Uppsala; VU University Amsterdam, and 1ZA
M Lindeboom, VU University Amsterdam, HV Amsterdam, The Netherlands

© 2014 Elsevier Inc. All rights reserved.

Introduction

This article examines how health and mortality at advanced
ages evolves from conditions early in life. Here, the authors
summarize the findings, examine econometric strategies to
identify causal effects, and discuss the implications of the
findings for public policies aimed at improving population
health.

The larger part of health care that individuals consume
during their life course is concentrated in the final few years of
their life. Proximity to death may be the driving factor of these
costs, but age may also have an additional effect on healthcare
spending. The latter view is in line with a simple health capital
model and implies that in the context of the trend toward
aging, increases in healthcare costs are to be expected. More in
general, healthcare costs across cohorts vary if mortality and
morbidity rates differ across age cohorts. A second empirical
observation is that health is known to be very unevenly dis-
tributed at advanced ages.

Socioeconomic differences are important determinants of
late-life health variation across individuals. There is a strong
connection all over the industrialized world between an in-
dividual’s current socioeconomic status (SES) and his/her
current health (the association between income and health is
commonly denoted as ‘the gradient’). The magnitude of this
gradient differs across countries, and SES-related inequality in
health has increased over the past decades. Clearly, the stat-
istical relation between SES and health can also be explained
by a reverse causality from health to SES, or by a mutual de-
pendence of SES and health on common determinants such as
genetic characteristics, education, or conditions early in life.
This naturally leads to a dynamic view in which causal path-
ways between various factors may create associations between
SES and health at different stages of life.

Recent evidence suggests that much of the association be-
tween SES and health during middle age and old age is driven
by a causal effect of health on SES, rather than the other way.
Furthermore, already at relatively young ages, substantial
health differences exist between different SES groups. Recent
papers in this area (see Van den Berg and Lindeboom, 2007,
for a survey) suggest that the determinants of health and SES-
related differences in health may originate earlier in life.
Heckman et al. (2006) show that “early intervention programs
targeted to disadvantaged children have had their biggest ef-
fect on noncognitive skills: motivation, self-control, and time
preference,” and that these noncognitive skills are powerful
predictors of educational attainment, lifestyle, and health be-
haviors. Their work also shows that for severely disadvantaged
children early-childhood interventions are important and can
have a long-lasting effect on cognitive and noncognitive
functioning.

Motivated by the above, the authors therefore start with a
discussion of the relationships between conditions early in

childhood and later-life health. Section Causal Effects of Early-
Life Conditions reviews the epidemiological and economic
literature in this field, presents evidence of the importance of
early-childhood conditions for later-life outcomes, discusses
the methodological problems in this area when researchers
have to rely on observational data, and proposes appropriate
research designs that allow one to assess the causal effect of
early-childhood conditions on health and mortality later in
life. Section Indirect Effects: Causal Pathways from Early
Childhood by Way of Education to Later-Life Morbidity and
Mortality discusses mechanisms that may underlie the causal
effect of early-childhood conditions, focusing on the role of
education. Section Summary and Implications for Health
Policy concludes and addresses policy implications.

Causal Effects of Early-Life Conditions

Empirical Approaches and Empirical Findings

For expositional reasons, this section begins with a subsection
on the methodological approaches used in the empirical lit-
erature to detect long-run effects of early-life conditions. This
includes a discussion of empirical findings that capture the
overall causal effect. The overall effect can be a direct causal
effect or it can be the result of a causal pathway that involves
intermediate events during life. Section Direct and Indirect
Long-Run Effects discusses the difference between direct and
indirect effects in more detail. Section Indirect Effects: Causal
Pathways from Early Childhood by Way of Education to Later-
Life Morbidity and Mortality discusses empirical studies of
indirect effects that include data information on events
occurring along the pathway of interest.

A natural starting point to analyze whether early-life con-
ditions are important is to compare health and mortality
outcomes among elderly individuals who faced different liv-
ing conditions early in life. Empirical studies have shown that
adverse socioeconomic conditions early in life are associated
with susceptibility to a wide range of health problems later in
life. Similarly, medical studies have shown that individuals
with a low birth weight (sometimes adjusted for gestation
time) are more likely to suffer from health problems later
in life.

Observed associations do not necessarily imply the pres-
ence of causal effects of early-life conditions. Individual
socioeconomic and medical conditions during early child-
hood and health outcomes later in life may be jointly affected
by unobserved heterogeneity. For example, certain genes may
simultaneously influence the average level of the parents’ in-
come, the birth weight, and the health outcomes later in life.
To be able to detect causal effects, one needs to observe ex-
ogenous variation in the early-life conditions, and relate this
to outcomes later in life. In all fairness, it should be noted that
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even if descriptive studies do not capture causal effects, they
are still useful from an intervention point of view. Markers
for unfavorable future health outcomes can be used as a flag
for monitoring or initiating interventions to mitigate such
outcomes.

A recent approach has recently become popular to detect
causal effects, by using data on indicators Z of individual
conditions X early in life with the following property: the only
way in which the indicator Z can plausibly affect high-age
morbidity or mortality Y is by way of the individual early-life
conditions X. (An extreme example is where Z is the outcome
of a lottery in which individuals with a baby may win some
money. More common examples are given below.) By analogy
to the econometrics literature, such indicators Z may be called
instrumental variables. Typically, these are not unique
characteristics of the newborn individual, his/her family, or
household, but rather temporary characteristics of the macro-
environment into which the child is born. In that case they are
also called contextual variables. Indicators Z with the above
‘exclusion restriction” property do not give rise to endogeneity
and simultaneity biases, because they are exogenous from the
individual’s point of view. Moreover, they do not have direct
causal effects on health later in life except through early-life
conditions. If one observes an association between such an
indicator Z and the health outcome Y later in life, then one
can conclude that there is a causal effect of early-life con-
ditions X on that health outcome Y.

In the current context, three types of such ‘instrumental
variables’ Z may be distinguished. First is the season of birth.
The idea is that the month of birth has no other effect on
health outcomes later in life than by way of the early-life
conditions of the child. Note that this requires that the com-
position of newborns is not systematically different across
seasons, in terms of unobserved characteristics of the new-
borns. The literature has typically found significant effects of
the season of birth on the mortality rate later in life, with an
order of magnitude of a few months of extra lifetime if one is
born in the fall, as compared with the late spring. In the
southern hemisphere, these effects are mirror-imaged, in the
sense that the effect of a month of birth is similar to the effect
of the month half a year earlier or later in the other hemi-
sphere. In equatorial areas, seasonal effects are in accordance
to what constitutes the rainy (monsoon) and the dry season.

A second type of exogenous variation is provided by epi-
demics, wars, famines, and other disastrous events. Lumey
et al. (2011) provide an excellent overview. For a recent
example, see Lindeboom et al. (2010), who examine whether
exposure to nutritional shocks early in life affects later-life
mortality. They use historical data that include the period of
1845-48, which includes the Dutch potato famine. During
this period, potato crops failed due to the Potato Blight disease
and bad weather conditions. They found strong evidence for
long-run effects of exposure to the Potato famine. The results
were stronger for boys than girls and lower social classes ap-
peared to be more affected than higher social classes. Studies
based on the Dutch ‘hunger winter’ under German occupation
at the end of World War II and on China’s great famine in-
dicated significant long-run effects on adult morbidity, but not
on adult mortality. These studies confirmed that malnutrition
has a separate effect on adult morbidity (and sometimes)

mortality. Experimental animal research has also provided
support for the theory that there are long-run effects of mal-
nutrition during pregnancy.

Almond (2002) examines individuals born around the
time of the 1918 influenza epidemic. He finds significant ef-
fects on the mortality rate later in life, and this finding has
been confirmed by subsequent studies using epidemics.
Similar to many of these studies, Almond investigates pri-
marily the sign and significance of the mortality-rate differ-
ences between birth cohorts, and not the exact size of the
effect. This is because the interest ultimately is not in the
size of the effect of the indicator Z on the mortality rate,
but in the issue of whether there is a causal effect from early-
life conditions X on the mortality rate. Long-run effects may,
of course, be nonlinear in terms of early-life conditions. In
that case, the relevance of long-run effects of disastrous con-
ditions may be limited, and may not lead to a full under-
standing of the effects of less spectacular variation in early-life
conditions.

A third approach was pioneered by Bengtsson and Lind-
strom (2000). They use the transitory component (or devi-
ation) in the price of rye around the time of birth as an
indicator of food accessibility early in life — any observed re-
lation between this indicator and the mortality rate later in life
signifies the existence of a long-run causal effect of food ac-
cessibility on mortality later in life. Similarly, the transitory
component in the local infant mortality rate was used as an
indicator of exposure to diseases early in life. This study uses
data from a relatively small area in Sweden from the eight-
eenth and nineteenth centuries. The results indicate that in-
dividuals born in years with epidemics lived on average a few
years less than otherwise, conditional on surviving the epi-
demic itself. Van den Berg et al. (2006) use the state of the
business cycle at early ages as a determinant of individual
mortality. Cyclical macroeconomic conditions during the
pregnancy of the mother and childhood might affect mortality
later in life because they are unanticipated and affect house-
hold income. In a recession, the provision of sufficient nutri-
ents and good living conditions for children and pregnant
women may be hampered. Van den Berg et al. (2006) find that
the average lifetime duration in the Netherlands in the nine-
teenth century was reduced by approximately 1-3 years if the
individual is born in a recession, as compared with having
been born in a boom (under otherwise identical conditions
during life, and conditional on surviving early childhood).
Van den Berg et al. (2011) find analogous effects on cardio-
vascular mortality, using Danish data.

One important requirement for the analysis of causal long-
run effects of early-life conditions is that the individual data
cover a sufficiently long time span. After all, the dates of birth
and death (or high-age health) must be observed for a sub-
stantial number of individuals. An implication of this re-
quirement is that the existing studies have necessarily
considered cohorts of individuals who were born a long time
ago. In this sense, the most recent evidence comes from
studies of individuals born in the Dutch hunger winter
(1944-45) and from studies of more recent birth cohorts from
developing countries. One way to circumvent this restriction
would be to focus on adult health proxies such as adult height
(see the upcoming sections).
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Direct and Indirect Long-Run Effects

Empirical Approaches and Empirical Findings listed studies
that use exogenous variation in the environment to show that
there are causal effects from early childhood on later-life
morbidity and mortality. The present subsection briefly sets
out the main mechanisms underlying these long-term causal
effects. Although there are many ways in which early-life
conditions may affect outcomes later in life, it can be dis-
tinguished roughly between two main views.

First, adverse prenatal and postneonatal (from birth to 12
months) conditions can have a direct effect on later-life
morbidity and mortality. The main idea is that the develop-
ment of vital organs and the immune system is programmed
when the body is exposed prenatally or just after birth to
adverse conditions. According to the ‘developmental pro-
gramming’ or ‘fetal origins’ hypothesis), this may lead to in-
creased vulnerability to chronic diseases in later life. The most
commonly mentioned factors mentioned in the literature are
malnutrition and exposure to infectious diseases. Other fac-
tors are increased stress in the household and lower income to
cover housing accommodation costs. Most of the empirical
studies mentioned in this section are consistent with a direct
effect. As it can be seen, in order to detect long-run effects, it is
natural to focus on temporary shocks around the birth date.
Any long-run effect found in this way could be a direct effect.
Moreover, the estimated size of the mortality effects is usually
moderate and in line with the medical evidence. The type of
shock is informative regarding whether the effect concerns
malnutrition, disease exposure, other adverse conditions, or
just bad conditions in general.

Exposure to infectious diseases and malnutrition is likely
to be less relevant for the developed world today than it was in
the past. However, Bozzoli et al. (2009) recently examined the
effect of income and disease exposure on adult height in
populations, where height is used as a proxy for lifetime
health. They use postneonatal mortality as a measure for nu-
trition and disease load in early childhood and examine their
effect on height for cohorts born from 1950 to 1980 in the US
and 11 European countries. They find a strong negative rela-
tionship between adult height and the burden of disease and
malnutrition.

According to the second main view, adverse conditions
early in life have indirect effects in that they may be the start of
a causal chain of events or pathways during life that leads to
worse health later in life. For instance, poor early-life con-
ditions may lead to poor health early in life and later in
childhood, which may affect educational outcomes and sub-
sequently social status and health in adulthood. Or, more
generally, a poor start may affect an individual’s life career,
which may ultimately lead to higher mortality rates. The
authors discuss this view in more detail below, but before that
it is good to note that some studies have stressed that it is the
interaction with social factors later in life that determines
whether people who are exposed to adverse early-childhood
conditions will be more vulnerable to ill health in later life.
For example, among individuals born in recessions, the de-
cline in mental fitness after experiencing a negative life event
at high ages (such as a stroke, surgery, illness, or death of a
family member) is worse. Among women, marriage leads to

increased mortality in child-bearing ages, but this increase is
smaller if the woman was born under favorable economic
conditions around birth, as captured by the business cycle
early in life. In a similar vein, the body accommodates to
stress, and that it is repeated stress that leads to higher risks of
chronic diseases.

Indirect Effects: Causal Pathways from Early
Childhood by Way of Education to Later-Life
Morbidity and Mortality

Figure 1 shows the main causal pathways that are considered.
Note that compared to all the previous sections, the setting
has been expanded: it is not restricted to the pathways that can
be tracked down to the causes early in life, but also other
possible determinants of later health are considered. The dir-
ect effect that links infant health to later-life morbidity and
mortality is not discussed explicitly here (see Section Causal
Effects of Early-Life Conditions).

Note that the methodological complications in the case of
indirect effects are even larger than in the case of direct effects.
In the former case, most studies typically restrict attention to
just one of the arrows in the diagram, conditioning on the
individual position at the starting point of the arrow. In gen-
eral, this starting position can be endogenously affected by
earlier events in the life of the individual or by unobserved
determinants that also have a causal effect on the outcome.

The Effect of Child Health on Educational Attainment

Quite a few studies in the development literature study the
effect of child health or child nutrition on schooling out-
comes. Ordinary least squares (OLS) estimates generally sug-
gest a strong association between child health or nutrition and
educational attainment. Several studies have tried to assess the
causal effect of child health via Instrumental Variable ap-
proaches and sibling fixed-effect approaches. These studies
seem to confirm the naive OLS estimates, but the size of the
effect is generally larger. Miguel and Kremer (2004) used a

Conditions early in life
(Parental education/financial situation/genetics)

Infant health

Educational attainment

l

Socioeconomic position and health
at start of labor market career

\

| Later life morbidity and mortality

Figure 1 A graphic representation of the indirect effects of early-
childhood conditions.
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randomized experiment to evaluate a program of a school-
based treatment with a deworming drug in Kenya and found
that absenteeism in treatment schools was substantially lower
than in comparison schools, and that deworming increased
schooling by approximately 1 month per pupil treated.

The literature for developed countries is small. Case et al.
(2005) used British data from the Child Development Study
to look at (among other things) the effect of childhood health
on educational attainment. They found a strong association
between childhood health and later educational attainment. It
appears that the presence of chronic conditions in childhood
has a stronger impact on educational attainment than does
health at puberty. Their conclusion: the negative effect of bad
health is cumulative in its effect on education. These results
are based on observational data that follow a single cohort,
which makes it difficult to make causal statements. Case and
Paxson (2006) use adult height as a measure for childhood
conditions and childhood health, and find that the height
premium in adulthood (i.e., better labor market outcomes for
taller people) can be explained by childhood scores on cog-
nitive tests and by the fact that taller children selected into
occupations that have higher cognitive skill requirements.
Currie and Stabile (2003) examine the relationship between
several common health disorders, such as attention deficit
hyperactivity disorder (ADHD), depression, anxiety, and ag-
gression, on future educational outcomes. They conclude that
early-childhood mental health problems affect educational
outcomes and that there is little evidence that income protects
against the negative effects of mental health. A recent and
innovative approach of Ding et al. (2006) focuses on a specific
set of conditions (ADHD, depression, and obesity), and uses
genetic markers that strongly predict these conditions as in-
struments. They find strong effects of these health conditions
on student grade point averages. The larger part of this effect
seems to be driven by the effect for females; for males they
find no effect.

The Effect of Education on Later Health and Mortality

Since Cutler and Lleras—-Muney (2007) recently provided an
excellent review of the literature on education and health,
there is no need to fully review the papers discussed in their
study, and can be drawn from their findings. Cutler and Lleras
Muney performed some analyses of their own that confirm the
strong association between education and (later-life) health.
There is evidence for a causal effect of education on health.
The most convincing evidence comes from studies that use
changes in minimum schooling laws. This implies that one
can make statements about the effect of additional schooling
only regarding those who are at the bottom of the schooling
distribution. Identifying which mechanisms generate these
causal impacts remains speculative. The better educated have
the better jobs and higher incomes, which may lead to better
health and lower mortality rates at later ages. Case and Deaton
(2003) find that people in manual occupations have worse
self-reported health, and that there is a greater rate of health
declines in these occupations. Their argument: much of the
differences in health are driven by health-related absence from
the labor force. Smith (2005) found that current and lagged

financial measures of SES have no effect on future health, but
that education does. This holds for older and for younger
workers, thereby suggesting a potentially important role for
factors such as the rank in the social distribution, the ability to
process information and health behaviors.

The Whitehall studies of British civil servants show that
morbidity and mortality fall with increases in social class. A
low position in the social distribution leads to low control and
high (job) demands, which in turn lead to stress, which puts
workers at risk for cardiovascular disease. There is a strong
relation between a measure for control and cardiovascular
disease risk and this relationship also holds for non-civil ser-
vants. Cutler and Lleras-Muney (2007) argue that social pos-
ition cannot be the main determinant of SES-related health
differences. Life expectancy has increased in the developed
world over the past three decades, although income inequality
and crime have increased and social networks generally have
become smaller. Also, some studies have shown that there are
gradients in diseases that are not related to stress.

Schooling provides individuals with skills that help them
acquire and process information, which helps them make
better decisions. For example, consumer health information
has been shown to increase the demand for medical services.
More information increases the probability of care use, but
conditional on care use, the quantity of care use is not related
to information. Apparently, poorly informed consumers tend
to underestimate the productivity of medical care in treating
disease. However, differences in knowledge by SES create only
modest differences in health behaviors by SES. Indeed, as
noted by Cutler and Lleras-Muney (2007), although both
educated and uneducated people today are well aware of the
dangers involved with smoking, smoking is still more preva-
lent among the uneducated. Of interest is whether this asso-
ciation between smoking and schooling is causal, and if so,
what mechanisms drive this effect. This can be addressed using
Vietnam draft-avoidance behavior as an instrument for college
attendance. The cohort of males born between 1945 and 1950
could avoid the Vietnam draft by enrolling into college, and
this can be used as an instrument for college enrolment. The
female cohort born between 1945 and 1950 can be used as a
control group. It turns out that the level of education does
causally affect smoking, and that those who initiated smoking
are more likely to stop once they enter college. Peer effects or
endogenous time preferences are likely to be important de-
terminants. Improved information-processing capabilities due
to increased schooling do not seem to be important. Sub-
jective time discount rates are not related to smoking, but
more general measures of time preference and self-control,
such as impulsivity and financial planning, are related to
smoking.

Summary and Implications for Health Policy

The literature suggests that long-run effects of early-childhood
conditions are important for morbidity and mortality later in
life. There are roughly two channels: direct long-run effects
due to ‘programming, and indirect effects via education,
health, and SES at different points in the life course.
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Direct effects are likely to be quantitatively relevant for
developing countries, where exposure to extreme conditions is
more common, and where behavior later in life may be less
successful in mitigating early-life effects. There are, however,
some other studies that point toward the relevance of en-
vironmental insults, disease exposure and malnutrition for
cohorts born in the twentieth century in developed countries.
Of importance for healthcare policy is that this suggests that
one can expect mortality differentials across different cohorts
and that the younger cohorts do not necessarily live longer in
better health. Also, policies focused on vulnerable families
(those living in poor circumstances, exposed to stress, and
employing bad health behaviors) can be effective in im-
proving the health of the next generation.

Childhood conditions may affect child health, and this
may persist into adulthood. The evidence on the effect of
family income is mixed, at least for developed countries -
although any effect that might be found is expected to be
modest. Most studies point at a potentially strong role for
the family-specific environment. This includes parenting
skills, health behaviors, and maternal and paternal health.
Maternal health is probably the most important determinant
for child health. This does not mean that there is no role for
health policies. Policies aimed at improving the health of
young adolescents can be effective in improving the health of
the next generation. These interventions may reverse the im-
pact of a poor start early in life and improve health in ado-
lescence and beyond.

Education is undoubtedly one of the strongest determin-
ants of health in later life. Education increases income and
labor market opportunities and positively affects health-
enhancing behavior. The effect of education on health be-
havior is causal and likely to be of core importance for health
later in life. Policies focusing on educational outcomes should
intervene at early ages. Recent work Heckman et al. (2006)
shows that early intervention programs targeted to disadvan-
taged children have their biggest impact on noncognitive skills
such as motivation, self-control, and time preference. Studies
cited in The Effect of Education on Later Health and Mortality
show the importance of these factors for health behaviors.
Heckman et al. (2006) show that these noncognitive skills
strongly influence schooling decisions and later wages.

In sum, with new cohorts one should focus on early health
and education interventions. It would be useful to screen ba-
bies and young children at their household circumstances, to
determine whether nutrition, heating, stress levels, and other
indicators are at acceptable levels. Programs targeted to chil-
dren of disadvantaged households should be implemented at
an early age. Among existing cohorts, it is useful to screen
individuals born in particularly adverse conditions, to verify
whether they are susceptible to cardiovascular disease and
other diseases thought to be programmed early in life.

It is important to emphasize that even if early-life con-
ditions have a small overall effect on the per-period morbidity
or mortality rate later in life, it may nevertheless be very im-
portant from a policy point of view to intervene in the lives of
individuals with an adverse starting position. After all, the
benefits of such interventions will be reaped over a very long
time period, and intervention is facilitated by the fact that
there is a time interval in between a particular cause and the

moment its effect materializes. This is quite different from the
instantaneous effects of current events on the health of elderly
individuals, like a summer with unusually high temperatures.
Such instantaneous effects may be large, but they may be
relevant only over a short period, and policy makers would
have to react very quickly to prevent the negative health
implications.

See also: Education and Health. Fetal Origins of Lifetime Health
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Introduction

Alcohol is extremely prevalent in contemporary society. Ac-
cording to the World Health Organization, in 2005 the per
capita alcohol consumption totaled 6.13 1 of pure alcohol for
every person age 15 and older worldwide. More than a quarter
of this consumption is estimated to be from illegal or home-
made production and thus not likely to be reflected in
standard statistics on alcohol sales. People in the developed
world drink much more heavily than people in less developed
places such as sub-Saharan Africa. Populations with strong
religious prohibitions on drinking (e.g., the Islamic faith) also
exhibit much lower drinking rates. Beverage type varies sub-
stantially throughout the world: In many European and South
American countries, wine is the primary alcoholic drink con-
sumed. In the Western Hemisphere, Northern Europe, and
Australia, beer is the most widely consumed alcoholic bever-
age. For example, in the US a little more than half of total
alcohol sales is attributable to beer, approximately a third is
spirits, and the remainder is wine. Worldwide, however, nearly
half of the total consumption is attributable to neither beer
nor wine but rather spirits (which is more common in
southeast Asia).

Alcohol consumption has remained relatively stable
throughout the world since 1990. With respect to demo-
graphic patterns worldwide, men are much more likely to
drink and to drink more heavily than women, although it is
notable that almost half of all men and two-thirds of all
women in the world did not consume alcohol in the past 12
months. Heavy episodic drinking varies substantially across
the world in complex ways. For example, it is not always the
case that high per capita consumption is associated with
higher rates of heavy episodic drinking: Many Western Euro-
pean countries, for example, have very high per capita con-
sumption rates despite having low heavy episodic drinking
rates, suggesting that patterns of drinking in those countries
are more moderate. Moreover, it is not always the case that
higher income countries have higher rates of heavy episodic
drinking within a broad geographic area: In Europe and the
Americas, for example, heavy episodic drinking is more
prevalent in the lower income countries, whereas in Africa and
southeast Asia, the relationship is reversed.

Alcohol consumption has both positive and negative as-
pects. The positives derive from the fact that people enjoy
consuming alcohol, moderate alcohol has been suggested to
have some health benefits, and there is ample evidence that
drinkers earn more than abstainers in developed countries.
The most commonly cited negatives include the problem that
some of the social aspects of drinking and the direct
pharmacological effects of alcohol can lead to a variety of
adverse outcomes such as premature death and illness, crime,
risky sexual activity, and alcohol dependence. Economists and
economics have played an important role in informing the
policy and academic debate about alcohol use and alcohol

control by providing a conceptual framework for evaluating
not only the costs but also the benefits of alcohol use when
thinking about optimal alcohol control and by measuring and
testing the relationships among alcohol use, alcohol control
policies, and outcomes. This article discusses the economics of
alcohol use and alcohol control policies and provides a very
broad summary of what is known about the causes and con-
sequences of alcohol consumption.

Alcohol’s Pharmacological Profile

A substantial portion of the economics research on alcohol
addresses whether and to what extent alcohol causes adverse
outcomes such as premature death and morbidity. The most
prominent channel through which these adverse events are
thought to occur is biological. People’s ‘blood alcohol con-
centration’ (BAC) from drinking affects their level of impair-
ment. The most important determinant of impairment is the
size of the dose. The number of drinks consumed, the speed
with which they are consumed, and the alcohol content of the
drinks are the major determinants of the dose. Dose size is
moderated by numerous individual characteristics. Heavier
and more muscular individuals have more water mass and as a
consequence will reach a lower BAC than a smaller, less
muscular individual who has consumed the same amount of
alcohol. Individuals also differ substantially in the rate at
which the liver metabolizes alcohol. For example, there is
evidence that older individuals metabolize alcohol more
slowly than younger individuals and that chronic drinkers
metabolize alcohol more rapidly than less frequent drinkers.

Generally speaking, a 160 1b man will reach a BAC of
0.02% (or 2 g per 100 mm of blood) after one standard-sized
drink (roughly one shot (1-1.5 oz) of liquor, one 12 oz beer,
or one 5 oz glass of wine). That same man will reach a BAC of
0.05%, 0.07%, 0.09%, and 0.12% after two, three, four, and
five drinks, respectively, and will accordingly reach increas-
ingly higher BACs with successive drinks (assuming no time
between drinks). A similarly sized woman will, on average,
reach a higher BAC after the same number of drinks due to
sex-specific differences in body composition.

Though the exact level of impairment at a given BAC varies
from person to person, intoxication due to alcohol usually
follows several stages associated with different BAC levels. At
low BACs (below 0.05%), alcohol can induce enjoyment,
happiness, and euphoria characterized by increased sociability
and talkativeness. Loss of inhibitions and reduced attention
are also characteristic of this level of intoxication. At higher
BACs (0.06-0.10%), disinhibition is more apparent, as are
impairments in judgment, coordination, concentration, re-
flexes, depth perception, distance acuity, and peripheral vi-
sion. Because these impairments can be dangerous in certain
environments, many countries set the BAC at which a driver is
considered legally impaired at approximately 0.05% or 0.08%

Encyclopedia of Health Economics, Volume 1

doi:10.1016/B978-0-12-375678-7.00312-6 61


dx.doi.org/10.1016/B978-0-12-375678-7.00312-6

62 Alcohol

(and often lower for younger or less experienced drivers). In
the range 0.11-0.30% BAC, individuals experience exaggerated
emotional states, including anger and sadness; they may also
have a higher pain threshold, reduced reaction time, loss of
balance, slurred speech, and moderate-to-severe motor im-
pairment. At extremely high BACs (above 0.35%), individuals
are likely to suffer from incontinence or impaired respiration,
or they may lose consciousness and even die from respiratory
arrest. For lower levels of BAC, many of the effects have been
documented in controlled laboratory settings, particularly
impairments of driving-related skills and tasks, as well as
aggression.

Alcohol’s pharmacological profile is distinct from that of
other commonly consumed drugs. Probably the closest to al-
cohol in its pharmacological effects is cocaine, which has
similarly been shown to increase aggression, reduce self-con-
trol, and increase irritability. Amphetamines can also produce
an increase in aggression; however, unlike the aggression in-
duced by alcohol, it is sometimes accompanied by a paranoid
psychotic state that may independently contribute to violent
acts. In contrast, marijuana has generally been found to in-
hibit (rather than promote) aggressive behavior in humans,
mice, and primates. Similarly, opiates have been shown to
decrease aggressive behavior and hostility in animals and
humans, though the period of opiate withdrawal is usually
characterized as increasing risk for aggressive behaviors. Thus,
alcohol has a pharmacological profile that is significantly
different from that of the most commonly consumed
illicit drugs.

The differential pharmacological effects of alcohol and
other drugs on human behavior raise a potentially important
issue regarding the economics of alcohol regulation. Specif-
ically, it is possible that alcohol use is fundamentally linked to
the use of other drugs. If alcohol and other drugs are com-
plements in consumption, then an increase in the price of
alcohol (through, e.g., stricter regulations) will reduce not
only drinking (through the own-price effect) but also the use
of other drugs (through a cross-price effect). In contrast, if
alcohol and other drugs are substitutes in consumption, then
an increase in the price of alcohol will reduce drinking but will
lead to an increase in the use of other drugs. Existing research
is mixed on this question, but these relationships are im-
portant to consider when designing optimal alcohol control
policies because the effects of those policies on the use of
other drugs - and the independent effects of other drug use on
outcomes - need to be acknowledged.

Economics Perspectives on Alcohol Use and Alcohol
Regulation: Distinguishing Factors

Economics may not be the first discipline that comes to mind
as relevant for studying alcohol. As such, it is useful to clarify
the distinguishing characteristics of the economics way of
thinking that are relevant for understanding this important
topic. Arguably one of the most important distinctions is that
economists put value not only on the costs of alcohol con-
sumption in terms of productivity losses, health impairments,
and criminality but also on the benefits of alcohol con-
sumption. That is, a great deal of alcohol consumption is

utility increasing, and these benefits of drinking must be taken
into account when considering tighter restrictions on alcohol
availability. The public health tradition, in contrast, generally
calls for stricter alcohol control to reduce alcohol-related
harms without consideration for the benefits of drinking that
accrue to most moderate drinkers. Economics recognizes that
adoption of stricter alcohol control policies for the purposes
of harm reduction imposes deadweight loss on moderate, re-
sponsible consumers. Higher taxes, for example, may reduce
alcohol consumption by people whose drinking causes them
to be at risk for adverse health events or to commit crime but
may also reduce the consumption by law-abiding drinkers.
Because a large share of the population consumes alcohol and
does so in a responsible way, the foregone value of alcohol
consumption by this group cannot be easily dismissed.

This does not mean that economists oppose any move to
tighten alcohol restrictions. But the discipline does provide a
unified framework for thinking about the conditions under
which government intervention in the form of alcohol control
may be justified. Specifically, if drinkers impose costs on other
members of society (e.g., an alcohol-involved driver may kill
or injure someone, or a drinker may commit a crime against
someone), it is said that the marginal social costs of alcohol
are greater than the private costs (i.e., there is a negative ex-
ternality), leading unregulated private markets to result in too
much alcohol consumption and resulting in alcohol-related
harms. In this case, economics theory justifies correcting this
behavior in a variety of ways. Next, a host of alcohol control
regulations are described that have been proposed and
adopted across many places and that deal with the negative
externality problem in very different ways. It is important to
remember, however, that because economists value both the
benefits of drinking and the harms, the socially optimal level
of alcohol consumption and alcohol-related harms will be
lower than in a completely unregulated environment but will
be strictly positive.

A final distinguishing feature of the economics tradition
with respect to research on alcohol use and alcohol control is
that the discipline of economics has been a leader in the social
and public health sciences in advancing methodologies re-
garding causal inference. In many cases, including alcohol
consumption, researchers are faced with the problem that
observed associations between a treatment (here, drinking)
and an outcome (e.g., death, illness, productivity, crime, etc.)
may be simultaneously determined. That is, factors that affect
the treatment may independently affect the outcome. In the
case of drinking and adverse health outcomes, for example,
one might worry about population heterogeneity in risk atti-
tudes and discount rates (i.e, how much people trade off
utility today against utility at a later date). It could be that
heavily discounting the future causes people to both consume
alcohol and engage in other risky behavior that puts them at
risk of an adverse health event. If so, one might observe that
people who drink are at an increased risk for adverse health
events even if there is no direct causal effect of alcohol. Put
differently, those same people might have experienced the
adverse health event even in the absence of their drinking;
alcohol consumption and adverse health events may both
simply reflect their high discount rate. To see the importance
of disentangling correlation from causation, note that alcohol
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availability can be (and is) regulated by local, state, and federal
governments. If the correlations between alcohol use and
adverse events are not causal, then tighter alcohol control will
not be an effective means to improve population health; if, in
contrast, alcohol use does cause adverse events, then stricter
alcohol policies can be expected to reduce not only drinking
but also subsequent adverse outcomes. The relative import-
ance of distinguishing correlation from causation varies dra-
matically across disciplines, with economics very much at the
end of the spectrum that cares deeply about this distinction.
Public health, health services research, and sociology do not
place as much of a premium on this component of research; in
these traditions, detailed descriptive analyses of associations
between alcohol use and individual-level factors are more
common.

How do economists deal with the evaluation problem
(sometimes referred to as ‘omitted variables bias, ‘unobserved
heterogeneity bias, ‘endogeneity bias, ‘simultaneity bias, and
others) when treatment assignment is nonrandom? First, note
that the ideal solution to nonrandom treatment assignment
commonly used in the natural sciences is to randomize
treatment and compare outcomes between the treated and
untreated; because the treatment assignment was manipulated
to be random, the difference in outcomes can be causally
attributable to the treatment. In the real world, however, re-
searchers cannot randomize alcohol consumption, and so
social scientists have had to take different approaches. One is
to try to control for as many of these omitted factors as pos-
sible in regression models either directly or through the use of
single indices such as propensity scores; these approaches are
common in health services and some economics research. In
the past few decades, however, economists have pushed for
stronger research designs that mimic the experimental vari-
ation in the natural sciences. This class of methods, commonly
referred to as ‘quasi-experimental’ approaches, includes dif-
ference-in-differences (DID), instrumental variables (IV), and
regression discontinuity (RD) approaches, among others.
When applied appropriately, each of these designs isolates
variation in the treatment that is thought to be ‘exogenous to
outcomes’ or to create variation in treatment that is ‘as good as
random’ for some subpopulation of interest, thus overcoming
the omitted variables bias problem. An example with respect
to alcohol availability, alcohol consumption, and outcomes is
research that has capitalized on labor strikes for workers at
government-run liquor stores in Scandinavia (where the gov-
ernment owns a liquor monopoly), which exogenously re-
duced alcohol availability, alcohol consumption, and
subsequent alcohol-related problems. These rigorous stand-
ards for identification of treatment effects also distinguish the
economics approach to studying alcohol consumption and
alcohol control from other disciplinary traditions.

Alcohol Control Policies and Alcohol Consumption

A great deal of economics research on alcohol use has focused
on estimating the effects of alcohol control policies on alcohol
consumption, both because this type of policy evaluation is
independently interesting and because many policy-induced
changes in alcohol consumption can be used to identify causal

effects of alcohol use on outcomes (e.g., mortality and mor-
bidity). Research on alcohol control policies is particularly
appealing to economists because of the fundamental tenet in
economics that demand curves slope downward. That is, the
price of a commodity and the quantity demanded of that
commodity are inversely related. In the context of alcohol
consumption, this means that policies and practices that raise
the full price of drinking either directly (e.g., through alcohol
taxes, which are passed through to consumers in the form of
higher alcohol prices) or indirectly (e.g., through other types
of availability restrictions) should reduce the quantity of al-
cohol consumed. Although alcohol taxes are probably the
most widely studied alcohol control policies in the economics
literature (and have been summarized in multiple recent
meta-analyses), many others have also received scholarly at-
tention, including the presence of government liquor mon-
opolies; age-based alcohol availability restrictions (e.g.,
minimum legal drinking ages (MLDAs)); drunk driving laws
(e.g., BAC limits, driver license suspensions, random breath
tests, and sanctions/penalties for driving under the influence);
spatial restrictions on alcohol availability (e.g., liquor license
restrictions); temporal restrictions on alcohol availability (e.g.,
Sunday alcohol sales bans or bar/pub closing hours); adver-
tising and sponsorship restrictions (including health warn-
ings); other ‘circumstance’ regulations such as prohibitions on
alcohol sales at sporting events; and legal liability for bar-
tenders and bar owners for serving intoxicated persons, among
others.

The most common approach taken in this literature to test
whether the demand curve for alcohol slopes downward has
been to relate drinking rates (using either individual-level
survey data on alcohol consumption or aggregate data on al-
cohol sales) to variation across places in the alcohol control
environment at a point in time. This approach is made pos-
sible by the fact that places (e.g., localities, states, provinces,
countries, etc.) vary substantially in their chosen menu of al-
cohol control policies. For example, some places have higher
alcohol taxes and/or severe penalties for alcohol-involved
driving compared to other places. A finding that drinking rates
are lower in places where alcohol is more difficult to obtain
(i.e., where individuals face higher full prices to drink) is
usually taken as evidence that demand curves slope down-
ward, or that drinking is negatively related to price.

One weakness of the type of approach described in the
previous paragraph is that the types of designs that rely on
variation across places at any one point in time may suffer
from the omitted variables biases. For example, if places that
are very religious are the ones that are more likely to have high
alcohol taxes and strict availability restrictions, then the in-
verse relationship might be observed between the full price of
obtaining alcohol and drinking rates that is due to the re-
ligious attitudes of people in that area, not due to the policies
and prices themselves. This criticism has in the past decade led
economists to incorporate other types of research designs
commonly found in other applied microeconomics discip-
lines (most notably labor, public, and development eco-
nomics). As such, the more commonly accepted standard for
evaluation research on alcohol control policies and alcohol
consumption is to compare changes in drinking rates coinci-
dent with changes in alcohol control policies (e.g., alcohol
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excise tax increases or tightening of availability rules). The
advantage of this ‘changes on changes’ or ‘DID’ type of spe-
cification is that, because areas usually adopt different alcohol
control policies at different times, researchers can use the
staggered timing of adoption to rule out the possibility that
permanent unobserved differences about individual places are
driving the observed relationships between alcohol prices
(broadly defined) and alcohol consumption. In practice, this
amounts to including dummy variables, or fixed effects, for
each area in multivariate regression models of drinking that
include controls for area-specific alcohol policies.

Results from this and other types of quasi-experimental
approaches have been somewhat less conclusive about the
role of alcohol taxes in determining alcohol consumption
behaviors, in that they have not uniformly returned evidence
of significant relationships between alcohol excise tax in-
creases and alcohol consumption decreases, particularly for
research on youths and for research focusing on the US. Part
of the lack of clarity around the effects of alcohol taxes on
consumption is that in the US there have been relatively few
large alcohol tax increases in the past three decades; by con-
struction, this makes estimating difference or change-based
models more difficult. (The lack of alcohol tax change vari-
ation is notably different from the case of tobacco.) Similarly,
studies of spatial, temporal, and other ‘circumstance’-type
regulations of alcohol availability have not produced over-
whelming evidence that these policies seriously affect overall
alcohol consumption, which is perhaps not surprising because
it is not particularly costly to undo the effects of these types of
restrictions (e.g., purchasing alcohol on Saturday can undo the
effects of a Sunday alcohol sales prohibition). There is, how-
ever, ample evidence from these types of stronger designs that
age-based alcohol restrictions (such as MLDAs) causally re-
duce alcohol use. For example, research in the US has shown
that state experimentation with lower drinking ages in the
1970s and early 1980s led to higher drinking rates among
youths who were newly legal to drink, and similarly state in-
creases in drinking ages back to age 21 (the current MLDA in
the US) led to lower drinking rates among youths who were
no longer legally allowed to drink. Moreover, research has also
shown that alcohol use increases sharply and discretely exactly
at a country’s MLDA, even when other policies do not change
discontinuously at the same threshold. This further bolsters
the idea that minimum drinking age policies causally reduce
alcohol consumption. Because drinking ages affect the total
price of obtaining alcohol through time and convenience costs
for youths who are too young to legally consume alcohol,
studies of minimum drinking ages have played an important
role in confirming that demand curves do, indeed, slope
downward for alcohol.

Finally, it can be noted that research exploiting changes in
place-specific alcohol control regulations to identify the effects
of higher effective prices for obtaining alcohol on drinking
rates — with improvements over comparisons of drinking rates
across areas at a point in time - are not a panacea. Specifically,
these studies must also contend with the fact that alcohol
policy changes may themselves likely be the result of un-
observed population preferences, because in democratic soci-
eties voters elect officials who make or change policy. If sharp
changes in attitudes toward alcohol underlie the changes in

alcohol control policies, then studies using DID can still be
biased. In this situation, other strategies that are less prone to
these criticisms, such as RD or IV, can be useful alternatives.

Causal Effects of Alcohol Consumption on Outcomes

The other area where economists have contributed sub-
stantially to the literature on alcohol is in estimating causal
effects of alcohol consumption on outcomes. Adverse health
events such as mortality, crime, and risky sexual behavior are
the most widely studied outcomes, and the pharmacological
profile of alcohol consumption makes a causal role for alcohol
in determining each of these outcomes eminently plausible.
Of course, extreme alcohol consumption can directly lead to
respiratory failure and death. But there are many other
pharmacological mechanisms as well. By reducing reaction
time and peripheral vision, alcohol-involved driving can dir-
ectly increase motor vehicle fatality risk. By altering per-
ceptions of right and wrong and compromising a person'’s
ability to reason through the consequences of one’s choices,
alcohol consumption can increase risk-taking that could lead
to many other types of nonvehicle-related accidents and to the
commission of several types of crime. By increasing aggression
and exaggerating emotional state, alcohol consumption can
increase the likelihood individuals will commit a violent
crime. By incapacitating a person, alcohol consumption can
increase criminal victimization risk. And the social aspects of
drinking can put people in situations that independently in-
crease their risk of an unwanted physical or sexual encounter.
All of these channels make it plausible that alcohol use can
cause adverse events.

The plurality of research studies in economics examining
the effects of alcohol have examined mortality as the outcome
of interest. Although mortality is rare, it is very well measured
and is an unambiguously negative outcome. Mortality also has
the advantage that certain types of deaths are more likely to be
alcohol related than others, for example, motor vehicle fatal-
ities are far more likely to be attributable to alcohol than
cancer deaths, and studies of the blood alcohol levels of de-
cedents show that very high proportions of deaths from sui-
cide, falls, drowns, burnings, and other ‘external’ causes are
alcohol involved. This means that a relationship between al-
cohol prices and policies and deaths that are more commonly
thought to be alcohol related can provide stronger evidence of
a causal role for alcohol use in mortality events. Motor vehicle
fatalities are by far the most commonly studied mortality
outcome; in the US these data provide the additional advan-
tage that accident characteristics such as time (e.g., nighttime
vs. daytime) and day (weekend vs. weekday) can strongly
correlate with the likely involvement of alcohol as a contrib-
uting factor. Morbidity and nonfatal injury share many of
these same benefits (to researchers) as mortality, but avail-
ability of comparable large-scale morbidity data spanning
multiple places and time periods has been much sparser in the
past three decades (with a few exceptions such as occupational
and workplace injuries, which are tracked administratively).

Many economics studies report that areas with higher al-
cohol taxes or stricter alcohol availability regimes have lower
motor vehicle fatality rates, though as with the alcohol
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consumption evidence, studies in this literature have not
uniformly shown that alcohol excise tax increases lead to
significant motor vehicle mortality decreases. Other quasi-ex-
perimental approaches, however, have strongly demonstrated
that higher full alcohol prices reduce mortality. For example,
economics research has used DID approaches to demonstrate
that higher (lower) drinking ages reduce (increase) motor
vehicle fatalities in the age groups newly illegal (legal) to drink
that are likely to have involved alcohol. More recently, RD
approaches have also shown that mortality rates for motor
vehicle deaths and suicides increase discretely at the MLDA,
suggesting a causal role for alcohol in these mortality events.
Perhaps not surprisingly, drunk driving laws such as state
movements to lower legal blood alcohol-content thresholds
have also been shown to directly and significantly reduce
motor vehicle deaths likely to have involved alcohol.

Of the other adverse outcomes associated with (and pos-
sibly caused by) alcohol consumption, crime and risky sexual
behavior have received the most attention from economists.
Both of these outcomes have the advantage over mortality that
they are very common events routinely associated with alco-
hol. Indeed, vast public health literatures show that indi-
viduals who consume alcohol are more likely to commit
crime, more likely to have been arrested for a crime, more
likely to be victims of crime, more likely to have engaged in
sexual activity, more likely to have engaged in sexual activity at
an earlier age, more likely to have had unprotected sex, more
likely to have had an unplanned pregnancy, and more likely to
have had a complicated birth. To what extent are these rela-
tionships causal effects of alcohol use?

Several studies have used the money price of alcohol in an
IV framework to try to disentangle alcohol’s causal role in
crime and violence. These studies generally find that indi-
viduals in places with low alcohol taxes are more likely to
drink, more likely to commit intrahousehold violence, more
likely to get into physical fights, and more likely to carry
weapons, though concern about omitted variables biases from
using cross-sectional variation in alcohol taxes and prices to
identify these effects is a serious issue. However, multiple
economics studies have used DID methods to examine whe-
ther alcohol price increases lead to crime decreases, and these
studies have found evidence supporting a causal effect of al-
cohol availability on certain types of crime - especially violent
crime. Studies of drinking ages using the similar approach of
relying on state policy changes have also provided evidence
that alcohol availability is causally related to crime, and more
recent research also using the minimum drinking age in an RD
framework has shown that arrests increase discretely at the
MLDA - further evidence for a causal effect of alcohol use on
the commission of crime.

Economists have also studied alcohol’s causal role in sex-
ual activity using quasi-experimental approaches and have
found some evidence that alcohol taxes are negatively related
to the probability of sexual intercourse and are positively re-
lated to the likelihood of using condoms during intercourse.
Other economics research has documented a negative rela-
tionship between the full price of alcohol and both teen
birthrates and rates of sexually transmitted infections such as
gonorrhea and syphilis, including in models that rely on
changes in alcohol prices and policies for identification of

alcohol’s effects. Arguably stronger evidence for such a rela-
tionship comes from research designs based on drinking ages,
as these studies have shown that youths exposed to relatively
more lenient drinking ages were more likely to have births
than otherwise similar youths who came of age in the same
state but just a few years before or after and who were exposed
to relatively less lenient drinking ages. Because these youths
are likely to be very similar on observed and unobserved di-
mensions, omitted variables bias concerns are mitigated.

In summary, much of the economics literature addressing
the causal effects of alcohol use on adverse outcomes has used
a variety of quasi-experimental approaches to try to overcome
the potentially severe omitted variables bias concerns. These
studies have had mixed success in relying on tax-induced
variation in alcohol consumption, in part because large alco-
hol tax changes have historically been rare (at least in the US);
often this has translated into precision challenges for research
designs that rely on alcohol tax variation. Studies employing
alternative alcohol control policies such as drinking ages have
produced stronger evidence in this respect, both because there
are many policy changes to work with and because multiple
age-based designs can be used (e.g., DID and RD approaches).
Of course, drinking-age-based designs do not necessarily tell
much about the effects of alcohol at higher points in the age
distribution, so more research is needed on these important
questions.

Finally, it is important to note that alcohol may also have
causal effects that are positive, not negative. For example,
drinkers earn more than abstainers, and part of this may re-
flect a causal effect of drinking (plausibly related to social
interactions in certain types of occupations). Similarly, very
large observational studies in public health have shown that
moderate alcohol consumption is associated with reduced risk
of heart disease mortality, giving rise to the oft-cited benefits of
a glass of wine per day. This too may reflect a causal beneficial
effect of alcohol on health (biological mechanisms include the
possibility that alcohol reduces plaque deposits in the arteries
and reduces the risk of blood clots). Economics research on
these plausible benefits of drinking is much less complete than
on the costs of drinking, in part perhaps because the types of
designs that can provide relatively compelling evidence on
causality are better suited to well-measured acute events such
as deaths and arrests (as opposed to longevity or earnings,
which are more likely the product of a series of important
decisions and outcomes). Understanding whether and to what
extent alcohol has causal effects on beneficial outcomes is an
important area for research.

Conclusion

Economists have contributed greatly to the study of alcohol
availability, alcohol consumption, and alcohol regulation. Key
to the economics framework is a complete accounting of both
the costs and the benefits of drinking, which has important
implications for government intervention to correct negative
externalities associated with alcohol consumption. Economists
have also distinguished themselves among the social and public
health sciences by advancing methodological rigor with respect
to causal inference. Arguably the strongest consistent finding in
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the broad economics literature on alcohol is that demand
curves for alcohol slope downward: increases in the price of
alcohol (broadly defined to include increases in both monetary
prices and other nonmonetary costs of drinking) are negatively
associated with the probability and frequency of drinking and
with the quantity of alcohol consumed. Research has also
credibly demonstrated that alcohol availability and alcohol
consumption are causally related to increased risk of premature
death, and there is growing evidence that drinking also causes
individuals to be at increased risk for nonfatal injury, crime,
and risky sexual behavior. More work is needed to understand
whether and to what extent alcohol may have causal effects of
improving (rather than harming) some health and social out-
comes, as well as to understand the extent and nature of het-
erogeneity in the effects of alcohol control policies on drinking
and health outcomes.
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Introduction

Ambulance and Patient Transport Services include Emergency
Medical Services (EMS) and private ambulance services, which
supply emergency prehospital care, including basic medical
support and roadside transport to hospitals for patients ex-
periencing medical emergencies. In recent years, a number of
economists have written thoughtful and careful papers on
EMS; this article will summarize their work and the work of
others who write on EMS topics of interest to economists.
Sections Taxonomy of Ambulance and Patient Transport Ser-
vices and US Emergency Medical Services contain an intro-
duction to EMS. Section Private Provision of Emergency
Medical Services, describes the work analyzing the decision to
outsource EMS. Section Factors Affecting Quality of Care,
summarizes the existing evidence on supply side factors af-
fecting the quality of care. Section Quality of Care and Health
Outcomes describes research on the relationship between
quality of care and health outcomes. Section Demand for
Emergency Medical Services explores factors predicting de-
mand. Section Cost-Effectiveness/Cost-Benefit Analyses in-
cludes a description of cost-effectiveness and cost-benefit
analyses. Section Conclusion concludes.

Taxonomy of Ambulance and Patient Transport
Services

EMS are rival and excludable - only one patient can use an
ambulance at a time and patients can be barred from service.
In practice, however, access to EMS is frequently available to
all, not only to those with the ability to pay. This makes EMS
an impure local public good. EMS could also be considered an
option good; patients frequently pay through taxes for the
option of having EMS available when needed. As EMS systems
are built to address urgent, unpredictable needs, there may be
excess capacity most of the time.

EMS systems vary tremendously throughout the world. In
Japan, EMS are provided by Emergency Life Support Techni-
cians who have limited roles - they can provide cardio-
pulmonary resuscitation (CPR), defibrillate patients, and
insert an airway, but are prohibited from distributing drugs. In
Germany, EMS is regulated and organized at the ‘Lander’ or
state level; the German population has the right and guarantee
of prehospital emergency medical care either through a
physician available through 24 h house call or via EMS. A
person calling for EMS in Germany would reach a central
dispatcher and then, most likely, would be served by a two-
tiered system including a physician-staffed ALS. In 1998, EMS
in Russia was two-tiered and staffed by physicians, with nurses
dispatching ambulances from a central location and treatment
initiated in the field; many patients are treated by physicians
and then not transported to the hospital, unlike in the US
system, for example, where transport is required for

compensation. In general, European prehospital care is more
likely to include care from a physician or a nurse in addition
to a paramedic compared with American ambulances that do
not have personnel with more than paramedic training; for a
description, by country, of prehospital care arrangements
(organization of EMS system, ambulance staffing, and heli-
copter availability), see Lethbridge (2009).

In low- and middle-income countries, prehospital care is
frequently unavailable; if it exists, it is concentrated in urban
areas, likely to be privately provided (and only available to
those with the ability to pay), of uneven quality and largely
unregulated, even though trauma, particularly as a result
of car accidents, represents an increasingly significant and
growing source of disability and mortality in developing
countries. In Islamabad, Pakistan, police officers as well as
physicians staff ambulances provided through a public-private
partnership; members of the community, including Non Gov-
ernment Organizations subsidize physician salaries, equipment,
and ongoing operational costs other than police salaries. In
Turkey in the late 1990s, no personnel or equipment standards
existed for prehospital care; in a typical city, Izmir, ambulances
were staffed with a medical doctor with limited training and a
driver without medical expertise, and it was unusual when the
ambulance arrived before the patient had been transported by
other means to the hospital. In 1997, Vietnam had no organ-
ized prehospital system; ambulances may be used for transport,
but most often prehospital care relied on bystanders’ trans-
porting patients. In 1998, consistent with many other de-
veloping countries, there was no centralized prehospital care
system in Thailand; approximately 30 pick up trucks staffed by
volunteers picked up residents around Bangkok. Drivers have
limited first-aid training. A water rescue boat must travel first
from the hospital to the river, decreasing its usefulness signifi-
cantly. Despite a large and increasing number of traffic acci-
dents, prehospital care in India is largely nonexistent; with no
centralized regulating body and the ambulance services only
provided in only a few large cities where they are largely pri-
vately funded, most Indians lack access to trauma care of any
kind. What is provided is of uneven quality; few programs exist
to train paramedics and Emergency Medical Technicians
(EMTs), and no certification or accreditation exists for pro-
fessionals or programs. These characteristics define prehospital
care throughout Southeast Asia (Bangladesh, India, Nepal,
Pakistan, Bhutan, Maldives, and Sri Lanka); disproportionately
concentrated in urban areas, serving those of higher socio-
economic status, frequently privately provided, without regu-
lation or certification requirements, and limited in capabilities.

US Emergency Medical Services
In a typical EMS call in the US, a patient calls 911. A dispatcher

at a local call center asks the patient a series of questions,
evaluating the situation and eliminating false calls. The
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dispatcher may also give the patient medical instructions over
the phone while simultaneously activating the local EMS re-
sponse. In urban areas, first responders typically arrive first at
the scene. A first responder captures vital signs, determines the
patient’s medical history, and provides CPR. Meanwhile, the
EMS response team composed of basic or intermediate EMTs
or paramedics (advanced EMTs) travels to the scene by heli-
copter or by ground ambulance. Although the particular
responsibilities of each type of personnel differ by state, EMTs
supply more advanced care to patients than first-aid trained
first responders. After arriving at the scene, assessing the situ-
ation, and providing initial care, the EMT or paramedic loads
the patient into an ambulance or a helicopter and takes the
patient to a hospital. In some cases, a medical director in-
structs and authorizes treatments en route. After transferring
the patient to the care of physicians within the hospital, the
EMS personnel collect billing information and fill out a call
log with demographic and incident characteristics. In rural
areas, the ambulance would likely be staffed by volunteers
capable of delivering Basic Life Support services.

Most large cities in the US publicly provide EMS; in nearly
half of all communities, EMS are organized and delivered
through the fire department. Although first responders are
almost always employed by a local government, either public
or private ambulance or helicopter services may transfer
patients. Many communities outsource emergency transport to
for-profit ambulance agencies (more than 3000 in the US) or
to hospital-based companies (approximately 7% of systems).
In a hospital-based EMS system, the ambulance might park at
the hospital in between calls and might be encouraged to
bring patients to the affiliated hospital. With a private agency
(hospital-based or other), the provider would likely own the
infrastructure including the ambulance.

Revenues collected from private and public insurance for
patient transports provide the majority of funding for EMS,
potentially encouraging agencies to transport patients for
whom the trip to the hospital is unnecessary. State and local
taxes frequently supplement fees collected through insurance,
along with grants from the state and the federal government. A
variety of mechanisms, including government grants, fun-
draising, and donations, fund volunteer ambulance services.

Rather than being transported by ground ambulance, some
patients may travel by medical helicopters. As of 2006, more
than 650 medical helicopters operated within the US, run by
private for-profit providers, hospitals, government agencies, or
the military. More expensive to operate than traditional am-
bulances, helicopters may be no faster than ground ambu-
lances, except in rural areas far from hospitals or in places
where a ground ambulance cannot travel. Many patients
transported by helicopter could have safely been transported
by ground ambulance at considerably less expense without
any survival loss. Using a helicopter may also limit the set of
hospitals that a patient can be transported to.

Private Provision of Emergency Medical Services

When do some communities choose to outsource patient
transport? In a 2009 paper, Holian hypothesizes that a vote
maximizing politician will outsource patient transport when it

will increase her votes. In his model of private provision, as
the proportion of the elderly, who consume a disproportion-
ate amount of EMS rises, service levels change. Empirical work
suggests an inverted U-shaped relationship between the pro-
portion of the voting population which is elderly and the
proportion of privately provided ambulance services.

Communities might outsource their EMS for many reasons.
In 2009, David and Chiang found that although fire depart-
ments may have lower EMS transportation costs because they
can take advantage of the existing firehouse infrastructure to get
closer to patients, it may be cheaper for private agencies, which
can spread costs across multiple communities - to introduce
technology which improves the quality of care (such as Geo-
graphic Information System). Arguably, then, the decision to
privatize depends on several factors including the distance to
other cities, the population, and the number of hospitals in the
city (all but the former negatively associated with private pro-
vision). Among the ten largest and ten smallest cities in the US,
larger cities, with older, less healthy populations, a higher
chance of disasters, more crime, less geographically dispersed
fire stations and trauma centers, and strong unions, tend to be
less likely to contract with private providers.

A related question not yet evaluated empirically is whether
public or private agencies are better providers. Some hy-
pothesize that private ambulances may provide EMS care
more efficiently than public ambulances, because private
paramedics frequently earn lower salaries than paramedics
employed directly by state and local governments, even as they
appear to have more sophisticated equipment and greater
flexibility.

Factors Affecting Quality of Care

Unfortunately, there are no nationally or internationally
agreed-upon measures of EMS quality. However, response
time, defined as the difference between the time of the initial
call and the time of arrival at the scene, is one commonly used
metric. Other metrics commonly used include total call time.
Such metrics have not been systematically used by com-
munities or states in the US to assess the quality of their EMS
because a large proportion of states do not systematically
collect response time data.

Many factors appear to be correlated with response times.
In one southern state, Mississippi, whites appear to have
higher response times than blacks, but these differences are
eliminated after controlling for a county-level measure of
population density. Others have found that distance, evening
rush hour, patient being of Native American or Pacific Islander
race, and gender predict longer total response times and that
these factors plus bypass, neighborhood population density
and percentage of white population are associated with delays
of more than 15 min. Other factors including population
density, the age of the housing stock, per-capita income, and
first responders per square mile seem to be negatively correl-
ated with mean response times, with area being positively
correlated with mean response times.

It appears that incentives also affect response times - or at
least the reported response times. One program in England
profiled by Bevan and Hamblin (2009) publicly rewarded
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agencies meeting response time targets with gold stars. After
the program was introduced, the proportion of agencies
meeting performance targets increased, but the gains were il-
lusory - response times were systematically shaved and calls
recategorized as less severe to satisfy requirements.

Worker fatigue, experience, human capital depreciation,
and turnover also affect response times. In a 2009 article,
David and Brachet used the detailed call level data from
Mississippi to measure the relationship between experience
and time out of hospital or at the scene. They construct per-
son-specific and firm-specific measures of experience, and
control for individual fixed effects and a lengthy set of cov-
ariates. A one standard deviation increase in the number of
trauma runs conducted by an individual in a given quarter is
associated with a reduction of 35 s in out-of-hospital time and
10 s on scene. Brachet et al. (2010) compare the performance
of paramedics working late at night in 24 h shifts with those
same paramedics working late at night on 12 h shifts. They
observed that paramedics on 24 h shifts have significantly
longer response times and take longer to transport patients
to the hospital and perform fewer procedures. David and
Brachet's (2011) article uses incident level data to measure the
impact of human capital depreciation and turnover on time
out of hospital. Turnover among EMS personnel is a signifi-
cant problem for all EMS agencies, both paid staff and vol-
unteers; one estimate puts the annual turnover among EMS
personnel as high as 10%, with a median cost to agencies of
over US$70 000. Partitioning experience into the human
capital of those who work at the firm, those who have left the
firm, and those who are joining the firm; David and Brachet
derived an expression for firm-level experience and construct a
measure of the relative contribution of turnover and human
capital depreciation to organizational forgetting. Their re-
duced form estimates of organizational forgetting suggest that
a quarter of the stock of experience existing at the beginning of
the year survives to the end. When experience is separated into
human capital accrued by individuals in the firm and those
who have left the firm, they find the turnover to be a larger
source of organizational forgetting (twice as large) than
human capital depreciation.

Quality of Care and Health Outcomes

How do factors which affect response time affect health?
Although there are many studies that look at factors that affect
the quality of EMS care, few evaluate the relationship between
quality of care and health outcomes largely because of the
challenges in linking prehospital records to mortality and
hospital records and in finding a credible nonexperimental
identification strategies in a context where experiments may
not be feasible.

Athey and Stern’s (2002) work uses a differences-
in-differences approach to determine the impact of the
introduction of the new 911 technology on health outcomes.
They model health as a function of response time and initial
incident severity; they find that the introduction of Enhanced
911 in Pennsylvania improves the intermediate health meas-
ures for patients suffering from cardiac emergencies, as well as
improving mortality measured 6 and 48 h after the initial

incident. Enhanced 911 also reduces hospital costs for cardiac
emergency patients. Wilde takes a different approach in her
2008 paper; she uses distance to the closest EMS agency as an
instrument for EMS response time to account for the potential
endogeneity of response time to patient severity. She finds that
response time matters for mortality, but not health care
utilization.

Shen and Hsia investigated the impact of bypass or diver-
sion by EMS providers on mortality after acute myocardial
infarction in a 2011 JAMA paper - an event which is arguably
unrelated to the characteristics of the patient. Diversion may
affect outcomes by affecting EMS response times (when the
nearest hospital is on diversion, patients must be transported
to hospitals that are farther away); it may mean that patients
are transported to poorer quality hospitals or hospitals less
capable of providing adequate care; it may also be an indicator
for the quality of care for patients within the hospital experi-
encing the diversion (more crowded hospitals may provide
worse care). Patients whose closest emergency department is
on diversion for more than 12 h on the day of the incident
experience higher mortality 30 days, 90 days, 9 months, and
1 year after the initial incident.

An example of work that explores a key policy question in
EMS without a natural experiment or randomized controlled
trial is that of a 2008 work by Concannon et al. who con-
ducted a simulation of different EMS treatment choices for
patients with acute ST-segment elevation myocardial in-
farctions. Patients can either be transported to the closest
available hospital, transported only to hospitals with the
capability of providing primary percutaneous coronary inter-
vention (PCI) and treated with PCI or thrombolytic therapy,
or be evaluated by EMS or by personnel at the local throm-
bolytic therapy-only hospital and then transported for PCI.
Concannon et al. observed that selecting high-benefit patients
for transport to PCl-capable hospitals reduces mortality
without major shifts in hospital volumes.

Demand for Emergency Medical Services

What affects the use of EMS? There appears to be distinct EMS
usage patterns by day (more calls between 10.00 a.m. and 8.00
p.m.) and the day of week (more calls on Friday and Satur-
day). Age and race/ethnicity also predict usage: people over
the age of 85 years call more than 3 times the rate of those
between 45 and 64 years of age and are transported at more
than 4 times the rate of patients between 45 and 64 years of
age. African Americans also call at a much higher rate than
non-Hispanic whites.

In an intriguing analysis, Ringburg et al. conducted a dis-
crete choice experiment in the Netherlands and found that
households were willing to pay much higher amounts than
would actually be necessary to provide 24 h helicopter emer-
gency medical service as described in a 2009 paper. It appears
that even if helicopter services are not cost-effective, house-
holds are willing to pay for them.

Many researchers in the field of operations research
and applied mathematics have tackled questions regarding
the optimal design of EMS systems, including identifying the
optimal ambulance and helicopter station location and the



70 Ambulance and Patient Transport Services

optimal response time threshold for performance measure-
ment, in addition to building models to forecast demand.
That research is beyond the scope of this work.

Cost-Effectiveness/Cost-Benefit Analyses

Most existing cost analyses compare the costs and benefits of
particular intervention or mode of care. For example, in their
2002 paper Athey and Stern calculate the costs and benefits
from introducing Enhanced 911, a service that helps dis-
patchers to identify caller locations. They find that improve-
ments in outcomes for cardiac issues cover 85% of the costs of
implementing Enhanced 911, making the policy almost certain
to be beneficial. Wilde conducts a cost-benefit analysis of
a reduction in response times caused by eliminating mutual
aid - a policy whereby communities share resources to cover
excess demand - and finds that the per life year cost of a 9.5 s
reduction in response times would be considerably less than
usS$50 000.

Evidence on the cost-effectiveness of air transport is
mixed. One study that determined the costs of operating a
local air ambulance service, supplemented with hospital
costs for trauma survivors, estimated the cost of air transport
per life year saved as US$2454. Another study collected
microlevel costs, surveyed patients two years after their initial
trauma incident, and estimated the incremental cost per
quality-adjusted life-year (QALY) of helicopter use at more
than 28 000 Euros. Several other studies looked retrospect-
ively at patient records and concluded that there were few
benefits for patients from air transport, and considerable
costs to the health care system. Unfortunately, many of these
studies fail to identify the perspective (societal or other), the
year the costs were gathered in, fail to include comprehensive
costs, and are inconsistent in their assessment of effectiveness
making it difficult to draw concrete conclusions (QALY or
mortality).

Conclusion

In recent years, there has been an increase in the literature
written by or for economists on EMS. Nevertheless, many key
clinical and policy questions remain unanswered, providing
scope for further research. Economists have much to offer in
the field of EMS: by asking different types of questions (i.e., on
private vs. public provision, or cost-effectiveness) and using
different techniques. Given the growing recognition of EMS as
an essential part of emergency care, such research should only
increase in the coming years.

See also: Health Care Demand, Empirical Determinants of.
Healthcare Safety Net in the US. Waiting Times
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Glossary

Complete information Refers to the knowledge of the set
of covariates that explain differences in outcomes between
all individuals.

Essential heterogeneity It corresponds to the unobserved
heterogeneity when the selection of treatment depends on
these unobserved characteristics.

Ex-ante choices Decisions that a data analyst expects the
patients to make based on some of the observed patient
characteristics but without access to other relevant
information.

Ex-post choices Decision resulting from the interaction of
the patient with health professionals, relatives, and other
sources of information that are relevant for the treatment
selection, but were unobserved to the data analyst trying to
predict these choices.

Expected value of individualized care It represents

the expected cost of omitting information about
individuals when making decisions based on the average
estimates.

Introduction

The flow of new medical technologies is a response to several
factors including an ageing population, changes in environ-
mental conditions creating new epidemiological profiles and
scientific development. This impacts on health care systems
which, to satisfy increased demand for medical technologies,
are faced with the need to increase expenditure on healthcare
or to disinvest in other services to release resources. Regardless
of the type of healthcare system, the problem of deciding
which new technologies to fund is unavoidable. As policy
makers are increasingly held accountable for these decisions,
many are adopting explicit and evidence-based approaches to
the allocation of limited resources. This needs, at the very
least, information about which interventions work and the
value of such technologies.

In a growing proportion of jurisdictions ‘value’ is defined
in terms of cost-effectiveness, where the incremental cost of a
new technology per additional health outcome relative to al-
ternative interventions for a given patient group is assessed.
This incremental cost-effectiveness ratio is then compared
with a maximum (or threshold) value of a unit of health gain
which is based either on an estimate of the health forgone as a
result of displacing existing services to fund the new tech-
nology, administrative rule of thumb or an estimate of socie-
ty’s willingness to forgo consumption in exchange for health
improvement. Both effectiveness and cost-effectiveness are
usually considered as average estimates relating to a target

Nonessential heterogeneity It corresponds to the
unobserved heterogeneity when the selection of treatment
does not depend on these unobserved characteristics.
Observed heterogeneity Proportion of the variability that
can be explained by a set of observed (known) characteristics.
Perfect information Refers to the knowledge of the true
mean effect of a particular covariate on the health outcome.
It implies 100% precision and/or 100% accuracy, and
therefore, no remaining uncertainty.

Preferences In the context of cost-effectiveness analysis
(CEA), preferences refer to the rational element of judgement
that guides individuals in their task of ranking health states
in a particular order to reveal the relative value of such states.
Stratification Process whereby individuals are categorized
in different subgroups.

Subgroups Subset of patients whose membership is
defined by one or more individual characteristics.
Variability Differences in outcomes between individuals,
which can be explained by observed and unobserved
characteristics.

population. This approach has been largely justified by the
fact that it is impossible to observe the effect of alternative
treatments in the same individual at the same time, a problem
known as the ‘fundamental problem of causal inference’
Average treatment effects derived from randomized controlled
clinical trials are unbiased estimates when the groups being
compared have, on average, similar characteristics, so that the
differences in the outcomes are attributable to the treatment
received by patients in each group. This causal statement is
possible because randomization is expected to balance ob-
served or unobserved confounding factors.

Although the focus on average treatment effects is wide-
spread, this is essentially pragmatic given the challenges in
estimating individual treatment effects. The promise of genetic
testing is that patient management can more appropriately be
tailored to the characteristics of the individual - a technolo-
gical approach to understanding between-patient hetero-
geneity in treatment effects. However, in jurisdictions using
formal cost-effectiveness analysis to inform resource allocation
decisions, as well as those that are unwilling or unable to
consider costs explicitly (e.g., comparative effectiveness re-
search in the US), there is a recognized need to understand
heterogeneity using existing data on predictors of patients’
outcomes following alternative interventions. The focus on the
average patient leads to dichotomous decisions - accept or
reject a given intervention for all patients in a given popu-
lation. In contrast, understanding of heterogeneity in costs,
effects and cost-effectiveness between patients within the
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population facilitates decisions which may guide the use of
the intervention toward those patients in whom it is (cost-)
effective. This targeted, rather than general, funding of inter-
ventions frees-up resources for more (cost-) effective alter-
natives, leading to an improvement in the overall population
health from a given budget allocation. In principal, a full
understanding of heterogeneity allows decisions to reflect the
characteristics of the individual patient, so the gains from
reflecting heterogeneity are maximized.

Interest in heterogeneity for decision-making takes various
forms. From a biomedical perspective, reflecting heterogeneity
in decisions has been promoted as a means of achieving
personalized medicine, which requires the identification of
measurable parameters (e.g., based on molecular biomarkers)
that allow doctors to prescribe treatments according to specific
individual characteristics. Even without such testing, many
clinical specialties use existing clinical individual level infor-
mation to maximize a patient’s absolute benefit from treat-
ment compared to its potential harms. An example of this is
the use of easily accessible prognostic models for decisions
about the choice of adjuvant chemotherapy in breast cancer.
Those healthcare systems that use cost-effectiveness analysis to
inform decisions increasingly take a step further in seeking to
identify the groups of patients for whom absolute health
benefit gains justify the relevant cost. Furthermore, despite
being financed through taxation, social insurance or private
insurance, many collectively funded jurisdictions have recog-
nized the role for individual patient choice in healthcare
decisions. There are several reasons for such a policy, and one
of these is the potential role for patient choice as a vehicle
for characterising unobserved heterogeneity in the costs and
benefits of medical interventions.

This article reviews the key elements of the discussion
about how heterogeneity should be examined, exploited and
analysed for the purposes of decision-making about health-
care interventions. In terms of the methods for economic
analysis, it focuses on the role of understanding heterogeneity
as a source of value to achieve greater health. The remaining of
the article is in four sections. The first section seeks to review
standard approaches to the assessment of heterogeneity. The
next explores methods developed to represent the value of
considering heterogeneity in healthcare decision-making. The
third describes the role of patients’ choices and preferences in
understanding heterogeneity. Finally, the authors conclude by
summarizing the key messages of the article highlighting the
opportunities for further research.

Standard Approaches to Assess Heterogeneity in
Evaluation of Healthcare Technologies

The term ‘variability’ is used to express the differences in
outcomes between individuals. They can be explained by both
observed and unobserved characteristics. ‘Heterogeneity’ has
been defined as the proportion of the variability that can be
explained by a set of observed (known) characteristics at the
time of analysis. In general terms, the set of characteristics that
explain the total variability can be further divided in the
knowable and the unknowable. In practice, only a portion of
the knowable factors can be identified and observed, mainly

because of the lack of data and limits on the conduct of
further research (e.g., funding and human resources). These
knowable only in principle characteristics go with the other
unknowable characteristics in the general category of un-
observed characteristics. In this article the authors consider
unobserved variability or unobserved heterogeneity syn-
onymous. This unobserved part is also referred as stochastic
uncertainty or first-order uncertainty.

‘Complete information’ refers to knowledge of the set of
covariates that are able to explain differences in outcomes
between all individuals in the population (total variability or
total heterogeneity). This is a theoretical concept that is
reached when all the covariates needed to explain differences
between individuals are revealed. ‘Perfect information’ refers to
the knowledge of the true mean effect of a particular covariate
(and its correlation with others) on the health outcome.
Likewise, perfect information also refers to the knowledge of
the true value of a particular covariate in one individual (e.g.,
the presence of a genetic characteristic with 100% accuracy).
From a decision-making point of view, the main challenge is
to take into account as much information about individual-
level characteristics as possible. The aim for health researchers
is, therefore, to achieve a full characterization of total het-
erogeneity, i.e., not only to convert the knowable character-
istics into observed measurable variables, but also to make
some prediction of the expected individual outcomes con-
sidering unobserved heterogeneity.

The literature in different areas provides alternative no-
menclatures in the study of heterogeneity. For example, epi-
demiology and biostatistics emphasize the importance of
distinguishing between moderators, mediators or nonspecific
predictors of treatment outcomes. Variables considered as
moderators inform for whom and under which conditions the
treatment works. Mediators, in contrast, indicate potential
mechanisms that explain the causal effect. Nonspecific pre-
dictors are variables that show an effect on the outcome
without interacting with the treatment. These distinctions are
relevant in understanding the underlying causal model of the
health problem. In the context of the evaluation problem in
econometrics, unobserved heterogeneity has been termed
‘nonessential heterogeneity’ when the selection of treatment
does not depend on these unobserved characteristics. When
treatment selection depends on the unobserved expected
gains, this is called ‘essential heterogeneity’ In the context of
epidemiology and biostatistics, essential heterogeneity indi-
cates that there are knowable moderators of treatment effect
that are unobserved in the data. More generally, terms such as
observable or measurable heterogeneity are broadly used
across the sciences. Figure 1 synthesizes these terms, making a
parallel correspondence between them. For example, observ-
able heterogeneity includes, on one side, mediators, moder-
ators and nonspecific predictors. However, it includes known
and knowable heterogeneity. Unobserved heterogeneity, also
called first order uncertainty or stochastic uncertainty, includes
part of the observable heterogeneity (the part that has yet to
be revealed) and the wunobservable (or unknowable)
heterogeneity.

In clinical epidemiology and economic evaluation, ex-
ploration of heterogeneity has classically been driven by sub-
group analysis. Usually, the dimensions explored correspond
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Terminology Area of use
Nonspecific predictors ) )
Mediators Moderators Epldgmlolggy
and biostatistics
Observed Unobserved heterogeneity,
heterogeneity first order uncertainty, or stochastic uncertainty
Nonessential heterogeneity -
Essential heterogeneity Econometrics
Known Knowable heterogeneity Unknowable Ge:g;ilggsnasr?g |a|
heterogeneity heterogeneity philosophy
Total heterogeneity or total variability

Figure 1 Terminology in the study of heterogeneity. Relationship between different terms and the field where it is used.

to baseline (or underlying) risk and treatment effect hetero-
geneity. Heterogeneity in baseline risk refers to the set of
characteristics that predict a particular a priori probability of
presenting the health outcome under standard care or without
intervention (natural history). This probability may influence
the effect of a new intervention relative to standard care, where
the relative treatment effect might be expressed as, for ex-
ample, a relative risk, odds ratio, or hazard ratio. However,
even in the case where the relative treatment effect is the same
across individuals, the absolute value of the health outcome
can vary across patients if they are expected to have different
baseline risk profiles.

Treatment effect heterogeneity, however, exists when a set
of patient characteristics predict different relative treatment
effects among a population of patients. In statistical terms, this
corresponds to the interaction between the treatment effect
and the covariate that defines the individual’s membership of
a particular subgroup. Treatment effect heterogeneity can be
categorized as a quantitative interaction (differences between
subgroups are in the same direction but they vary in terms of
their magnitude), effect concentration (the treatment effect is
only seen in one subgroup) and qualitative interaction (the
treatment effect varies not only in magnitude but also in dir-
ection between subgroups). It is important to stress that both
baseline risk and relative treatment effect heterogeneity are
defined on the basis of one or more observed characteristics at
baseline, assessed on the basis of health outcome(s).

Dealing with heterogeneity in economic evaluation may
also relate to costs and preferences. Heterogeneity in costs
typically takes the form of a set of patient characteristics pre-
dicting differences in the use of healthcare resources. For ex-
ample, age might be expected to explain a large proportion of
the variation in length of hospital stay for common pro-
cedures such as hip and knee replacement and heart failure.
Heterogeneity in preferences is considered in detail below.

So far the discussion has focussed on heterogeneity at the
level of the individual patient. Geographical variation has also
been a matter for attention, particularly in cost-effectiveness

analysis. This has been explored mostly in the context of
countries, although this type of heterogeneity could also be
important between localities or jurisdictions within a country,
with specific characteristics that affect, for example, the inci-
dence or prevalence of a particular condition. These differ-
ences can be explained by several elements of the health
system, clinicians, patients or wider socioeconomic factors.
For example, the relative prices of resources may vary across
jurisdictions as well as the opportunity cost imposed on
health outcome through additional costs falling on the sys-
tem. Similarly, it is known that teaching and specialized hos-
pitals incur higher expenditure than general hospitals, with
marked differences within the same jurisdiction. Further,
better trained health professionals might generate better clin-
ical results and incur fewer costs as a result of more efficient
care (e.g., quicker diagnostics and lower complication rates in
surgical procedures).

Despite the growing interest in considering heterogeneity
as part of decision-making in healthcare, researchers face some
constraints in using these methods due to the orthodox ad-
herence to classical methods of statistical inference. The first of
these follows from the fact that most clinical trials are de-
signed to find statistically significant average treatment effects
and their sample sizes are determined accordingly, any at-
tempt to make inference on subsets of the sample faces the
problem of loss of power (i.e., increase in type-2 error). It can
be shown, however, that using prespecified (baseline) covari-
ates in a regression framework increases statistical power,
something that can be explained by the magnitude of the
prognostic effect of the covariate on the outcome. A second
concern relates to the fact that, when additional testing is
performed on the same data, there is a higher probability of
finding statistically significant differences between groups ex-
plained by chance, a problem known as multiplicity (i.e.,
leading to greater false positives or an increase in type-1 error).

A third problem concerns the requirement of an inter-
action test to prove treatment effect heterogeneity in clinical
studies. If heterogeneity in a treatment effect is shown to be
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statistically significant, authors usually report both baseline
and treatment effect heterogeneity. In contrast, if there is no
statistical significance, information about (significant) base-
line risk heterogeneity might be omitted. Although from a
clinical point of view only treatment effect heterogeneity
might be considered important, systematic variation between
patients in baseline risk is also a relevant source of hetero-
geneity from a decision-making perspective. Indeed, between
patient heterogeneity in baseline risk - even in the presence of
a homogeneous relative treatment effect - yields hetero-
geneous absolute treatment effects, which interests policy
makers because it has implications both for budget impact
and equity concerns.

A further issue is that, although these tests reflect a genuine
interest in achieving reliable and precise estimates of treat-
ment effect differences in subgroups, they have been demon-
strated to have low power and a high rate of false negatives.
Finally, loss of balance between arms of a trial has also
been raised as a concern in estimating treatment effects for
subgroups.

All these concerns are relevant for clinical studies and they
do not necessarily apply in a similar way to cost-effectiveness
analysis. Although inference about treatment effects is mainly
based on the magnitude of probability of error (errors type-1
and -2), decision rules should also consider the consequences
of those errors. Thus, economic analysis in healthcare is fo-
cused on the correct characterization of uncertainty rather
than inferential decision rules (e.g., taking p-value equal to
.05 as a rule of thumb). However, even in the case of decisions
that follow these principles, there are some constraints on the
study of heterogeneity. For example, characteristics used to
explain differences in (cost)-effectiveness between individuals
may be constrained by equity considerations. The National
Institute for Health and Clinical Excellence (NICE) for Eng-
land and Wales, for instance, states that subgroup analysis
based purely on differences in treatment costs is not relevant
to their decisions. Furthermore, transaction costs involved in
the operationalization of decisions at an individual level or in
different subgroups need to be explicitly considered in the
analysis.

Value of Heterogeneity

The consideration of heterogeneity has value for the health-
care system because greater population health can be achieved
from a finite budget by conditioning treatment decisions on
those factors responsible for such between-patient hetero-
geneity. Subgroup analysis has been the most common ap-
proach to explore heterogeneity in the context of health
technology assessment. Coyle et al. (2003) represented the
value of considering subgroups as the incremental net benefits
(INB) that can be gained from a ‘stratified” analysis for the case
where two interventions are compared. If policy makers re-
strict the adoption of technologies to those subgroups with
positive INB, then the gain derived from making different
decisions for different subgroups is the difference between the
sum of the positive INB, also termed TINB; (total INB con-
sidering subgroups) and the total INB (TINB, including
positive and negative INB). In other words, it is the absolute

value of the sum of the INB in those subgroups where the INB
is negative. Using an alternative notation, the value of strati-
fication can be expressed as AsTINB:

S
ATINB = INBs — TINB= — Y " INBsws, Vs where INBs <0

s=1

where w,e(0,1) is a weight indicating the proportion of the
total population represented by subgroup s and Zé _w=1.
Basu and Meltzer (2007) developed a framework for esti-
mating the value of eliciting information at patient level to
make individualized decisions. They introduced the concept
of expected value of individualized care (EVIC), a metric that
reflects the population net benefits (NBs) forgone because of
the ignorance of heterogeneity in preferences when decisions
are made based on the average estimates. EVIC is calculated as
the difference between the average of the maximum NBs in
each patient (individual NBs (iNBs)) and the maximum of the
average NBs of the alternative treatments across patients. This
formulation of EVIC has been termed ‘with cost-internal-
ization, in the sense that the decision takes into account the
opportunity cost of an alternative resource allocation. Ac-
cording to the original definition, EVIC can be expressed as:

EVIC = / {max NB(0)p(0)d0} — max | NB(0)p(6)do
0e® J J 0e®

The authors point out that, although EVIC was initially
estimated for patient preferences, it can also be estimated for
any other (set of) parameter(s) of interest in the decision
model. Indeed, a total EVIC captures all parameters of interest
and should be interpreted as the expected gains that could be
attained if individual information about every patient is con-
sidered when estimating the outcome of interest.

EVIC can also be expressed as ‘without cost-internalization’
In this case, the decision at individual level follows the rule of
maximising expected health benefits instead of net health
benefits (i.e., without accounting for opportunity costs). In
their first application of EVIC to real data, the authors dem-
onstrate how the value of individualized information can be
affected by the decision rule applied. Using an illustrative
example of alternative treatments for prostate cancer, the es-
timated EVIC with cost-internalization was greater than US$70
million, this value fell to US$0.9 million without cost-in-
ternalization, suggesting that efforts to elicit individualized
information is much more valuable if doctors (and patients)
internalize costs when making their decisions. Basu and
Meltzer also presented parameter-specific EVIC (EVICy),
which is analogous to the expected value of perfect infor-
mation for parameters. An advantage of this metric is that by
ranking parameters according to EVICy the most valuable
information for individualized decisions can be identified.

These recent methodological developments provide an
adequate representation of the potential health that can be
gained if heterogeneity is taken into account in decision-
making. It is important to highlight that EVIC (total and for
specific parameters) is conditional to the structure of and
evidence within the decision model. Thus, if the model fails to
capture an important source of heterogeneity, the estimate of
EVIC may be unreliable. EVIC can be estimated from indi-
vidual patient data or from aggregate data.
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Current approaches to express the value of heterogeneity
estimate the expected value of the health that could be gained
by considering heterogeneity. However, sampling uncertainty
must also be considered as part of the same characterization.
For example, if EVIC for the parameter ‘polymorphism A’
represents the value of conducting a pharmacogenetic test to
reveal whether the patient has such a polymorphism, then the
estimate of EVIC implicitly assumes that the effect of having
the polymorphism on the outcome is known with total pre-
cision, and also that the test is 100% accurate. Thus, EVIC
provides an estimate only of the potential value of making
different decision for patients with and without the poly-
morphism, but it does not provide any information about the
probability that such alternative decisions are wrong. Con-
sequently, an important issue that needs to be addressed is the
role of decision uncertainty when heterogeneity is taken into
account.

Preferences and Choice as Sources of Heterogeneity

Preferences and choices are concepts with important impli-
cations for the study of heterogeneity across individuals.

Preferences as a Source of Heterogeneity

Preferences have been central to how health outcomes have
been valued in CEA, where the primary objective is to
maximize health gain subject to a budget constraint. CEA
often uses quality adjusted life years (QALYs) as a measure of
health gain. Although the QALY can only be assumed to ac-
cord with individual preferences under very strong assump-
tions, quality of life weights are generally taken as reflecting
the preferences of the relevant group of responders (typically
patients or the public). Indeed, some methods used to elicit
quality of life weights for QALYs have a strong basis in pref-
erence theory (e.g., the standard gamble method is derived
from expected utility theory). These methods estimate a rela-
tive value of descriptive health states, which are a represen-
tation of a particular level of health related quality of life
(HRQoL).

Although heterogeneity in preferences was an important
part of the development of the concept of EVIC by Basu and
Meltzer, relatively few studies have addressed the idea of
considering heterogeneity in patients’ preferences. Nease and
Owens (1994) introduced the idea of estimating individual-
ized expected health benefits to realize the value of a guideline
that considers individual patients’ preferences. Using a
decision model for mild hypertension, they showed that
decisions guided on the basis of individualized preference
assessment should be considered cost-effective compared to
average preference estimates. Sculpher (1998) compared dif-
ferent preference-based approaches to treatment allocation
(based on expected individual health, expected individual
cost-effectiveness and free treatment choice by the patient),
revealing that decisions based on expected individual QALYs
and net QALYs are not well correlated with treatment choice.
This probably reflects the limited link between QALYs and
individual preferences. In other words, patients were basing

their treatment choices on criteria not reflected in the deriv-
ation of the QALY.

Choice as a Source of Heterogeneity

An optimal (treatment) choice for an individual patient is
one that maximizes the individual's welfare, utility or
health depending on the elements in his/her objective func-
tion. In the context of healthcare, ex-ante choices are the de-
cisions that a data analyst expects the patients to make based
on some of the observed patient characteristics but without
access to other relevant information and points of views that
patients may face while making actual decisions. This view
contrasts with the notion of treatment selection (or revealed
choices or ex-post choices) which is the individual’s decision
resulting from the interaction of the patient with health pro-
fessionals, relatives and other sources of information that are
relevant for the decision, but were unobserved to the data
analyst trying to predict these choices. This can be oper-
ationalized in the context of, for example, a shared decision-
making model, where patients and health professionals share
information about alternative diagnostic and treatment op-
tions as well as outcome preferences with the aim of making
the best choice among the alternative courses of action. Ex-
post choices can also be driven by anticipated gains and losses.
To the extent that these anticipations are not completely un-
founded and they deviate from the average gain and loss from
a treatment, ex-ante prediction of choices can be substantially
different from ex-post choices. This has implications for policy
making.

A policy concern for many healthcare systems is that pa-
tients’ preferences and choices should be taken into con-
sideration in the decision-making process. NICE, for example,
recognizes this argument as part of its social value statement,
but it also highlights the importance of making adequate
judgments to ensure good use of the limited resources. Less
clear, however, is the extent to which patients” unconstrained
treatment choices can be consistent with the social objective of
maximising health gain subject to finite resources. One pos-
sibility is that patients’ choices can provide some information
about the expected potential health gains from a particular
treatment. In other words, choices provide information on the
extent to which a patient expects (or is expected) to benefit
from an intervention.

In the clinical trials literature it has been reported that
when patients are allocated to their preferred treatments, their
outcomes are affected positively without effect on attrition
rates. This might indicate that treatment works better in pa-
tients who would choose it, irrespective of the causes that
explain loss in follow-up. If ex-ante choices can be used to
predict outcomes, then they could help select treatment as a
form of subgroup analysis. However, findings indicating that
ex-ante choices are not good predictors have also been re-
ported. Although the role of ex-ante choices as predictors is
not clear, this might not be the case for ex-post choices. Given
the process needed to reveal those choices, they are likely to
be more predictive of health outcomes than ex-ante choices. If
so, revealed choices might correlate strongly with many other
unobserved covariates that explain variability in health out-
comes. Thus, by using appropriate statistical techniques,
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individual treatment effects could be estimated and their
heterogeneity at individual level characterized, producing a
better understanding of the joint distribution of potential
health outcomes (potential outcomes are defined, according
to the Rubin'’s causality model, as the observed consequences
(Y) of alternative treatments (t=0,1) in one particular indi-
vidual (i), i.e., the outcome observed de facto and the coun-
terfactual (unobservable), which defines the joint distribution
as G[Yo;Y1]). A research agenda for understanding hetero-
geneity should include new approaches to reveal individual
choices and their role in explaining variability in health out-
comes. This should address alternative study designs and
analytical techniques.

Some governments and health systems value providing
patients with (at least some) unconstrained choices over the
healthcare they receive regardless of the impact on their ul-
timate health outcome. This principle of patient autonomy
may, however, clash with an efficiency objective of maximising
health across population from available resources. That is,
owing to resource limitations, one patient’s choice can be
another patient’s health loss. To the extent that social decision
makers have a more complex objective function which in-
cludes population health and patient autonomy, then eco-
nomic evaluation will need to establish how one objective is
valued against the other.

Conclusions

In conclusion, heterogeneity in decision-making is occupying
an important place in the health research agenda, not only
because there is an intrinsic value for individualization of care
but also because it is consistent with the objectives of maxi-
mizing health under limited budgets. Important conceptual
and methods contributions have made in the past few years;
however, there are still several gaps that require further re-
search. Future investigation should examine the need to pro-
duce a more systematic approach to exploring heterogeneity
(e.g., through subgroup analysis), the incorporation of par-
ameter uncertainty in a more integrative framework with
heterogeneity and the exploration of the role of patient
choices in explaining variation in health outcomes.
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Introduction

The biopharmaceutical industry (including small molecule
drugs, biologics, and vaccines) and the medical equipment
industry (including implantable medical devices, diagnostic
imaging, and other diagnostics) have been major contributors
to both rising healthcare spending and improved quality and
quantity of life globally over the past four decades. Global
spending on biopharmaceuticals reached one trillion dollars
in 2012. Biopharmaceuticals account for between 10% and
20% of healthcare spending in most Organization for Eco-
nomic Cooperation and Development countries, and often a
higher share in developing countries that spend relatively less
on hospital and physician services. The medical equipment
sector is both conceptually less precisely defined and em-
pirically harder to measure. Industry revenues are estimated at
$332 billion (Ernst and Young, 2012), or roughly one-third of
biopharmaceutical industry revenues.

The US remains by far the largest single market for these
industries. For biopharmaceuticals, the US share of global
sales was 34% in 2011, down from 45% in 2000 (Table 1).
Over the past decade growth of biopharmaceutical sales has
slowed to low, single-digit annual growth rates in North
America and Europe, due to patent expiries and genericization
of many major drugs and slower growth of new drugs. This
contrasts with double-digit growth of biopharmaceutical
spending in many emerging markets, particularly China, Bra-
zil, India, and some other countries of Asia, Africa, and Latin
America, reflecting their rising incomes and increased spend-
ing on health care. For medical equipment, the US share is
roughly 45% of global sales.

The economics literature has focused much more heavily
on biopharmaceuticals than on medical devices and diag-
nostics, reflecting both the greater expenditure share of

biopharmaceuticals and the greater availability of data. Eco-
nomic analysis focuses on features that differentiate these in-
dustries from other health services or consumer goods
industries, in particular: high research and development
(R&D) intensity; heavy regulation of all business functions,
including R&D, market access, pricing and marketing; and
complex market environments due to physicians and payers
being major customers, in addition to patients. Economic
analysis has taken both a social welfare/policy perspective and
a firm or industry perspective. From the policy perspective, key
issues related to biopharmaceuticals are the design of intel-
lectual property (IP) rights, regulatory and reimbursement
systems to provide appropriate incentives for R&D, and to
assure appropriate utilization and prices for drugs, devices,
and diagnostics, such that they deliver value for money. From
the firm or industry perspective, key issues include under-
standing the causes of declining R&D productivity and opti-
mal strategic responses; measurement and demonstration of
incremental value of new compounds to regulators and pay-
ers; and development of effective entry and sales strategies for
emerging markets. Because regulation of market access, pri-
cing, and reimbursement are decided by each country separ-
ately, global policy and strategy must consider the interaction
of policies adopted in different countries, in particular, the
many challenges related to segmentation and differential pri-
cing when selling global products in markets that differ vastly
in regulation, IP, and ability and willingness to pay.

This overview article on the economics of these industries
lays out the theoretical issues and major empirical findings,
focusing first on issues related to R&D and then turning to
markets, reimbursement and pricing, promotion, and specific
issues related to vaccines, personalized medicine, and biosi-
milars. Although this article focuses on biopharmaceuticals,
reflecting the much larger literature, it also describes ways in

Table 1 World pharmaceutical markets
Region Pharmaceutical sales (USS$ billion) Percentage of worldwide sales (%)
2006 2011 2016 (estimate) 2006 2011 2016 (estimate)

us 269.78 325.04 368.9 41 34 31
Canada 13.16 19.12 23.8 2 2 2
EU5 125.02 162.52 154.7 19 17 13
Rest of Europe 46.06 66.92 59.5 7 7 5
Japan 65.8 114.72 119 10 12 10
Pharmerging 92.12 191.2 357 14 20 30
Rest of world 46.06 76.48 1071 7 8 9
Total 658.00 956.00 1190.00 100 100 100

Notes: Spending in US$ with variable exchange rates. Pharmerging countries are defined as those with > $1 billion absolute spending growth over 2012—16 and which have GDP per
capita of less than $25 000 at purchasing power parity. Pharmerging markets include China, Brazil, India, Russia, Mexico, Turkey, Poland, Venezuela, Argentina, Indonesia, South Africa,
Thailand, Romania, Egypt, Ukraine, Pakistan, and Vietnam. Rest of Europe excludes Russia, Turkey, Poland, Romania, Ukraine, which are included in the pharmerging markets.

Source: Reproduced with permission from Market Prognosis (2012). Report of the IMS Institute of Healthcare Informatics. Available at: www.imshealth.com (accessed 20.03.13).
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which medical equipment is similar and different. Other art-
icles in this volume provide greater depth on various issues.

R&D: Costs, Regulation, and IP
R&D Costs and Regulation

The biopharmaceutical industry is unusually research inten-
sive. The US research-based industry invests approximately
15% of its sales in R&D, compared with approximately 4%
for US industry in general and 8% for the US-based medical
device industry. The R&D cost of bringing a new medical
entity (NME) to market is currently estimated to be ap-
proximately $1.5 billion (Mestre-Ferrandiz et al., 2012) and
take 5-12 years from discovery through development, clinical
trials, and regulatory approval. New drugs must meet strin-
gent standards of safety, efficacy, and manufacturing quality
before receiving market access approval. Large and lengthy
clinical trials to demonstrate safety and efficacy, with high
failure rates, are major drivers of the high cost per approved
NME. Throughout the 1970s, 1980s, and 1990s, the cost per
approved new drug increased by seven to eight percentage
points per year above general price inflation. Factors con-
tributing to rising cost per NME include not only rising
clinical trial costs but also, more recently, higher failure rates.
The evidence suggests that of drugs entering human clinical
trials, only one in seven or eight reaches approval, compared
to one in five in the 1990s. Rising failure rates reflect both
safety, efficacy, and economic factors. Recent scientific ad-
vances have enabled development of novel therapies, but
predictability remains imperfect. Further, because good
treatments already exist for easier diseases, new drugs must
now either provide significant incremental value relative to
existing drugs that are available as low-priced generics, or
tackle diseases that pose tougher scientific challenges, such as
Alzheimer’s disease and cancer, or target diseases that were
previously ignored due to small populations. Most recently
approved drugs target either specialty conditions (complex,
relatively uncommon diseases treated by specialists) or even
small orphan indications (defined in the US as affecting less
than 200 000 patients per year). In the US in 2010 and 2011,
one-third of new active substances approved had orphan
designation. This reflects the intended incentives provided by
the Orphan Drug Act, which provides special tax credits and
market exclusivities for drugs that receive orphan status, as
well as the very high prices realized by some orphan drugs,
now more than $400 000 per patient per year for some drugs.
It also reflects the granting of orphan status for small indi-
cations for drugs that may subsequently be approved for
other, larger indications - for example, many cancer drugs
serve both orphan and nonorphan indications.

The cost of developing a new drug includes the out-of-
pocket expenses incurred by firms from discovery through first
approval on the successful compound and related failures,
because failures are an unavoidable part of the process. The
full, capitalized cost per approved NME also includes the
opportunity cost of capital invested, because investors must
recoup their opportunity cost in order to continue investing in
R&D. This cost of capital is about half the total cost (Di Masi

and Grabowski, 2007). Although the mean cost is estimated at
US$1.5 billion (Mestre-Ferrandiz et al., 2012), there is sig-
nificant variation with lower costs for rare diseases that ne-
cessarily have smaller trials, and relatively high costs for drugs
to treat high-volume, chronic diseases that require large and
long trials.

R&D expense for medical devices is much lower than that
for drugs. Devices are classified into classes I through III, based
on risk to patients and device novelty. The US Food and Drug
Administration (FDA) has oversight over device safety, efficacy,
and quality, but clinical trials are usually required only for
novel devices classified as class III. Most devices are incre-
mental modifications of existing products and can be ap-
proved by showing ‘substantial similarity’ to an existing
device, without clinical trials. The EU’s CE mark system au-
thorizes either state or private oversight bodies to review safety
and quality, and proof of efficacy is not required. Devices are
therefore often launched earlier in the EU than the US, in
contrast to drugs for which EU launch is often delayed by
reimbursement requirements.

Safety: Benefits and Costs

Market access regulation that requires demonstration of safety
and efficacy entails costs as well as benefits. The appropriate
extent and structure of this regulation has been debated in the
academic and policy literatures. The main economic focus has
been whether the current regulatory approach to drug ap-
proval provides an optimal trade-off between safety and delay.
The benefits of regulation include preventing unsafe and in-
effective drugs from being sold and requiring the production
of unbiased information about drug outcomes, including
risks, benefits, and contraindications as demonstrated in
controlled trials. The statistically significant findings from
clinical trials form the basis for the product label and ap-
proved promotional messages. By revealing the true expected
benefits and risks from drugs before launch, such information
reduces the risk of adverse outcomes and drug withdrawals for
safety reasons.

The costs of market access regulation include increased
development costs, which may keep some potential drugs off
the market, and delay in consumer access to new drugs. The
FDA User Fees (which fund the hiring of additional reviewers)
and the Fast Track and Priority Review regulatory initiatives
have accelerated the review process of new drugs and provided
mechanisms for approval based on surrogate endpoints, with
postlaunch follow-up. Despite some mixed evidence that
more rapid reviews have resulted in more postlaunch adverse
events and drug withdrawals, on balance the evidence from
pharmaceuticals suggests that these initiatives have increased
consumer welfare. For medical devices, the appropriate struc-
ture and requirements for review are still under debate in the
US. Delays in approval relative to the EU are a concern, but so
is the number of recalls of devices approved through the ac-
celerated process. Future economic research is needed on the
optimal structure of market access regulation for medical
devices.



Biopharmaceutical and Medical Equipment Industries, Economics of 79

Patents, Exclusivities, and Other Research and
Development Incentives

The high cost of R&D for biopharmaceuticals (and, to a lesser
extent, medical devices) implies a cost structure with high
fixed costs that can benefit consumers globally but are sunk at
launch, with low marginal cost per pill. Investment in the
costly and risky process of pharmaceutical R&D therefore re-
quires some mechanism to assure a return on successful in-
vestments for originator firms. The standard approach is
patents which grant the innovator a monopoly for the dur-
ation of the patent by barring identical copies. Defining ap-
propriate patent terms and criteria for postpatent generic entry
are critical policy issues. All countries that are members of the
World Trade Organization must recognize 20-year product
patents, running from date of filing, for all products that meet
requirements of novelty and utility, not just pharmaceuticals.

In addition to this basic patent protection that applies to
all types of goods, the US and many other countries have
added regulatory provisions that define certain exclusivity
protections for qualifying originator pharmaceuticals, partially
make-up for patent term lost before launch due to the lengthy
R&D process, and also define entry conditions for generics. In
the US, the 1984 Hatch-Waxman Patent Restoration and
Generic Competition Act extended patent terms and defined
regulatory exclusivities for originators, and eased entry re-
quirements for generic versions of small molecule drugs.
Specifically, Hatch-Waxman provided originator drugs with
up to 5 years of patent restoration to compensate for patent
life lost during R&D and regulatory review, and 5 years of
exclusivity for originator data before generics can reference the
data. For generics, Hatch-Waxman provided an Abbreviated
New Drug Approval (ANDA) pathway that enables generics to
be approved without doing new safety and efficacy trials,
provided they can show bioequivalence to the originator drug
and reference the originator safety and efficacy data. Paragraph
IV provides a 180-day market exclusivity for the first ANDA
generic that successfully challenges originator patents, to
incentivize challenge to dubious patents.

The ANDA provisions greatly reduced the regulatory costs
of approval for generics and facilitated the growth of generics
in the US. The 180-day exclusivity period has led to successful
challenges of many patents, and hence speeded generic entry.
Generics now account for more than 80% of all prescriptions
dispensed in the US, and a higher percentage for compounds
for which generics are available. Unsurprisingly, because
patentability requires that an invention be new, useful, and
nonobvious, original composition-of-matter patents that
apply to new molecules have generally withstood generic
challenge in the US, whereas additional patents filed later on
ancillary features or new delivery systems have more fre-
quently been successfully challenged for failing to meet re-
quirements of novelty and nonobviousness. The requirements
for proof of novelty and nonobviousness differ across coun-
tries. This has led to some products that are patented in the US
being denied patents in countries such as India.

Given the experience of patent litigation and uncertainty
under the Hatch—-Waxman Act, the 2010 Affordable Care Act
(ACA) provisions for a new regulatory approval pathway for
follow-on biologics (biosimilars) has focused on the

regulatory exclusivity period for originator data. This is cur-
rently set at 12 years from the first licensing of the referenced
biologic, in contrast to 5-year data exclusivity for chemical
drugs in the US. Whether this much longer exclusivity period,
combined with more favorable reimbursement for biologics,
potentially distorts R&D choices toward biologics, despite
their lower convenience and higher cost for consumers, is an
important topic for future research. In contrast to these dis-
crepant US data exclusivity periods, the EU grants 10 years of
data exclusivity for both chemical and biologic drugs.

More generally, regulatory exclusivities offer more flexi-
bility of duration and more certainty of enforcement, com-
pared to patents that must run for 20 years from filing but may
be challenged. However, this flexibility may make regulatory
exclusivities more subject to manipulation by special interests.
Given the vastly different costs involved in different types of
biopharmaceutical and medical technology R&D, use of both
patents and the more flexible exclusivities seems optimal.

For medical devices, patents are important but in general
create weaker and less durable market power than for
pharmaceuticals, because it is relatively easy to invent around
a medical device patent using a slightly different product de-
sign. Moreover, entry of incrementally improved, follow-on
devices renders the original design obsolete within a few years,
even if the 20-year patent nominally remains valid.

Although patents are in some respects an efficient and
effective mechanism to incentivize R&D, patents have other
disadvantages besides the inflexible term and uncertain val-
idity already mentioned. In particular, patents operate by
limiting competition and enabling innovator firms to charge
prices above marginal cost, which can lead to suboptimal use
of drugs in the absence of insurance. High price-marginal cost
margins also create strong incentives for promotion. Several
alternatives to patents have been proposed for pharma-
ceuticals, including both ‘push’ programs that provide sub-
sidies to reduce the cost of R&D and ‘pull’ programs that
increase and/or guarantee revenues for companies that bring
new drugs to market, including prizes, patent buyouts, and
advance market commitments. Some of these alternatives have
been applied to R&D for ‘neglected” diseases with prevalence
predominantly in low-income countries, including the ad-
vance market commitment for the pneumococcal vaccine.

Further research is needed on the optimal mix of IP alter-
natives, including patents, exclusivities, and others, for specific
R&D contexts related to drugs, devices, and other technolo-
gies, in order to appropriately reward innovation without
granting inefficient barriers to entry. Such research should
consider how the optimal mix of protections might differ
across countries at different levels of development. Because the
goal of IP or other protections is to provide an appropriate
financial reward to innovators, the optimal type and duration
of IP should ideally also consider the pricing and reimburse-
ment environment, which determines the prices and revenues
that can be earned during the protection period. More on
this below.



80 Biopharmaceutical and Medical Equipment Industries, Economics of

Mergers, Alliances, and Organization of R&D

The basic and translational science underlying many new
drugs is developed in academic institutions, often supported
by government research grants. The traditional mechanism for
developing and commercializing such technologies has been
the creation of start-up companies, usually with venture
capital funding, taking advantage of the Bayh-Dole Act that
encourages private commercialization of publicly funded re-
search. Over the past two decades, thousands of start-up firms
have been formed, many have been acquired by larger, es-
tablished firms, some have failed, and a few have grown to
become fully integrated biotechnology companies. Over time,
the share of new approved drugs that originated with small
firms has grown.

As large pharmaceutical firms have experienced declining
returns on their internal R&D, they are increasingly using
product licensing alliances and outright acquisition of small
firms to source new compounds externally. For the small
firms, such alliances with established biopharmaceutical firms
provide an important source of R&D financing, as well as
regulatory and commercial experience and expertise. The
terms of these alliances and acquisitions are structured to
align incentives and share risk, through payments that are
triggered only if the product achieves certain goals. These
contingent payments include R&D milestone payments,
tiered sales royalties, opt-in options for the licensee in alli-
ances, and contingent valuation rights linked to sales in
acquisitions.

The theoretical literature has hypothesized that formation
of product development alliances may be hampered by
asymmetric information. However, contingent payments in
the deal structure are designed to address both adverse selec-
tion and moral hazard risks. The empirical literature is mixed,
but in general finds that in-licensed products have a higher
probability of success than internally developed products,
which supports the notion that the stringent due diligence
process of alliance formation is more rigorous at weeding out
compounds that will ultimately fail, compared to internal
R&D review processes within large firms.

In addition to alliances with small firms, several large firms
have recently reorganized their drug discovery divisions into
small units that attempt to mimic the entrepreneurial spirit
and incentives of small firms. The compounds that are pro-
duced by these internal units must compete with externally
sourced compounds for scarce resources to fund clinical trials.
Other attempts to increase R&D productivity within large
firms include changes in personnel and organizational struc-
ture, and changes in compensation schemes. Despite all these
attempts to improve R&D productivity, several large pharma-
ceutical companies have cut their R&D budgets recently for the
first time in decades and instituted share buy-back programs,
in response to shareholder concerns about the low return on
R&D investment.

Small firms are not immune to the rising costs of R&D and
high failure rates. Longer and riskier investment cycles and
uncertainty of exit through either acquisition or an initial
public offering have also slowed the flow of venture capital
into formation of early-stage biotechnology companies. This
decline in private equity and venture funding for start-ups has

been partially offset by an increase in alliances directly be-
tween large pharmaceutical firms and academic institutions
and a growth in funding through the corporate venture capital
arms of large biopharma firms. These and other creative fi-
nancing developments suggest that there may be efficiency
gains from facilitating mechanisms to finance the develop-
ment of new products without the formation of new start-up
companies around each idea.

Markets for Biopharmaceuticals and Medical
Technology

Principles of Optimal Insurance

The market for pharmaceuticals in any country depends on
the extent of insurance and on the rules of reimbursement
used by payers to control the effects of insurance on prices and
utilization. Insurance protects consumers against the financial
risk of high drug spending but also makes consumers in-
sensitive to drug prices. Demand-side price sensitivity is fur-
ther undermined by the fact that physicians who prescribe
drugs often lack the information and incentives to make price-
sensitive choices. Inelastic demand of insured consumers
creates incentives for firms to charge higher prices than they
would if consumers were informed decision-makers facing full
prices. To address this insurance-induced price insensitivity,
insurers in most countries use a range of strategies to control
prices and utilization of prescription drugs.

The optimal design of insurance coverage is a critical policy
issue that affects patients’ access and financial exposure, in-
novation incentives for firms, and budget impact for taxpayers
and consumers. In theory, insurance coverage and eligibility
should be designed to encourage optimal utilization of exist-
ing drugs (static efficiency) and optimal incentives for R&D
investment for new drugs (dynamic efficiency) and provide
reasonable financial protection for patients. One proposed
approach to achieving these three goals is that copayments
should be set at marginal cost while the health insurer pays a
top-up payment to the biopharmaceutical firm to reward in-
novation (Lackdawalla and Sood, 2009). In practice, both
marginal cost and appropriate top-up payments are difficult to
observe, and this approach ignores appropriate financial
protection for patients.

An alternative approach, that could in theory achieve sec-
ond-best static and dynamic efficiency and appropriate fi-
nancial protection for patients, is for each payer to make
reimbursement of a drug conditional on meeting an incre-
mental cost-effectiveness ratio (ICER) threshold - for example,
$50 000 per quality-adjusted life-year (QALY) - that reflects
the willingness-to-pay for health gain of that payer’s enrollees
or citizens (Danzon et al. 2012). The firm would be permitted
to price up to the ICER threshold, but this implies that the
price premium would be constrained by the new drug’s in-
cremental benefit relative to the comparator or standard of
care. The payer would also define coverage eligibility to assure
access for patients for whom the drug is cost-effective at the
price charged. Copayments would be modest, to collect some
revenue but assure affordability. This approach encourages
appropriate innovation, by paying a premium for new drugs
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that is based on their incremental value, and assures access for
patients. If all countries with comprehensive insurance set
ICER thresholds unilaterally, based on their willingness to pay
for health, manufacturers would have incentives to set prices
that differ across countries, reflecting countries’ willingness
and ability to pay. This result is broadly consistent with
Ramsey pricing principles applied to R&D as a joint cost.

In practice, pharmaceutical pricing and reimbursement
regulation differs across countries but follows four broad
prototypes: (1) the USA exemplifies free pricing in a pluralistic
insurance market with competing health plans; (2) Europe
exemplifies several approaches to setting price and re-
imbursement in universal insurance systems; (3) Japan ex-
emplifies price regulation in a market where physicians
traditionally dispensed drugs; and (4) many emerging markets
illustrate predominantly self-pay markets for drugs. The fol-
lowing sections describe key economic issues in each of these
prototypical markets.

Free Pricing with Competing Payers: The US

In the pluralistic US healthcare system, no single payer has
sufficient market power to significantly influence prices. Payers
rely primarily on tiered formularies and costsharing to pre-
serve some patient price-sensitivity and to enable payers to
negotiate discounts in return for preferred formulary status.
Although list prices are unconstrained, tiered formularies have
achieved significant discounts in therapeutic classes with close
therapeutic substitutes. However, in classes with few and/or
differentiated products, which includes most specialty drugs
and biologics, payers have not used tiered formularies ag-
gressively to attempt to extract discounts. Rather, they rely
increasingly on specialty tiers with 20-30% coinsurance rates.
However, most patients are protected by catastrophic limits on
costsharing or manufacturer copay coupons, which provides
appropriate financial protection but leaves little if any con-
straint on prices. Launch prices for new drugs therefore con-
tinue to rise, with several more than $100 000 per year or per
treatment course. Similarly, for physician-dispensed biologics,
the reimbursement rules create incentives for high launch
prices, with little constraint from patient costsharing.

By contrast, generic markets in the US are highly price
competitive. High rates of generic entry and penetration,
combined with low generic prices, reflect not only the
Hatch-Waxman provisions requiring bioequivalence with low
entry costs, but also pharmacy substitution and reimburse-
ment rules that assure price-conscious dispensing choices by
pharmacies and patient acceptance of generics. Over the past
15 years, patent expiration on many originator drugs has en-
abled a massive shift toward generics. In 2012, more than 80%
of prescriptions were dispensed generically, up from 47% in
2000, but generics account for only approximately 30% of
sales by value, due to their low prices. Generic penetration
rates are higher and generic prices are absolutely lower in the
US than in many other countries (Danzon and Furukawa,
2011). This has provided significant savings to consumers and
created budget headroom for high-priced new drugs. As the
flow of new generics declines, attention may shift to better

ways to assure value for money while preserving access to new
pharmaceuticals in the US.

Effects of cost sharing

Patient cost sharing is an important feature of health-insur-
ance design, particularly in the US. In theory, optimal cost
sharing balances financial protection of patients against de-
terring overuse of services and excessive pricing. If other con-
straints on pricing or use are also used, then optimal cost
sharing can be lower. Conversely, Garber et al. (2006) show
that at levels of cost sharing that are optimal for patient pro-
tection, prices would exceed levels needed to incentivize op-
timal R&D, assuming current patent design is optimal.
Unsurprisingly, cost-sharing levels are highest and studies of
cost-sharing effects are most numerous in the US.

Because details of cost-sharing structure, levels, stop-loss,
and other controls differ across contexts, generalizations are
problematic. With that caveat, the evidence confirms that
tiered cost sharing affects choices between drugs. Even modest
cost sharing affects utilization and compliance. Recent studies
have focused on the interconnection between utilization of
drugs and utilization of other services, which may be com-
plements (a physician visit may be necessary to get a pre-
scription) or substitutes (compliance with medications may
reduce disease flare-ups and emergency visits). Evidence that
even modest cost sharing for some chronic medications can
significantly affect utilization of more costly medical services
has generated great interest in ‘value-based insurance design,
which would take these complementarities into account in
designing cost sharing. Further research is needed into how
optimal cost-sharing structures differ across disease states and
drug types, and how their effects in practice are modified by
stop-loss limits, manufacturer coupons, and other offsets.

Price and Reimbursement Regulation: The EU

In most industrialized countries with comprehensive insur-
ance, payers control prices and utilization of biopharmaceu-
ticals, with a view to maintaining access while managing
within fixed health budgets. Price regulatory systems use three
prototypical approaches to setting prices, and some countries
use variants of multiple approaches.

Internal referencing
Internal referencing compares the health outcomes with the
new drug relative to one or more existing drugs and grants a
price premium only if the new drug demonstrates superior
safety, efficacy, or other benefits. In principle, this approach
rewards innovation that produces measurable incremental
value. It is usually applied only at launch. Postlaunch price
increases are generally not allowed, and price decreases may
be mandated if total expenditure for a drug exceeds the payer’s
target based on the expected number of eligible patients. These
‘volume-price offsets’ reduce the price in proportion to the
expenditure overrun. This not only keeps expenditure within
target but also deters promotion beyond the target
population.

A special case of internal referencing is ‘reference price re-
imbursement, as implemented in Germany and the
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Netherlands, in which the payer groups drugs based on
similarity of indication, therapeutic effects, and sometimes
mechanism of action. The reference price is the maximum
reimbursement price for all drugs in the group, and if the
actual price is higher, the patient must pay the excess. The
reference price is usually based on a low-priced drug within
the group, which could be a generic. If classes are broadly
defined and ignore significant differences between drugs, this
approach can undermine incentives for incremental innov-
ation within a class. In Germany’s post-2010 approach to drug
pricing, the first step is a formal review of the new drug,
relative to comparators. If the new drug is deemed to offer no
significant improvement it is assigned to a reference pricing
group and is reimbursed at the prevailing reference price. If it
is deemed significantly superior, then a new price is negotiated
or determined by arbitration. Thus this approach recognizes
the importance of benefit evaluation before assigning a drug
to reference pricing.

External referencing

With external referencing, the price of the new drug in country
X is set at the mean, median, or minimum price of the same
drug in a specified set of other countries. This approach is
widely used in the EU, and the external reference may be the
EU average price. This approach undermines the firm’s ability
to maintain price differentials between countries although, as
noted earlier, such differentials are consistent with Ramsey
pricing principles applied to paying for the joint costs of R&D.
Further, external referencing creates incentives for firms to
delay or not launch drugs in small, low-priced countries, if
these prices might undermine potentially higher prices in
other countries. Several studies have found evidence of such
delays and nonlaunch due to referencing within the EU. Thus,
external referencing by one country can lead to spill-over re-
ductions in access and presumably social welfare in referenced
countries.

Parallel trade

Although parallel trade is not a form of direct price regulation,
it has effects similar to external referencing, but on a more
limited scale. Parallel trade (also called commercial drug im-
portation) permits commercial third parties - usually phar-
macies and wholesalers - in one country to import drugs
purchased in other, lower-priced countries, effectively arbi-
traging the price differences. The EU authorizes parallel trade
between EU member countries as part of the general policy of
free movement of goods within the EU.

Although economic theory generally concludes that free
trade increases social welfare by enabling consumers to source
products from lower cost producers and benefit from the
savings, these conditions are generally not met for parallel
trade in drugs. Price differentials for drugs between EU
countries reflect differences in income and regulatory systems,
not differences in production costs, hence there is no resource
efficiency gain from such trade. On the contrary, parallel tra-
ded goods often require repackaging or relabeling which adds
to resource costs. Further, the savings from arbitraging differ-
ences in exmanufacturer prices are largely captured by
middlemen and are not transferred to consumers/payers. If the
net effect of parallel trade is revenue redistribution from

manufacturers to distributors that results in reduced incentives
for R&D, then the efficiency effect of parallel trade is likely
negative.

Cost-effectiveness review

An indirect approach to price control results when the payer
reviews the incremental cost-effectiveness of a new drug,
relative to standard of care, as a condition of reimbursement.
The UK’s National Institute for Clinical Excellence exempli-
fies this approach, with detailed methodological require-
ments and an explicit threshold cost per QALY. Other
countries, including Australia, Canada, and Sweden use
similar approaches. If the manufacturer is permitted to set a
price up to the maximum at which the new drug meets the
ICER threshold, then this approach acts as an indirect control
on price that rewards innovation and enables the manu-
facturer to capture the benefits produced, as required for
dynamic efficiency, but without the payer having to directly
regulate the price.

Conceptually, it is a simple step to convert cost-effective-
ness analysis (CEA) review into an explicit value-based pricing
(VBP) regime. VBP would allow a new drug a price premium
over current treatment commensurate with its incremental
value, which includes both incremental health benefits plus
any cost savings. This VBP might be adjusted postlaunch, if the
evidence on incremental benefits changes. Whether the VBP
should be adjusted if the price of the comparator changes due,
for example, to generic entry, is an important policy question
that requires further research.

Measurement of Value

If payers are concerned to get maximum value from their ex-
penditures on medical care, then measurement of value of
health gain, using CEA and other approaches, is essential. CEA
is used as part of broader health technology assessment (HTA)
programs to evaluate the incremental health-related effects
and costs of new technologies, including drugs, relative to
existing technologies. This approach was adopted in the 1990s
in Australia, New Zealand, the UK, and Canada, and variants
have since been adopted in an increasing number of countries
in Europe and more recently in Asia and Latin America. In the
us, there is growing interest in comparative-effectiveness re-
search, but with political reluctance to explicitly use cost per
QALY or other outcome measures to make reimbursement
decisions. CEA grew out of more general HTA, as payers
sought more systematic, evidence-based approaches to re-
source allocation and adoption of costly new technologies
within limited budgets.

Implementing value measurement raises both theoretical
and practical issues that are being worked out as payers at-
tempt to apply CEA to regulation of pharmaceutical use and
prices. Practical questions include what types of evidence to
use and how to deal with the inevitable gaps in evidence,
especially at launch; use of risk- or cost-sharing contracts when
evidence is uncertain; and use of CEA as one among several
criteria considered by decision makers. Considerable progress
has been made over the past two decades in both theory and
measurement of value, primarily using QALYs. Although many
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criticisms remain, similar and other criticisms are likely to
apply to any alternative metric that attempts to provide a
unidimensional measure of value that can compare outcomes
across different health interventions. Until superior alter-
natives are developed, QALYs are likely to remain widely used.

Physician Dispensing

Pharmaceutical reimbursement raises unique issues in coun-
tries with physician dispensing. Japan, Taiwan, and South
Korea have traditionally exemplified this approach, but
each has recently taken steps to separate prescribing and dis-
pensing, in contrast to China where most drugs are still pre-
scribed and dispensed in hospitals and clinics. Simple
economic theory and casual observation suggest that where
physicians dispense the drugs that they prescribe and can
profit from the margin between a drug's acquisition cost and
their reimbursement, manufacturers will offer discounts in
order to increase this profit margin. The financial incentives of
physicians may, therefore, lead to excessive prescribing and
bias toward high-margin drugs. Japan traditionally mitigated
this effect by biennial review of acquisition prices and
downward revision of reimbursement prices to squeeze the
margin.

Since 2000, Japan, South Korea, and Taiwan have all taken
steps to encourage switching to pharmacy dispensing. The
fundamental challenge is that if dispensing income is a sig-
nificant fraction of total income for physicians, then payers are
under pressure to increase other payments to physicians, in
addition to now paying pharmacy dispensing fees, which may
increase total expenditures. Japan took a gradual, incentive-
based approach, paying increased prescription issuance fees
for physicians and dispensing fees for pharmacists. The share
of prescriptions dispensed through pharmacies has increased
to more than 60% in 2011, but cost savings are uncertain
because of the additional fees. Korea abruptly required that
physicians cease dispensing drugs, which led to physician
protests, increased fees, and apparently a shift to higher priced
drugs. In response to physician protests, Taiwan allowed
clinics affiliated with physician offices to continue dispensing
as long as they hired a pharmacist and paid additional fees.
Hence, again there has been no reduction in total medical
expenditures. Thus, although the evidence suggests that
physician prescribing does distort utilization, changing this is
not easy and may lead to higher, not lower expenditures, at
least in the short run.

Promotion

Biopharmaceuticals

Because the potential benefits and risks of pharmaceuticals
are intrinsically nonobvious, providing information to
physicians and consumers about a drug’s potential effects is
critical to its appropriate use. Such information dissemin-
ation is provided and financed largely by pharmaceutical
firms, through detailing of physicians, journal advertising,
distribution of free samples, and direct-to-consumer adver-
tising (permitted only in the US and New Zealand), subject
to regulations that differ across countries. The economic and

policy issues raised by such types of pharmaceutical pro-
motion are discussed in another part of this encyclopedia.
Estimates of the advertising-to-sales ratio in the US range
from 6.7% to 18%. The highest estimates include samples
valued at retail prices, which significantly overestimate the
cost of samples to firms. High advertising-to-sales ratios re-
flect both the fact of multiple customers - physicians, pa-
tients, and payers - and the incentives created by inelastic
demand resulting from extensive insurance coverage and
high price-to-marginal cost ratios.

The economic literature on promotion is mainly from
the US. It suggests that advertising may be both informative
and persuasive, and both characteristics apply to some
pharmaceutical advertising. Implications for public health and
welfare depend on whether or how far advertising raises
brand-specific versus industry-wide demand, impacts drug
costs, and impacts competition and prices. Empirical evidence
is mixed but suggests that consumer advertising is more
effective at enlarging the general market, through more phys-
ician contact, expanded treatment, etc., whereas physician
advertising is primarily persuasive, although the informative
role is likely to be greater early in a drug’s lifecycle. There is no
strong evidence that either consumer or physician-directed
promotion raises prices. An overall welfare assessment would
require a balancing of complex benefits and costs, and con-
clusions may depend on type of drug, stage of lifecycle, and
other factors that affect the relative magnitude and value of
information versus persuasion.

Medical devices

Promotion of medical devices and equipment varies by sector,
depending on the user/decision-maker, usually a hospital.
However, for complex, implantable devices such as hips or
stents, the surgeons who insert the devices may also be major
customers because their ease of use with a device affects their
time required and willingness to use a device. Such devices
require promotion by technically qualified, skilled sales-
persons who may also play an important role in training the
surgeons on how to use the devices. The empirical evidence
suggests significant economies of scale in device marketing.
This is plausible, because larger firms that produce a full range
of products for a particular medical specialty, for example,
orthopedics, can spread the fixed costs of hiring and training a
dedicated salesforce that promotes only their products,
whereas smaller firms that produce only one product may
have to rely on general distributors who handle competitors’
products. Such economies of scale in marketing are plausibly
one factor accounting for the general pattern that small-device
firms with good products are usually acquired by larger firms,
rather than attempting to seek external financing to grow as
independent competitors. Comprehensive data on promo-
tion, sales, and pricing are not available for devices as it is for
drugs, hence this remains an important area for future
research.

Emerging Markets: Self-Pay for Pharmaceuticals

Pharmaceutical markets in developing countries differ from
those of industrialized countries in that insurance coverage
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for drugs is very limited, with most people paying directly
out-of-pocket, especially those at lower income levels. Theory
suggests that manufacturers might seek to practice price dis-
crimination - charging lower prices in these countries than in
higher-income countries - if they were assured that the drugs
would not be exported to, or their lower prices would not be
referenced by, higher-income countries. Similarly, price dis-
crimination between rich and poor consumers within these
countries would also increase sales for companies and access
for consumers, if it were feasible. However, government
policies, distribution systems, and other factors undermine
market segmentation in developing countries, although cor-
porate strategies such as dual branding, direct distribution to
providers, and consumer coupons can be effective for some
drugs. Inefficient distribution systems also pay a role in
raising retail prices to consumers, regardless of prices charged
by manufacturers in many developing countries.

The global nature of pharmaceutical R&D raises issues of
appropriate cross-national price differentials to share the
joint costs. Theoretical models of monopoly pricing using
either price discrimination or uniform pricing and models of
Ramsey pricing applied to payment for the joint costs of R&D
suggest that differential pricing is welfare superior to uniform
pricing across countries. Assuming that higher-income
countries have more inelastic demand, this implies that
richer countries should pay higher prices than poorer coun-
tries, and this is consistent with most norms of equity. The
principle of differential pricing between the richest and
poorest nations is widely accepted in policy debates. How-
ever, in practice, consensus breaks down on appropriate price
differentials and absolute price levels, particularly for mid-
dle-income countries with emerging middle classes but large
poor populations.

The evidence suggests that drug prices are higher, relative to
average per capita income, in low- and middle-income coun-
tries. This applies to generics as well as on-patent drugs.
Relatively high prices in low- and middle-income countries
partly reflects the highly skewed income distributions, which
create incentives for firms to target the more affluent segment
(Flynn et al., 2006). Further, because regulatory systems in
these countries do not require that generic copies be bioe-
quivalent to the originator, quality uncertainty leads producers
to compete on brand, using both brand and high price as a
proxy for quality (Danzon et al., 2011). In such markets, only
the lowest-quality firms compete on price. However, regu-
latory requirements for bioequivalence of all generics would
likely put many local firms out of business. Thus, the obstacles
to reform are primarily political.

Vaccines

Preventive vaccines are biologics but differ from other bio-
pharmaceuticals in important aspects. The external costs of
infectious diseases imply external benefits from effective vac-
cines, and this has motivated public mandates, purchasing,
and subsidies for vaccines in most countries and government
subsidies to supply for particular products, such as Project
Bioshield in the US. Relatively small market size and con-
centrated purchasing have contributed to the existence of few

or sole suppliers of most individual vaccines in the US, which
has resulted in shortages when the sole supplier experiences
production problems.

A considerable literature has examined the cost-effect-
iveness of different vaccines in different contexts spanning
both developed and developing countries, and appropriate
policy responses to both suboptimal private demand and
sole supplier markets. Policies to promote investment in
vaccine R&D include push and pull incentives for the private
sector, public production, and the no-fault Vaccine Injury
Compensation Program that was implemented in the US
in 1986.

After decades of being considered a neglected R&D sector,
the past decade has seen a resurgence of interest in vaccines,
with several large pharmaceutical companies and many
smaller companies entering the US and EU markets, and
several WHO-qualified suppliers of vaccines, from India and
South Korea, now selling the majority of vaccines to emerging
and middle-income countries. Thus, future research must
consider factors that differentiate vaccines from other biolo-
gics and are common across all or most vaccines and market
contexts versus factors that are specific to a particular vaccine
or market context. The conditions for purchasing and sup-
plying vaccines differ significantly across countries. Identifying
these differences and their effects is a necessary part of gen-
eralizing about vaccine economics and appropriate vaccine

policy.

Diagnostic Imaging

Like biopharmaceuticals, diagnostic imaging, including
computed tomography, magnetic resonance imaging, posi-
tron emission tomography, and other technologies, poses
challenges related to achieving appropriate use, pricing, and
R&D incentives. However, the context and solutions are very
different because these are durable machines with high fixed
costs but low marginal cost to hospital or physician pur-
chasers. Although a hospital may own the machine, the de-
cision to order a scan is usually made by a physician who is
not the same as the radiologist who interprets the scan and is
reimbursed. These basic economic issues related to imaging
are discussed in another article, focusing on the USA. An-
other article reviews the reimbursement approaches used in
different countries and then discusses the empirical evidence
on differences across countries in number of scanners, rates
of scans, and expenditures as a percentage of healthcare
spending are described in another part of this encyclopedia.
These articles establish a foundation and some interesting
facts but point out the need for more research in this
important area.

Conclusion

The biopharmaceutical and medical equipment industries pose
many interesting economic questions that are different from the
textbook economic industries or the health services sectors. Like
health services, the role of insurance is fundamental in affect-
ing demand. However, because these are research-intensive
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industries, optimal insurance and reimbursement design must
consider effects on producers’ incentives, short and long run, as
well as effects on consumer protection. Much progress has been
made in understanding the economics of R&D, effects of
regulation, promotion, and pricing and reimbursement, par-
ticularly for biopharmaceuticals. But this remains a fertile field
for future research.

See also: Cross-National Evidence on Use of Radiology. Markets
with Physician Dispensing. Patents and Regulatory Exclusivity in the
USA. Pharmaceutical Pricing and Reimbursement Regulation in
Europe. Pricing and Reimbursement of Biopharmaceuticals and
Medical Devices in the USA. Regulation of Safety, Efficacy, and
Quality. Research and Development Costs and Productivity in
Biopharmaceuticals. Vaccine Economics. Value of Drugs in Practice
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Introduction

Although the biotech industry is a relatively new source of
medical therapies - its first new drug approvals came in the
early 1980s - it has recently become a major source of drug
industry growth and innovation. New biological entities
(NBEs) have a significantly higher likelihood of being a first-
in-class or novel introduction compared with other new drug
entities (Grabowski and Wang, 2006). For example, the on-
cology class has experienced the introduction of breakthrough
monoclonal antibodies and targeted biological agents re-
sulting from increased knowledge of the molecular mech-
anisms for cancer (DiMasi and Grabowski, 2007a). Substantial
improvements in survival, morbidity, and patients’ quality of
life have been documented in diseases previously resistant to
successful treatment, such as aggressive HER-2 positive breast
cancer (Smith et al, 2007) and disability associated with
rheumatoid arthritis (Weaver, 2004).

Although NBEs have been an important source of bio-
pharmaceutical innovation, they have also accounted for a
rising share of overall drug expenditures in the US and
worldwide. They now account for approximately one-quarter
of all the US expenditures on pharmaceuticals and represent
approximately half of all products in clinical testing (Trusheim
et al., 2010). NBEs for oncology patients and other indications
also can cost tens of thousands of dollars per course of treat-
ment. They are also frequently targeted to life-threatening and
disabling diseases. These facts and trends have made bio-
logical entities an increasing focus of attention for policy-
makers and payers grappling with rising healthcare costs and
budgets.

A recent development in Europe and the US is the estab-
lishment of an abbreviated pathway for the so-called biosi-
milars - biological products that are similar to, but not
identical with, a reference biological product in terms of
quality, safety, and efficacy. Biologics are typically more com-
plex molecules than small-molecule chemical drugs. Biologics
are manufactured not through chemical synthesis but through
biological processes involving manipulation of genetic ma-
terial and large-scale cultures of living cells, where even small
changes to the manufacturing process may lead to clinically
significant and unintended changes in safety and efficacy. As a
result, establishing that a biosimilar is ‘similar enough’ to
achieve comparable therapeutic effects in patients is a much
more challenging task for companies and regulators than es-
tablishing bioequivalence for generic chemical drugs. Biosi-
milars generally require analytical studies, animal testing data,
and some clinical trial evidence on safety and efficacy to gain
approval. Biosimilars can provide an important new source of
competition to established biological entities. A key issue at
the present time is how this competition is likely to develop
and how it will influence expenditures for biopharmaceuticals
by payers and consumers, investment in innovation, and the

research, development,
manufacturers.

The EU has had a framework in place for approving
biosimilars since 2005. The European Medicines Agency
(EMA) has issued general and class-specific guidelines in
six classes and has approved biosimilars in three product
classes - somatropins, erythropoietins, and granulocyte
colony-stimulating factors (G-CSFs). The experience of bio-
similars in various European countries is considered later in
this article.

In March 2010, as part of the overall Patient Protection and
Affordable Care Act, the US Congress created an abbreviated
pathway to approve biosimilars. The Food and Drug
Administration (FDA) is in the process of implementing the
law, including consulting with potential entrants and de-
veloping and releasing for public comment draft guidelines.
The US situation is of particular interest as it has been the
center of biotech innovation and the country with the largest
expenditures on biological products. Although the US has a
strong history of generic drug utilization, until the 2010 Act,
there was no corresponding pathway for biosimilar entry.

In this article, the authors first discuss regulatory, re-
imbursement, and economic factors that will affect how
competition between branded biologics and biosimilars may
evolve. These factors are based on current market dynamics
including initial European biosimilar experiences, the pro-
visions of the new US law enacted in 2010, and the US ex-
periences under the Hatch-Waxman Act. Taking into account
the scientific, manufacturing, and other differences between
biologics and chemically synthesized drugs, and between the
regulatory frameworks governing each, expected biosimilar
competition is then compared and contrasted with generic
competition. Finally, the likely impact of biosimilars on cost
savings is briefly assessed and potential impacts on innovation
incentives in the biopharmaceutical industry is discussed.

and marketing processes for

Biosimilar Experience in the European Union

The EU has had in place a well-defined regulatory pathway for
biosimilars for several years. In October 2005, the European
Commission adopted an EMA framework for the approval of
biosimilars. The framework includes an overarching set of
principles; general guidelines on quality, safety, and efficacy;
and guidelines specific to product classes. To date, the EMA
has issued guidelines in six therapeutic classes. Guidance is
under development for three other major types of biologics:
monoclonal antibodies, recombinant follicle-stimulating
hormone, and recombinant interferon beta. Other countries
have used a European-like approach, including Canada
(where biosimilars are termed ‘subsequent entry biologics’
(SEBs)) and Japan. Australia adopted the EU guidelines in
August 2008.
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The EMA has required at least one Phase II or III clinical
trial for biosimilars to demonstrate similar safety and efficacy
to their reference molecules. As opposed to the legislative
biosimilar framework in the US, in which the FDA approves
applications as biosimilars or interchangeable biosimilars, the
EMA framework does not result in any findings of inter-
changeability, and questions of substitution are left to the
member states to regulate. Local substitution laws differ across
the EU member states, with some including explicit prohib-
itions on automatic substitution for biologics (such as Spain
and France).

Since 2006, 14 biosimilar products in three therapeutic
classes - erythropoietins, somatropin, and granulocyte
colony-stimulating factors (G-CSFs) - have been approved,
referencing four innovative products, and 13 are currently
marketed in Europe. Three applications for biosimilar human
insulin (with different formulations) were withdrawn in
December 2007, based on failure to demonstrate compar-
ability, and one approved product was later withdrawn
(Table 1).

Empirical Evidence from Biosimilars in the European Union

Germany has exhibited the highest level of aggregate demand
and market share for any biosimilar product (erythropoietin).
To date, Germany's Federal Healthcare Committee, which
decides which products and services are reimbursed, has em-
braced biosimilars wholeheartedly. In addition to a reference
pricing system in place for biosimilars, Germany has specific
targets or quotas for physician and sickness funds for biosi-
milars that vary by region. Furthermore, Germany is a main
source of biosimilar manufacturing in Europe, and biosimilar
companies generally enjoy strong reputations with healthcare
providers.

Uptake in other European countries has been slower. In
some cases, this reflects later biosimilar entry dates and the
timing of reimbursement approval by government payers.
Although evidence from experiences in Germany or other
European countries with biosimilar substitution are not dir-
ectly applicable to other markets, given differences in the
markets and pricing, access, and reimbursement systems, they
nevertheless suggest that over time, payers, physicians, and
patients will accept biosimilars.

Table 2 summarizes biosimilar shares in five large Euro-
pean countries: France, Germany, Italy, Spain, and the UK, for
the therapies somatropin, erythropoietin alpha, and G-CSF
from 2007 to 2009. The extent of biosimilar penetration var-
ied substantially both across therapies within a country and
across countries for the same therapy. In Germany, the biosi-
milar erythropoietin alpha accounted for 62% of total biosi-
milar and innovator product units sold in 2009, within 2 years
of its launch; by contrast, in France, Italy, Spain, and the UK,
biosimilar erythropoietin alpha had less than a 5% share in
2009. Biosimilar market shares for G-CSF in 2009 ranged from
21% (UK) to 7% (Spain). However, there is evidence that
biosimilar G-CSF shares have grown rapidly in several Euro-
pean countries since 2009 (Grabowski et al., 2012). In par-
ticular, a study undertaken by IMS Health found that
biosimilars in the G-CSF class had shares more than 50% in

Germany, France, and the UK by the third year after launch,
and characterized the market for this class in these counties as
being commodity-like and mainly controlled by payers (IMS,
2011a). In contrast, the shares for somatropin are lower than
the other two classes in most European countries, reflecting
conservative physician prescribing and a differentiated market
with competition based on price, promotion, and delivery
device-based patient convenience.

Biosimilar market development (and share uptake) may
differ between European countries and the US, given the dif-
ferences between their healthcare systems. For example, the US
is more litigious than Europe; thus, the FDA may decide to
proceed more cautiously and require more clinical data than
the EMA has in the past. This broad generalization may not
always hold true; however, in the US, the FDA approved
Sandoz’s enoxaparin sodium abbreviated new drug appli-
cation (ANDA) as a fully substitutable generic (referencing
Lovenox™) requiring no clinical evidence. In contrast, the
EMA requires clinical data to approve a biosimilar application
for a low molecular weight heparin. Future research com-
paring biosimilar market attitudes and experience in European
countries, countries with a European-like approach (e.g.,
Australia, Japan, and Canada), the US, and other nations (e.g.,
the so-called ‘BRIC’ nations of Brazil, Russia, India, and
China) is needed. Given the significant differences in the
regulatory, medical delivery, and reimbursement systems be-
tween less-developed and more-developed nations, the pattern
of biosimilar competition may also be very different.

The United States Biologics Price Competition and
Innovation Act

The Biologics Price Competition and Innovation Act of 2009
(BPCIA), enacted as part of the Patient Protection and
Affordable Care Act of 2010 (PPACA), created an abbreviated
pathway for the FDA to approve biosimilars. This legislation
complements the 28-year-old Drug Price Competition and
Patent Term Restoration Act of 1984 (generally referred to as
the Hatch-Waxman Act), which provides a clear path for
generic drug entry in the case of new chemical entities (NCEs)
approved under the Food, Drug, and Cosmetic Act (FD&C
Act) through the ANDA process. Through that process, generic
drugs demonstrated to be bioequivalent to off-patent refer-
ence drugs may be approved without the submission of clin-
ical trial data on efficacy and safety. ANDA approval requires a
finding that the generic drug is bioequivalent to its reference
drug and has the same active ingredient(s), route of ad-
ministration, dosage form and strength, previously approved
conditions of use, and labeling (with some exceptions). Some
initially marketed biologic products were approved under the
FD&C Act, such as human growth hormones. However, most
large molecule biologic medicines were approved under the
Public Health Service Act and have not been subject to generic
competition under the ANDA process of the Hatch-Waxman
Act. Biologic medicines approved under the Public Health
Service Act will now be subject to competition from products
coming to market through an expedited biosimilar approval
process - relying at least in part on the innovator’s package of
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Table 2 Initial biosimilar competition in selected EU countries:
Market share evidence

Biosimilar unit share of the molecular entity

France Germany Italy Spain UK
Somatropin
2007 2% 3% 6% 1% 0%
2008 10% 6% 17% 1% 0%
2009 16% 8% 27% 5% 1%
Erythropoietin alpha
2007 0% 0% 0% 0% 0%
2008 0% 35% 0% 0% 0%
2009 4% 62% 0% 4% 1%
GCSF
2007 - - - - -
2008 0% 1% 0% 0% 2%
2009 7% 17% N/A 9% 21%

Note: Biosimilar share of unit sales are measured based on Defined Daily Dose.
Biosimilar G-CSF was not launched until 2008, so biosimilar shares for 2007 are not
reported in Table 3. For G-CSF in Italy in 2009, the biosimilar share is recorded as N/A
to reflect insufficient data for calculating a biosimilar share — fewer than 5000 DDDs
were reported in the data for combined innovator and biosimilar unit sales in Italy that
year.

data or a prior FDA approval - for the first time as a result of
the BPCIA.

The key provisions of the new legislation establishing an
abbreviated pathway for the FDA to approve a biosimilar are:

® Biosimilarity: A biosimilar does not have to be chemically
identical to its reference product but must be “highly
similar to the reference product notwithstanding minor
differences in clinically inactive components” and there
must be “no clinically meaningful differences, in terms of
safety, purity, and potency.” (PPACA, Section 7002 (b)(3))

e Interchangeability: The FDA may deem a biosimilar inter-
changeable with its reference product if it can be shown
that it “can be expected to produce the same clinical result
as the reference product in any given patient” and that “the
risk in terms of safety or diminished efficacy of alternating
or switching between use of the biological product and the
reference product is not greater than the risk of using the
reference product without such alternation or switch!”
(PPACA, Section 7002 (k)(4)) The first biosimilar shown to
be interchangeable is entitled to a 1-year exclusivity period
during which no other product may be deemed inter-
changeable with the same reference product.

® Regulatory review: The FDA will determine whether a
product is biosimilar to a reference product based on step-
wise consideration of analytical, animal-based, and clinical
studies (including the assessment of immunogenicity and
pharmacokinetics or pharmacodynamics). In February
2012, the FDA released the first three documents in a set of
guidance documents for the development of biosimilars
under BPCIA.

® Regulatory Exclusivity for the innovative biologic: Bio-
similar applications may be submitted beginning 4 years
after FDA approval of the reference innovative product.
Before the FDA can approve a biosimilar using the

abbreviated pathway, there is a 12-year period of ex-
clusivity following FDA approval of the innovative bio-
logic. An additional 6 months of exclusivity is available
for the reference innovative biologic if pediatric-study
requirements are met, which applies to both the 4- and
12-year exclusivity periods. The most important (and
contentious) of these exclusivity provisions is the 12 years
of exclusivity for an innovative biologic before a biosi-
milar can enter using an abbreviated application. This 12-
year exclusivity term is referred to as regulatory exclusivity
in distinction from the exclusivity afforded through pa-
tents granted by the US Patent and Trademark Office.

® Limitations on 12-year exclusivity: Several types of licen-
sures or approvals are not eligible for 12-year exclusivity,
including: (1) a supplemental biologics license appli-
cation (sBLA) for the reference biologic; (2) a subsequent
BLA filed by the same sponsor, manufacturer, or other
related entity as the reference biologic product that does
not include structural changes in a biologic’s formulation
(e.g., a new indication, route of administration, dosing
schedule, dosage form, delivery system, delivery device, or
strength); or (3) a subsequent BLA filed by the same
sponsor, manufacturer, or other related entity as the ref-
erence biologic product and that includes structural
changes in a biologic’s formulation but does not result in
improved safety, purity, or potency.

® Reimbursement: A potential disincentive for biosimilar
adoption is mitigated by setting the reimbursement for a
biosimilar under Medicare Part B at the sum of its Average
Selling Price (ASP) and 6% of the ASP of the reference
biologic.

® Patent provisions: The BPCIA requires a series of poten-
tially complex private information exchanges between the
biosimilar applicant and reference product sponsor, fol-
lowed by negotiations and litigation, if necessary. In
contrast to the patent provisions for NCEs under the
Hatch-Waxman Act, there is no public patent listing
akin to the Orange Book, no 30-month stay when a patent
infringement suit is brought, and no 180-day exclusivity
awarded to the first firm to file an abbreviated application
and achieve a successful Paragraph IV patent challenge.

Food and Drug Administration Regulations and the
Costs of Developing a Biosimilar

The new law authorizing biosimilars gives broad latitude to
the FDA to define the process and standards for approval. FDA
decisions will affect both the demand for and the supply of
biosimilars:

® The level of evidence required will affect the costs of market
entry, the number of biosimilar entrants, and the assets and
capabilities required to compete successfully.

® The level of clinical trials and other evidence required to
establish interchangeability or similarity will also poten-
tially affect the level of market adoption, as greater levels of
evidence may increase physicians’, payers, and patients’
confidence in a biosimilar medicine.
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e Naming conventions and pharmacovigilance requirements
for biosimilars will affect market entry and perceptions of
substitutability by physicians, payers, and patients, as well
as safety monitoring after launch.

® Whether data on one indication can be extrapolated to
others - absent additional clinical trials in that patient
population will have an impact on entry decisions, per-
ceptions of substitutability, and biosimilar market uptake.

e Definitions of what constitutes changes in ‘safety, purity,
or potency, as they are applied to determine whether a
12-year exclusivity is to be authorized for next-generation
products will affect biotech investor incentives.

Criteria for Establishing Biosimilarity

The initial draft guidance documents released by the FDA in
February 2012 state that “FDA intends to consider the totality of
the evidence provided by a sponsor to support a demonstration
of biosimilarity” (emphasis added). For a given biosimilar ap-
plication, the FDA draft guidance notes that “(t)he scope and
magnitude of clinical studies will depend on the extent of re-
sidual uncertainty about the biosimilarity of the two products
after conducting structural and functional characterizations and
possible animal studies”” (Food and Drug Administration
(FDA), 2012a, pp. 2, 12). Theoretically, this could encompass, at
one extreme, only a bioequivalence study (similar to what is
required for generic approval under Hatch-Waxman) or, at the
other extreme, when science and experience require more data, a
full program of clinical studies equivalent to that included in a
biologic’s license application.

FDA officials, in a New England Journal of Medicine
publication, had previously stated that “[a]lthough additional
animal and clinical studies will generally be needed for pro-
tein biosimilars for the foreseeable future, the scope and extent
of such studies may be reduced further if more extensive fin-
gerprint-like characterization is used.” (Kozlowski et al., 2011,
p. 386) In the future, the agency hypothesizes, the current
state-of-the-art for analytic characterizations may advance to
allow highly sensitive evaluations of relevant product attri-
butes and permit a ‘fingerprint-like’ identification of very
similar patterns in two different products (such strategies were
cited in the FDA’s approval of the Sandoz ANDA for enox-
aparin sodium, a complex mixture, mentioned later in this
article.)

The costs of an FDA submission for the US approval could
be lower for biosimilars already on the market in Europe if the
biosimilar can rely on previously undertaken European clinical
trials, at least for some products. In its draft guidance documents
released in February 2012, the FDA noted it will accept clinical
studies undertaken for approval in other jurisdictions under
certain circumstances, when justified scientifically and when
accompanied by ‘bridging’ data. However, it also noted, “[a]t this
time, as a scientific matter, it is unlikely that clinical com-
parisons with a non-US-licensed product would be an adequate
basis to support the additional criteria required for a de-
termination of interchangeability with the US-licensed reference
product,” and the specific data requirements for products will be
determined by the FDA on a case-by-case basis. (Food and Drug
Administration (FDA), 2012b, p. 8.)

If the FDA requires significant clinical trial evidence, ap-
provals for biosimilars, as compared with generics, will require
a much bigger investment. The cost for biosimilar approval
will depend on the number and size of the necessary clinical
trials, the number of indications involved, and other specific
FDA requirements. The current requirement for a BLA is
typically two large-scale Phase III pivotal trials. If the FDA
requires at least one Phase II/III type study comparable to
those undertaken by innovators, then the out-of-pocket costs
will likely be in the range of US$20 million to US$40 million
for the studies alone. In addition, the preclinical costs asso-
ciated with biosimilars may in some cases be higher for bio-
similars than for innovative products, as they entail modifying
the production process to achieve a specific profile that very
closely approximates the reference product without the benefit
of the innovator’s experience. Others have estimated that for
very complex biologics such as some monoclonal antibodies,
biosimilar development costs could total US$100 million to
US$200 million and take 8 or more years to bring a product to
market (Kambhammettu, 2008). In contrast, the cost of
completing bioequivalence studies for generic drugs is esti-
mated to be only US$1 million to US$2 million.

Regulatory Requirements for an Interchangeability
Designation

Another key regulatory issue will be the analytical and clinical
evidence required to deem a biosimilar interchangeable with
its reference product, thus enabling automatic substitution
without physician approval, subject to relevant state laws.
Under the BPCIA, for products used more than once by pa-
tients (the majority of biologics), the biosimilar sponsor will
need to demonstrate that switching between the biosimilar
and reference product poses no additional risk of reduced
safety or efficacy beyond that posed by the reference product
alone. Postapproval interchangeability assessments may
require a strong postmarketing system and evaluation of
postmarketing data.

Achieving an FDA finding of interchangeability may be as-
sociated with far greater development costs than achieving a
determination of biosimilarity, so it may be limited initially to a
select few examples where molecules meet certain tests for es-
tablishing ‘sameness’ through differentiated characterization or
other available technology. For instance, the availability of dif-
ferentiated analytical characterization technology supported the
FDA's approval of Sandoz’s ANDA for generic enoxaparin so-
dium (referencing Lovenox™). Although not a biosimilar
(Lovenox™, a chemically synthesized product derived from
natural sources, has been described as a complex mixture), the
factors that the FDA cited in its approval may give some insight
into the Agency’s current approach and how continued tech-
nological change could influence the evidence necessary to es-
tablish interchangeability in the future.

For classes of more complex biologics, applications for
biosimilarity will likely require some clinical trial data in order
to be approved and costly switching trial data in order to be
deemed interchangeable. Many firms may elect not to make
the investments necessary to pursue interchangeability ini-
tially, given the current state of scientific knowledge regarding
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biosimilars and high levels of regulatory uncertainty. This is in
contrast to small-molecule generic drugs, where an ‘A’ rating
by the FDA recognizes the products as therapeutically
equivalent and eligible for substitution by pharmacists with-
out physician approval, subject to state substitution laws, thus
driving rapid share loss by the branded reference product.

Manufacturing Costs

The ongoing cost of manufacturing biological entities is also
significantly higher than for chemical entities. Biosimilar
manufacturers may need to construct expensive plants or ob-
tain long-term lease or purchase agreements with third parties
that have an FDA-approved facility if they do not already have
excess suitable manufacturing capacity. In any event, the cost
of entry for biosimilars in terms of plant capacity is likely to be
an order of magnitude higher than for generic drug products
(which may total only USS$1 to US$2 million) and may be
closer to two orders of magnitude higher. The high costs of
entry - particularly the substantial capital requirements - are
likely to restrict the number and types of biosimilar entrants,
at least initially. Furthermore, initial entry is likely to be lim-
ited to the biologics with the largest revenues and those where
scientific and market feasibility have been demonstrated in
Europe.

The Perspectives of Healthcare Payers, Providers,
and Patients

Reimbursement and Payer Considerations

Payer reimbursement policies and access control mechanisms
also can substantially affect the extent and speed of biosimilar
uptake. Consistent with relevant local laws, regulations, and
practices, payers will develop coverage and reimbursement
policies and make individual pricing, reimbursement, and ac-
cess decisions for biosimilars and their branded reference
products.

Cost sensitivity and willingness to encourage the use of
biosimilars in place of their reference therapies may vary across
different payers, including private insurers and public payers.
Payer controls that restrict patient and physician therapy choice
and access may also vary according to the setting in which care
occurs (e.g., inpatient hospital or physician office), whether the
biosimilar is rated interchangeable, the therapeutic indication
and disease severity (e.g., oncology or growth disorders), as well
as other factors.

Private insurers

Historically, in the US, managed care plans have been reluctant
to restrict access or pursue aggressive cost-control measures
because many biologic therapies are: (1) targeted to life-threa-
tening illnesses such as cancer or other diseases that involve
serious disability and (2) often lack close substitutes. In add-
ition, biologics that are dispensed by physicians are often
managed within plans as medical benefits rather than pharmacy
benefits and are typically less subject to centralized controls or
formulary restrictions. This has been changing over the past
several years, particularly in indications where there is a choice

between multiple brand name biologics. The introduction of
biosimilars can be expected to accelerate these trends toward
more active management of biologic choice, costs, and
utilization.

Medicare

Medicare reimburses biologics under either the Part B or the Part
D program, depending on the mode of administration. Many
biologic drugs are currently dispensed in a physician’s office,
clinic, or hospital as infused agents. The use of these biologics
for Medicare patients is covered under the Medicare Part B
program, whereas self-injectable biologics dispensed in phar-
macies (including by specialty pharmacy or mail-order pro-
grams) are covered by the Part D program.

Medicare Part B

In designing the new abbreviated pathway for biosimilars,
Congress acknowledged that the Medicare rules for reimburse-
ment of drugs administered under Part B could provide in-
adequate finandial incentives for providers to utilize lower
priced biosimilars. Part B drugs have historically been purchased
through a ‘buy and bill" approach by providers who also make
decisions about which therapies are appropriate for a given
patient. The provider is reimbursed by Medicare for adminis-
tering a Part B drug, and the level of reimbursement is based on
the manufacturer’s weighted ASP for the category to which the
drug belongs (defined by a unique code), plus 6%. When gen-
erics are assigned to the same code as their reference new
chemical entity, physicians receive the same level of reimburse-
ment, the volume-weighted average ASP for all manufacturers’
products, for using either the generic or the reference product.
Thus, physicians generally have a strong incentive to utilize the
lower cost generic product, (although the physician’s choice of
generic or reference product also depends on the net acquisition
cost of both products to the physician, based on any contracts
that may be in place with the brand manufacturer as well as the
pricing strategy of the generic entrant).

Because biosimilars are unlikely to be deemed interchange-
able by the FDA, at least initially, to the degree they are thus
unlikely to be assigned to the same code as the brand product,
physicians may have an incentive to utilize the more expensive
(higher ASP) reference product for patients, as reimbursement is
based on ASP plus 6%. To mitigate potential financial dis-
incentives for physicians to adopt biosimilars, the new legisla-
tion sets biosimilar reimbursement under Medicare Part B at the
sum of the biosimilar’s ASP and 6% of the ASP of the reference
biologic product. The reference biologic product will continue
to be reimbursed at its own ASP plus 6%. By basing the 6%
payment to providers on the reference brand’s ASP, the legisla-
tion seeks to mitigate provider disincentives to adopt lower cost
biosimilars when they are not deemed to be interchangeable
and are placed in separate codes. Whether this reimbursement
provision will be sufficient to overcome physician experience
and loyalty to the reference biologic, as well as other financial
incentives, is an open question.

Medicare Part D

Privately offered Medicare Part D drug programs cover drugs
available at retail or via mail order, including self-
injectable biologics. Biologics accounted for only 6% of total
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prescription drug costs in the Medicare Part D program in
2007 (Sokolovsky and Miller, 2009); however, spending for
biologics within the Part D program is expected to increase
rapidly in the coming years. Between 2007 and 2008, MedPac
estimates indicate that prices paid for drugs on specialty tiers
(including biologics) in the Part D program grew by 18%,
compared with 9% for all Part D drugs. Expenditures for self-
injected biologics are expected to continue to grow rapidly as
these agents are increasingly used to treat a range of diseases,
from rheumatoid arthritis to multiple sclerosis to human
growth deficiency, and a large number of new biologics are
currently under development. The high price of self-injected
biologics relative to traditional NCEs also suggests that bio-
logics will comprise an increasing share of Part D expend-
itures. This shift may lead payers to pursue pharmacy
management techniques aimed at controlling utilization of
these biologics.

Many Medicare Part D plan designs include a specialty drug
tier, with median coinsurance rates increasing from 25% in
2006 to 30% in 2010 for stand-alone prescription drug plans
and to 33% in 2010 for drug plans offered as a part of Medicare
Advantage (Hargrave et al., 2010). Coinsurance plan designs
could produce strong incentives to utilize biosimilars if sub-
stantial discounts emerge for biologic products with expensive
courses of treatment for patients. Preferred specialty drugs might
be subject to lower rates of coinsurance, to a copayment rather
than to coinsurance, or to lower patient out-of-pocket costs at
the same coinsurance rate.

One limiting factor to formulary incentives for biologics in
Medicare Part D is that enrollees with low-income subsidies
make up a disproportionately large share of the market for
biologics under the Part D program. Given that these individuals
are subject to limited cost sharing, other instruments such as
step therapy and prior authorization may be employed to pro-
vide incentives for the use of biosimilars.

Medicaid

Medicaid Preferred Drug Lists (PDLs) reflect preferred biologic
products in a number of therapeutic categories. Preferred drugs
can be dispensed without the access controls (e.g., prior au-
thorization) applied to nonpreferred drugs. For example, online
PDLs for Florida, Illinois, New York, Ohio, Pennsylvania, and
Texas indicate that rheumatoid arthritis (RA), hepatitis C (HCV),
and human growth hormone formularies in these six large states
preferred two or three RA agents (of six), one or two HCV agents
(of five), and between two and five human growth hormones
(of nine agents/forms). Medicaid programs can be expected to
encourage biosimilars through PDLs and other medical man-
agement instruments. States with managed Medicaid programs
apply formulary and access management techniques common
in commercial insurance plans, and such managed programs are
becoming more common.

Hospitals

Hospitals typically bear the costs of all drugs, including biolo-
gics, used during inpatient hospital stays as part of a fixed
diagnosis-related group-based reimbursement per admission
(DRG) that includes all services and products used during the
episode of care. Consequently, these hospitals have incentives
to implement formularies of preferred drugs and other

mechanisms that encourage the use of lower priced products,
possibly including biosimilars. As a result, for biologics that are
generally used in hospital settings, hospitals will play a larger
role than insurance companies in determining the demand for
biosimilars. In the hospital sector, Pharmacy and Therapeutics
(P&T) committees review the drugs that are stocked, on
standing order forms, and which can be used by physicians.
Hospitals also rely on Group Purchasing Organizations (GPOs)
to gain leverage in negotiating discounts from suppliers, in-
cluding biologic manufacturers. Because the hospital GPO
market is highly concentrated, favorable contracts with a
handful of suppliers can affect product selection. In addition,
fixed reimbursement creates strong incentives for input cost
reductions. To the degree that biologics used in the inpatient
hospital setting are included in the DRG, depending on how
significant a portion of spending they represent, hospitals may
be more aggressive in implementing access controls to favor the
utilization of some biosimilars, if biosimilar prices are not
countered by originator manufacturer discounts.

United States healthcare reform initiatives

More widespread adoption of comparative- and cost-effect-
iveness analyses across the US healthcare system could also
influence adoption of biosimilars. Formal cost-effectiveness
reviews by payers have been well established in countries
outside the US in the form of Health Technology Assessments
(HTAs). In the UK, for example, the National Institute
for Health and Clinical Excellence’s (NICE) coverage recom-
mendations have been based on strict reviews of cost-
effectiveness calculations relative to current treatment, with an
implied threshold value of an acceptable incremental cost per
quality-adjusted life-year (QALY).

Finally, long-term changes in reimbursement policies may
also shift financial incentives toward the use of biosimilars.
For example, the adoption of global payment strategies, rather
than fee-for-service reimbursement, or some form of shared
savings, could strengthen the link between physician and/or
hospital compensation and the use of lower priced biologics.
Global payment strategies provide incentives for the adoption
of lower cost treatments (and potentially encourage greater
price competition) by setting a fixed payment level for a pa-
tient/episode of care, with all or some portion of the cost
savings accruing to the care providers. Several states are con-
sidering implementing global payment strategies, and it has
been suggested that government programs such as Medicaid
could be the first to implement these strategies.

Patient and Physician Perspectives

The rate of biosimilar penetration is expected to vary by dis-
ease indication, patient type, physician specialty, and other
factors. As noted, rates of patient and physician acceptance of
biosimilars are expected to be lower when the biosimilar lacks
an interchangeability rating. In addition, rates of biosimilar
acceptance may vary according to such physician and patient-
focused factors as: Whether the physician specialty is historic-
ally more price-sensitive or demonstrates greater levels of brand
loyalty in therapy choice (for instance, allergists vs. rheuma-
tologists); whether the biosimilars will be used long-term
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as maintenance therapy or only once or twice (particularly if
long-term clinical data are not available); whether the indi-
cation is life threatening or the implications of therapeutic
nonresponse or adverse reactions are perceived to be very ser-
ious; or whether the difference in ease-of-use or out-of-pocket
cost to the patient of the brand instead of the biosimilar is
expected to be high.

When patients are stable on a given maintenance therapy,
biosimilar substitution may tend to be concentrated among
new patient starts. (The same is true of ‘switches’ between one
branded drug and another.) As a result, the penetration of
biosimilars for indications with a low rate of turnover in the
patient populations may be limited if products are not inter-
changeable. The degree of biosimilar uptake will also depend
on cost differences and the financial incentives to utilize
biosimilars employed by managed care and government pay-
ers. These incentives, however, are likely to be tempered if
existing patients are responding well to an established therapy.
Other factors such as specialists’ brand loyalty, clinically vul-
nerable patient populations, and physician conservatism in
switching stable patients to new therapies are also likely to
keep rates of biosimilar uptake for current patients below
those for new patients.

Another important demand-side factor is the perspective of
specialist physicians and patient groups concerning biosimi-
lars. Physicians who have years of experience with the refer-
ence biologic may be reluctant to substitute a biosimilar even
for new patients until sufficient experience has been accu-
mulated in clinical practice settings, as opposed to in clinical
trials. To stimulate demand, it may be necessary for biosimilar
firms to establish ‘reputation bonds” with physicians through
strategies similar to those employed by branded firms that
communicate information to establish brand value through
physician detailing, publications, advertising, and education
programs. In addition, patient assistance programs and con-
tracts with health plans, pharmacy benefit managers (PBMs),
hospitals, or provider groups, which exercise control over
therapy choice, may be used in a targeted way to affect the
economic proposition associated with biosimilar adoption.
These measures will increase the cost of drug distribution and
marketing for biosimilars compared with small-molecule
generic drugs, where such marketing and sales costs are min-
imal and demand is purely driven by lower price and phar-
macy contracts for availability.

Biosimilar Competition versus Generic Competition

Since the passage of Hatch-Waxman 28 years ago, generic
entry has become a principal instrument of competition in the
US pharmaceutical market. Generic products in 2010 ac-
counted for 78% of all the US retail prescriptions, (IMS,
2011b) compared with only 19% in 1984 (Federal Trade
Commission, 2002). As discussed, the growth of generic util-
ization has been accelerated by various formulary and util-
ization management techniques such as tiered formularies,
prior authorization and step therapy requirements, higher
reimbursements to pharmacies for dispensing generics, and
maximum allowable cost (MAC) programs.

A distinctive pattern of generic competition has been ob-
served in numerous economic studies (Grabowski, 2007).
There is a strong positive relationship both between a prod-
uct’s market sales and the likelihood of a patent challenge and
between the number of generic entrants and the intensity of
generic price competition once the exclusivity period has ex-
pired. An increasing number of products are now subject to
patent challenges earlier in their product life cycle, as generic
firms seek out the 180-day exclusivity period awarded to the
first firm to file an ANDA with a successful Paragraph IV
challenge. Successful products typically experience multiple
entrants within the first several months after patent expiration,
and generic price levels drop toward marginal costs rapidly as
generic entry increases.

Theoretical Models of Biosimilar Competition

Given the much higher costs of entry for biosimilars compared
with generic drugs, as well as the other demand- and supply-
side factors discussed in the section Food and Drug
Administration Regulations and the Costs of Developing a
Biosimilar, the pattern of biosimilar competition is expected
to differ from current generic competition. In particular, fewer
entrants and less intensive price discounting are expected and
competition may resemble branded competition more than
generic competition (Grabowski et al., 2006). This is currently
the case in the human growth hormone market, where eight
products compete both through price, patient support, and
product delivery differentiation. In 2006, Sandoz entered the
human growth hormone market with Omnitrope®™ (which
referenced Pfizer's Genotropin®, via the section 505(b)(2)
pathway of the Hatch-Waxman Act). Omnitrope™ has strug-
gled to gain market share. Initially, it was reported to have
priced at a 30% discount based on wholesale acquisition cost
(WAC) compared with the most widely used biologic in this
class, Genotropin®. By 2008, Omnitrope®™’s discount had
increased to 40% (Heldman, 2008). Despite these discounts,
its share of somatropin use remained below 5%. These out-
comes may not be reflective of the pattern of substitution for
biosimilars generally, given that the human growth hormone
market was a mature one with a number of competitors, and
also given the differentiation by established brands via so-
phisticated pen- or needle-free delivery systems in this product
class. With the approval of a pen delivery device system, and a
strategy that includes physician detailing and patient support
services, Omnitrope™’s share of prescriptions dispensed in-
creased to 19% in September 2012.

To date, some theoretical analyses have attempted to
model the likely scenarios for biosimilar competition in the
US market. One paper implements a simulation approach and
projects that the relatively high cost of biosimilar entry will
result in relatively small number of entrants even for larger
selling biologic products and more modest discounts on
biosimilars than in the case of generics (Grabowski et al.,
2007). Other research relies on a segmented model of biosi-
milar competition, where biosimilars would be utilized sig-
nificantly in price-sensitive segments of the market but less so
in the nonprice-sensitive segments (given the reluctance of
many providers to utilize biosimilars until considerable
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Table 3

Biosimilar competition US market share and price discount economic analyses

Peak biosimilar
penetration

Source

Biosimilar discount to Basis
preentry brand price

Grabowski (2007) 10-45%

Congressional Budget Office
(CBO) (2008)

10% (year 1)
35% (year 4)

Avalere Health (2007) 60%

10-30% (year 1)

20% (year 1

40% (year 4
Express Scripts (2007) 49% 25% (

20% (year 1

51% (year 3

Higher estimates correspond to complex small
molecules
Similar market situations

Average small-molecule generic drug penetration
rates

)
)
year 1) Therapeutic alternatives
)
)

clinical experience has accumulated) (Chauhan et al., 2008).
In this model, average price discounts depend on the relative
size of these market segments. The findings indicate that, given
a relatively small number of branded biosimilar competitors,
the innovator will discount prices from preentry levels but not
as much as the biosimilar entrants. This is in contrast to
generic competition where branded firms typically do not
lower prices postentry but may license an authorized generic
when only a small number of generic competitors are expected
as a result of a successful paragraph IV entry with a 180-day
exclusivity award (Berndt et al., 2007).

Empirical Studies of Generic Drug Analogs

Another line of research attempts to predict how biosimilar
competition will emerge by considering analogous situations,
including the US generic market for certain products which
share some characteristics suggestive of biologics. In one ex-
ample of this research, small-molecule drugs are divided into
two classes, noncomplex and complex, with complex drugs
being those that meet two of the following criteria: black box
warnings, narrow therapeutic index, prescribed by specialists,
oncology products, or manufacturing technology that is
available to only a limited number of firms (Grabowski et al.,
2011a). Price and quantity data from IMS Health Inc. were
analyzed for 35 conventional (nonbiologic) drugs that ex-
perienced generic entry between 1997 and 2003, and those
drugs classified as complex were found to have significantly
lower levels of generic share and price discounts. Furthermore,
complex drugs faced only 2.5 generic entrants 1 year following
initial generic entry, whereas noncomplex drugs faced an
average of 8.5 generic entrants.

Although data from conventional small-molecule generics
should not be directly applied to estimate biosimilar shares
following market entry, they suggest that uptake rates for
biosimilars may be likely to be significantly lower than those
for generics, at least initially. Furthermore, these more com-
plex generic drugs are rated therapeutically equivalent (that is,
they have an FDA rating of A) and, therefore, benefit from
some automatic substitution. To avoid substitution, phys-
icians need to specify in ‘do not substitute’ orders that pre-
scriptions are to be dispensed as written. At least initially, most
biosimilars will not be rated therapeutically equivalent and,
therefore, will not be subject to automatic substitution.

Table 3 summarizes other market share and price discount
analyses generally based on selective aspects of the US generic

market. Most notably, as part of the evaluation of the pro-
posed legislation regarding biosimilars, the Congressional
Budget Office (CBO) predicted a penetration rate of 35% with
price discounts by biosimilars of 40%. Other estimates of
market penetration from a pharmacy benefit management
firm, Express Scripts, as well as by Avalere Health, a consulting
firm, tend to be somewhat higher than either the Grabowski
(2007) or the CBO values, with penetration in the 50-60%
range, and somewhat higher discounts in the case of the
Avalere study (50% by year 3).

The FDA approval of generic enoxaparin sodium, rated as
therapeutically equivalent (having an A-rating) to branded
Lovenox™, provides important data about competitive pricing
strategy and market acceptance of generics for a complex,
‘biologic-like’ product. Other notable attributes of Lovenox™
include large expenditures by payers (pregeneric entry sales of
more than US$2 billion) and a complicated manufacturing
process. Currently, the FDA has approved generic enoxaparin
applications from two third-party manufacturers, Sandoz
(partnered with Momenta) and Amphastar (partnered with
Watson), although the latter is the subject of patent litigation.
In addition, there had been for a time an ‘authorized generic’
supplied by Sanofi, the branded manufacturer of Lovenox®.
Sales of generic enoxaparin have been robust and there has
been rapid erosion of Lovenox™’s revenues and market share.

Projected Savings to United States Consumers

The CBO estimated that the provisions in the current health
care law establishing a biosimilar pathway would reduce federal
budget deficits by US$7 billion over the 2010-2019 period. This
finding is consistent with a 2008 CBO study of a similar Senate
bill, which estimated a reduction in federal budget deficits of
US$6.6 billion and a reduction in biologic drug spending of
Us$25 billion for the 2009-18 period. Over the full 10-year
period, the US$25 billion in reduced biologic drug spending
would represent roughly 0.5% of national spending on pre-
scription drugs, valued at wholesale prices. The bulk of these
estimated savings accrue in the last 5 years of the 10-year time
ranges analyzed. Savings beyond the 10-year period may in-
crease substantially as more biologics lose patent and 12-year
exclusivity protections and as scientific advances reduce the cost
of developing and producing biosimilars.

A number of the largest-selling biologic products may face
losses of some key patent or 12-year exclusivity protections in
the coming years. Determining the effective patent-expiry date
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for any given biologic is fraught with uncertainty because of
unknowns such as which patents comprise the portfolio pro-
tecting an individual biologic, of which there may be many; the
strength of those patents in the face of challenges; and the
ability of biosimilar manufacturers to work around existing
patents. In November 2011, for example, Amgen announced
that it had been issued a patent for the fusion protein eta-
nercept (Enbrel®) that could block biosimilar competition
until 2028 (the term is 17 years from the date of award, rather
than 20 years from the date of application, due to the date of
the patent application). Previously, many public sources had
anticipated biosimilar entry exposure for Enbrel® as early as
2012. Based on a review of patent-expiry information disclosed
in manufacturers’ financial reports and supplemented with
additional public information from academic literature, re-
search reports, patent filings, and court documents, the earliest
publicly reported potential patent-expiry dates for a set of
top-selling biologics occur in a timeframe between 2013 and
2018. These biologics include Epogen™/Procrit™, Neulasta®™,
Remicade®, Rituxan®, and Humira® (all products having
multibillion dollar US sales in 2011). The date when these
biologics may actually experience biosimilar market entry
under BPCIA depends on many technical, market, regulatory,
and legal factors, such as whether entry will be at risk, and the
outcome of the patent litigation that is likely to ensue.

The extent of biosimilar cost savings will depend on the
timing and number of biosimilar entrants, their market share
and price discounts relative to the originator’s product, and
the potential competition from the introduction of ‘biobetters’
or next generation products in particular product classes.
There is likely to be considerable variation in how competition
evolves across biological products reflecting molecule com-
plexity, regulatory criteria, the originating firm’s patent estates,
patient populations and physician specialties, as well as
changing reimbursement systems and procedures. In contrast
to small-molecule generic competition, there is unlikely to be
a ‘one-size-fits-all’ pattern for biosimilar competition for the
foreseeable future.

Innovation Incentives

As it did with Hatch-Waxman, Congress has attempted to bal-
ance the objectives of achieving cost savings from an abbrevi-
ated pathway for biosimilars with preserving innovation
incentives for new biologics. As discussed earlier, NBEs have
been an important source of novel and therapeutically signifi-
cant medicines. Major advances have occurred for several on-
cology indications, multiple sclerosis, theumatoid arthritis, and
other life-threatening and disabling illnesses. BPCIA differs from
Hatch-Waxman in the term of the data exclusivity period for
innovators: BPCIA establishes 12-years data exclusivity period
for innovative biologics, whereas Hatch-Waxman establishes a
5-year exclusivity period for NCEs. (The FDA cannot approve an
abbreviated application relying on the innovator’s data until
these exclusivity periods expire.) Furthermore, as mentioned
earlier, the private information exchange process for resolving
patent disputes is very different for biologics under the BPCIA
than the ‘Orange Book' public disclosure and Paragraph IV
challenge framework for NCEs under Hatch-Waxman.

Regulatory Exclusivity and Patent Protection

The process of discovering and developing a new biologic is a
long, costly, and risky venture. DiMasi and Grabowski have
estimated that the cost to develop a new FDA-approved bio-
pharmaceutical is US$1.2 billion in risk-adjusted costs, capit-
alized to 2005 dollars using an 11.5% discount rate (DiMasi
and Grabowski, 2007b). DiMasi and Grabowski found that
NBEs cost more in the discovery phase, take longer to develop,
and require greater capital investment in manufacturing plants
than NCEs. They found that the probability of success is
higher for biologics than for NCEs, but biologics that fail do
so later in the Research and Development (R&D) life cycle.
After adjustment for inflation and the different time periods
studied, the cost of developing an NBE and an NCE are
roughly comparable in value.

Intellectual property protection in the form of patents and
regulatory exclusivity are the primary policy instruments by
which governments encourages risky investment in R&D for
new medicines (together with any tax subsidies or direct fi-
nancial investment programs that may apply). Regulatory ex-
clusivity and patents have separate but complementary roles.
The US government awards patents for inventions based on
well-known criteria: novelty, utility, and nonobviousness. A
regulatory exclusivity period, however, is needed because after
invention a long, risky, and costly R&D process remains for
the development of new medicines. Effective patent life is
often uncertain because significant patent time elapses before
FDA approval and because there is uncertainty associated with
the resolution of any patent challenges. As a result, regulatory
exclusivity provides a more predictable period of protection. It
essentially acts as an ‘insurance policy’ in instances where
patents are narrow, uncertain, or near expiry.

The protection afforded by regulatory exclusivity may be
particularly important for innovation incentives in biologics
to the degree that patents in biologics are narrower in scope
than those for small-molecule drugs and more likely to be
successfully challenged or circumvented. This may be true to
the degree that biologics rely more on process patents, for
instance. Given that a biosimilar will be slightly different in its
composition and/or manufacturing process, a court may de-
termine that it does not infringe the innovator’s patent. This
has the potential to lead to a seemingly contradictory outcome
where a biosimilar may be ‘different enough’ not to infringe
the innovator’s patents but still ‘similar enough’ to qualify for
approval through an abbreviated approval pathway.

As discussed, the BPCIA grants 12 years of exclusivity for
innovative biologics during which the FDA may not approve
biosimilars referencing them, compared with 5 years of ex-
clusivity for NCEs under the Hatch-Waxman Act, during which
an abbrevaited application referencing them cannot be sub-
mitted (plus a stay on generic entry for up to 30 months when
there is a patent challenge to allow for resolution of liti-
gation). In contrast, the EU has harmonized across member
states an ‘8 + 2 +1’approach for both NCEs and NBEs (con-
sisting of 8 years of data exclusivity, during which generic
competitors may not reference the innovator's data in their
applications; 2 years of market exclusivity during which gen-
eric marketing authorizations cannot be approved; and a po-
tential additional 1 year of protection for new indications that
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demonstrate significant clinical benefits over existing therapies
that are approved within the first 8 years after the original
molecule’s approval).

Economic Analyses of the 12-Year Exclusivity Period

The US 12-year exclusivity period for innovative biologics was
the focus of substantial debate by legislators. The 111th Con-
gress considered bills with exclusivity periods ranging from 5
to 14 years. To provide economic analysis to the legislators,
Grabowski (2008) developed a breakeven financial analysis
using historical data on R&D costs and revenues for new
biologics and the risk-adjusted market return on investment in
the industry. Under this model, a representative portfolio of
biologic candidates would be expected to ‘break even’ (or
recover the average costs of development, manufacturing,
promotion, and the industry’s cost of capital) between 12.9
and 16.2 years after launch.

A recently published Monte Carlo simulation model
examines the interaction between regulatory exclusivity terms
and patent protection periods under different scenarios to
highlight the circumstances where each is important in
maintaining innovation incentives (Grabowski et al., 2011c).
The results of this analysis are generally consistent with Con-
gress’ determination that a regulatory exclusivity period of 12
years appropriately balances objectives for potential cost sav-
ings from biosimilar price competition with long-run in-
centives for investment in innovative biologics. This study
finds that when biologic patents are relatively less certain and
expected to have shorter effective lifetimes, an exclusivity
period of 12 years greatly enhances investment incentives.
However, if biologic patents provide relatively strong pro-
tection with significant effective patent life remaining at ap-
proval, patents alone will be sufficient to maintain investment
incentives in most cases. In those instances, however, the
12-year exclusivity period has only a minimal effect on the
timing of potential biosimilar entry and consequently
on healthcare costs.

It remains unclear whether the longer exclusivity periods
for biologics compared with chemical entities will tilt R&D
incentives toward large molecules and whether Congress will
consider harmonizing these periods, as is currently the case in
the EU.

The Resolution of Patent Challenges

Hatch-Waxman also featured Paragraph IV 180-day exclusivity
provisions, under which generic manufacturers could chal-
lenge the legitimacy of branded manufacturers’ patents or
claim that generic entry would not infringe them. Over time,
as the law and economic benefits to generics were established,
the likelihood of Paragraph IV challenges increased and most
drugs became subject to challenges (Berndt et al, 2007;
Grabowski et al., 2011a). This has led to uncertainty regarding
the effective patent term for new drug introductions, as well as
substantial litigation costs early in the product life cycle.
Under the BPCIA, an abbreviated application for a biosi-
milar can be filed after 4 years. The filing of an application
triggers a series of potentially complex private information

exchanges between the biosimilar applicant and reference
product innovator. These exchanges are followed by negoti-
ations and a process for instituting litigation on the core pa-
tents, when necessary. Congress has crafted these patent
provisions while eliminating the incentive for litigation asso-
ciated with a 180-day exclusivity period for the first filer in a
successful challenge, as well as the automatic 30-month stay on
entry under Hatch-Waxman. By instituting this potentially
complex structured process for biologics, legislators hoped that
patent disputes would be resolved before the expiration of the
12-year exclusivity period so that biosimilars can enter in a
timely fashion. Generic manufacturers have raised concerns
about the need to divulge proprietary information, and whether
these rules will achieve their intended effects remains unknown.

Firms pursuing a biosimilar strategy could also choose to
file a full BLA rather than an abbreviated application. Under
the patent resolution provisions of the BPCIA, firms filing an
abbreviated biosimilar application are required to disclose
information about their manufacturing process and identify
potential patent conflicts. By choosing instead to file a full
BLA, the biosimilar firm would avoid this disclosure require-
ment, and, if approved, also be able to enter before the ex-
piration of the 12-year exclusivity period. However, the firm
needs to weigh these benefits against the additional invest-
ment of expenditures and time associated with filing a full BLA
for a biosimilar product. Several firms apparently are con-
sidering this strategic option. Teva recently relied on a full BLA
filing for its G-CSF filgrastim product, although the original
submission to the FDA predated the establishment of a bio-
similar pathway in the US. In Europe, the same Teva product is
marketed under the name Tevagrastim® and was approved
through an abbreviated biosimilar application for the refer-
ence product Neupogen®™ (Table 1). The product is scheduled
to be launched in the US in late 2013 under a patent settle-
ment with Amgen.

Summary and Conclusion

Biologics have accounted for a significant number of innova-
tive medicines over the past three decades. At the same time,
they account for a growing share of drug expenditures in some
countries. Policymakers have anticipated the introduction of
biosimilars mitigating these cost pressures. Biosimilars have
been introduced in various EU countries beginning in 2007.
The extent of biosimilar penetration for the biological entities,
erythropoietin, G-CSE, and somatropin has varied sub-
stantially across therapies within a country and across coun-
tries for the same therapy. Germany has experienced the
greatest initial uptake of biosimilars reflecting targeted in-
centives quotas and related factors.

The new US law is designed to balance the objectives of
achieving cost savings in the current period and preserving
incentives for continued innovation in the future. A number of
leading biologic products with significant sales in the US are
expected to experience some patent expiration in the next
decade, so cost savings could grow significantly over time,
depending on how other factors such as regulation, re-
imbursement, and intellectual property litigation evolve over
this period.



Biosimilars 97

In terms of maintaining incentives for future innovation,
the US law provides for a 12-year exclusivity period after an
innovator’s product is approved before a biosimilar refer-
encing can be approved utilizing an abbreviated pathway. This
12-year exclusivity period provides an important ‘insurance
policy’ to the patent system and could be important in the case
of biologics where patents may prove to provide less certain
protection than those for NCEs. Analysis of a portfolio of
representative biological products indicates that 12 years or
more of exclusivity from patents or regulatory provisions
is generally consistent with achieving breakeven returns
that provide a risk-adjusted return on capital and R&D
investments.

A number of important issues remain for future research,
including how the new law will affect industry structure and
incentives for undertaking R&D for biologics versus NCEs. As
was the case with Hatch-Waxman, change may be gradual at
first, but over time the new law could lead to profound
changes in the economics and organization of the bio-
pharmaceutical industry.

See also: Patents and Regulatory Exclusivity in the USA. Pricing and
Reimbursement of Biopharmaceuticals and Medical Devices in the
USA
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Abbreviations

ACS Acute coronary syndrome

AIDS Acquired immune deficiency syndromes

ART Antiretroviral therapy

CMV Cytomegalovirus

GBP Great Britain pound

HER2+ Human epidermal growth factor positive

HES Hospital episode statistics

HIV Human immunodeficiency virus

HRG Healthcare Resource Group

HTA Health technology assessment
Introduction

As healthcare costs increase because of the aging population
and technological developments in healthcare, the need by
healthcare decision makers for economic evaluations of new
healthcare interventions becomes more important. A com-
prehensive economic evaluation of a new healthcare inter-
vention requires an analysis of both the efficiency of the
intervention compared with current treatment patterns and
the annual budget impact of the new intervention. An analysis
of the annual budget impact might be used to determine af-
fordability of the new intervention, given healthcare budget
constraints, or as an implementation tool for newly re-
imbursed interventions.

A budget-impact analysis typically first identifies, in a na-
tional or local health plan, the treated population for the in-
dication for which the new intervention is approved. The
analysis then estimates the annual change in healthcare ex-
penditures for the treated population with and without the
new intervention in the treatment mix for different rates of
uptake of the new intervention. Unlike a cost-effectiveness
analysis, which compares the new intervention with a stand-
ard of care, the comparison in a budget-impact analysis is
between the mix of treatments before the new intervention is
reimbursed and the mix of treatments after the new inter-
vention is reimbursed, taking into account the rate of uptake
of the new intervention.

There are several published guidelines for budget-impact
analyses. These guidelines have been developed either by the
health technology assessment (HTA) agencies that require a
budget-impact analysis as part of a reimbursement submission
(e.g., Pharmaceutical Benefits Advisory Committee (Australia),
Canada, Taiwan, and the National Institute for Health and
Clinical Excellence (NICE) in the UK) or by independent or-
ganizations (e.g., the International Society for Pharmacoeco-
nomics and Outcomes Research). These guidelines describe
the estimation framework and data sources that are recom-
mended for performing budget-impact analyses.

NHS National Health Service

NICE National Institute for Health and Clinical
Excellence

NSTEMI  NonST segment elevation myocardial infarction

MI Myocardial infarction

PCI Percutaneous coronary intervention

QALY Quality-adjusted life-year

STEMI ST segment elevation myocardial infarction

TIA Transient ischemic attack

UK United Kingdom

us United States

Key Elements of a Budget-lmpact Analysis

Budget-impact analyses have six primary elements, irrespective
of the modeling framework used to derive the estimates:
(1) treated population size, (2) time horizon, (3) treatment
mix, (4) intervention costs, (5) other healthcare costs, and
(6) presentation of results. In addition to these six primary
elements, budget-impact analyses generally include sensitivity
analyses to test the impact on budget estimates of the un-
certainty in the input values used in the analysis or the vari-
ability of these inputs among health plans or health systems.
Issues that should be considered for each of these elements are
described in the following paragraphs.

The first step in a budget-impact analysis is to determine
the population currently being treated for the disease indi-
cation of interest using epidemiological data. It is critical to
estimate not only the size of the treated population but also
the mix of disease severity in the population because treat-
ments and disease-related healthcare expenditures may vary
with disease severity. For example, individuals with schizo-
phrenia that is refractory to treatment with standard care will
have higher annual costs and will use a different mix of
treatments than individuals who are responsive to treatment.
It also is important to consider a possible ‘woodwork’ effect
with a new intervention, that is, more patients with the indi-
cated condition presenting for treatment when a better treat-
ment becomes available. Finally, for a new intervention that
reduces mortality, slows disease progression, and/or changes
treatment patterns, changes in the treated population size and
the distribution of the population by disease severity must be
estimated on the basis of the assumed uptake rates for the new
intervention.

The second element, the time horizon for the budget-
impact analysis, typically is chosen on the basis of the re-
quirements of the healthcare decision maker, rather than on
the duration of the impact of the new treatment (as for a cost-
effectiveness analysis). Because healthcare budget holders
generally have a short planning horizon, time horizons of
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3-5 years are usual. With such short time horizons, offsetting
cost savings many years in the future from slowed disease
progression of chronic diseases or prevention of future cases of
the disease or its complications are not captured. But this is an
accurate reflection of the costs incurred over the typical
planning horizon.

The third element in a budget-impact analysis is the de-
termination of the mix of interventions currently used for the
indication and the predicted change in that mix if the new
intervention is made available. Unlike cost-effectiveness ana-
lyses, which compare the outcomes when taking the new
intervention with the outcomes with a standard-of-care
intervention, a budget-impact analysis does not assume im-
mediate switch by all patients to the new intervention. Rather,
the new intervention is assumed to alter the mix of inter-
ventions used for the indication, using estimated or observed
uptake data. The budget impact will be higher if the new
intervention is used in place of a generic drug than if the new
intervention is used in place of another branded drug or a
surgical procedure. Also, the budget impact will be higher if
the new intervention is combined with current treatments
instead of substituted for them.

The costs associated with the current and new inter-
ventions should include some or all of the following,
depending on the type of intervention: acquisition, adminis-
tration or labor, other equipment, monitoring, and adverse-
event or complication costs. For drugs, generally, wholesale
acquisition costs (in the US) or national formulary costs
are used as the default values, although the analysis
should be designed so that discounts and copays can be
subtracted from these costs to provide more accurate estimates
of the healthcare decision makers’ costs. For devices, wholesale
prices should be used; for procedures, standard labor costs
should be used. All of these costs are used to reflect the
expected costs of current and new interventions to the de-
cision maker for each year of the budget-impact analysis time
horizon.

The fifth element, an estimate of the impact of the new
intervention on other indication-related costs, excluding
intervention costs, is generally but not always included in
budget-impact analyses. A simple calculation can be used,
based on clinical trial data, for example, to estimate these costs
for acute conditions and for those chronic conditions where
the full impact on indication-related costs happens within a
short period of time or is not likely to change over the model
time horizon. Alternatively, changes in indication-related costs
for a chronic illness may be estimated by adapting the disease
progression model (used to estimate the cost-effectiveness
ratios) to calculate annual indication-related costs after re-
imbursement has been approved for the new treatment. This
adaptation involves running the cost-effectiveness model in
‘prevalence’ mode where the model adds a newly treated co-
hort each subsequent year, in addition to tracking the starting
cohort.

The sixth element in budget-impact analysis is the pre-
sentation of the results. Unlike cost-effectiveness analysis,
where there may be a societal perspective that can be used as
the reference case, there is no reference case in budget-impact
analysis. The appropriate perspective for the analysis varies
with each decision maker’s budget responsibilities, which may

range from a pharmacy or department budget to an entire
hospital or outpatient clinic budget to countrywide healthcare
services. Thus, the model needs to be programed in such a way
that it can generate the budget impact from these multiple
perspectives. In general, the results are presented undis-
counted for year 1, 2, 3, etc. after the new intervention is made
available to the decision maker’s population. Cumulative,
multiyear results also may be presented either discounted or
undiscounted.

Clearly, in any budget-impact analysis, there is uncertainty
about both model assumptions and input parameter values.
In cost-effectiveness analysis, one-way and probabilistic sen-
sitivity analyses are the recommended approaches for pre-
senting the impact of the input parameter uncertainty. For
budget-impact analyses, the more common approach to un-
certainty analysis is to present a series of scenario analyses,
changing input parameter values either one at a time or several
at a time to create different scenarios that are meaningful to
the decision maker; for example, changing intervention uptake
rates and/or expected effectiveness in the decision maker’s
population. The decision maker may also enter values for
input parameters that may vary among health plans or health
systems but be known with certainty to each decision maker,
such as drug costs, treated population size (based on size of
population served and local incidence or prevalence rates),
disease severity mix, and patient age distributions. Scenario
analyses, which include alternate combinations of uncertain
and variable input parameters, provide decision makers with
more credible information about the range of possible results,
given the specifics of their health plan or health system.

Categorization of Budget-Impact Modeling
Approaches

There are three main budget-impact modeling approaches that
have been used by HTA agencies and/or in published studies:
(1) cost calculator, (2) Markov or state transition model, and
(3) Monte-Carlo or discrete-event simulation model. The
simplest approach, a cost calculator, is typically used for acute
indications and for chronic indications where a static analysis
is appropriate; Markov models and discrete-event simulation
models are used for chronic indications where a dynamic
approach is needed to capture the changes in treated popu-
lation size, indication severity mix, or treatment patterns.

Budget-Impact Analysis: Cost Calculator Approach

For each drug recommended for reimbursement by the Na-
tional Health Service (NHS) in England, NICE prepares a
costing template for the drug's recommended use where
budget impact is assessed to be greater than £1 million or
more than 300 patients are affected. The costing template is
presented on the NICE web site as a guide to budget planning
for decision makers implementing the recommendation in the
UK. These costing templates provide excellent examples of
static models using a cost calculator approach. The NICE
costing templates estimate the expected impact on the NHS
budget of the new drug's predicted market uptake over the
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next 3-5 years, after considering the current and new drug
acquisition costs and associated administration, monitoring,
and adverse-event costs. Where credible clinical data are
available, the costing templates also estimate changes in dis-
ease-related costs associated with the use of the new drug.
One-way sensitivity analyses, based on variations in the input
parameter values, also are included in the more recent costing
templates.

An example of an NICE costing template for prasugrel is
presented here to illustrate the cost calculator approach for
performing a budget-impact analysis. Prasugrel, when coad-
ministered with acetylsalicylic acid, is indicated in the UK for
the prevention of atherothrombotic events in patients with
acute coronary syndrome (ACS) (that is, unstable angina,
nonST segment elevation myocardial infarction (NSTEMI) or
ST segment elevation myocardial infarction (STEMI)) who
undergo primary or delayed percutaneous coronary inter-
vention. However, prasugrel was recommended by NICE for

reimbursement by the NHS as a treatment option for only a
subset of the UK-indicated population: those with STEMI,
those with STEMI or NSTEMI and stent thrombosis while
taking clopidogrel, and those with NSTEMI and diabetes. The
NICE costing template is presented in Table 1 and includes
the six key elements of a budget-impact analysis estimation of
the population size, time horizon (1 year), current and pro-
jected treatment mix, drug costs, offsetting disease-related cost
savings, and presentation of results. The footnotes to the NICE
analysis table provided details of the data sources used in the
costing template.

In the prasugrel example, because both drugs included
in the analysis are oral drugs, there were no costs estimated
for administration. Monitoring costs were also not included.
Side effect costs, specifically those associated with bleeding
events, were included in the rehospitalization rate. The pra-
sugrel costing template included estimates of savings from a
reduced rate of rehospitalization in the first year after the ACS

Table 1 Cost calculator model: The NICE costing template for prasugrel
Note  Description Unit Units Total cost
costs
1 Total population 50 542 505
1 Population <35 years 22 263 025
1 Population 35-74 years 24 365 697
1 Population 75 + 3913783
2 Estimated annual incidence of ACS, 35-74 0.6%
2 Estimated annual incidence of ACS, 75 + 2.3%
3 Number of people diagnosed with ACS each year, 35-74 144 525
3 Number of people diagnosed with ACS each year, 75+ 89 089
Total ACS patients per year 233614
4 Proportion needing immediate PCI 16%
Number needing immediate PCI 37430
5 Proportion without previous TIA or stroke 96%
Number without previous TIA or stroke 35933
6 Proportion with STEMI 24.6%
Number with STEMI 8839
7 Proportion with STEMI and stent thrombosis on clopidogrel 2.35%
Number with STEMI and stent thrombosis who may receive prasugrel 208
Number with STEMI without stent thrombosis who may receive prasugrel 8632
8 Estimated uptake of prasugrel in those with STEMI but without stent thrombosis 70%
Estimated number with STEMI who take prasugrel 6250
9 Proportion who have NSTEMI 75.4%
Number who have NSTEMI 27 093
Proportion of those with NSTEMI who have stent thrombosis on clopidogrel 2.35%
Number with NSTEMI who may received prasugrel 637
10 Estimated proportion of NSTEMI patients who have diabetes 17.50%
Number of NSTEMI patients with diabetes where prasugrel is an option 4630
Estimated uptake of prasugrel in NSTEMI patients 70%
Estimated total number of NSTEMI patients who may receive prasugrel 3878
Estimated total ACS patients who may receive prasugrel 10128
11 Current care: People aged less than 75 years
Clopidogrel
Loading dose: 300 mg £5.04 1 £5.04
Maintenance dose: 75 mg day™' (30 day pack) for 1 year £37.83 12 £453.96
Cost per patient per year £42.87 £459.00
Proportion of patients, 35-74 years 62%
Estimated current care costs, 35-74 years £6265 £2 875814

12 Current care: People aged more than 75 years
Clopidogrel

(Continued)



Budget-Impact Analysis 101

Table 1 Continued

Note  Description Unit Units Total cost
costs

75 mg day™' (30 day pack) for 1 year: Cost per patient per year £37.83 12 £453.96
Proportion of patients 75+ years 38%
Estimated current care costs, 75+ years 3862 £1753 262
Total costs, current care £4 629 077
Proposed care
Prasugrel

Loading dose 60 mg £10.20 1 £10.20

Maintenance dose 10 mg (5 mg for those weighing <60 kg or 75 + years) for 1 year (28 day =~ £47.56 13 £618.28

pack)

Cost per patient per year £57.76 £628.48

Proportion who may receive prasugrel 100%

Total cost of proposed care with prasugrel 10128 £6 364 958
Estimated incremental costs of prasugrel £1735 881
Potential disease-related savings
Reduction in rate of rehospitalizations 0.87%

Number of rehospitalizations avoided 88
Weighted average cost of rehospitalization £5345 —£470 360
Estimated net budget impact of prasugrel £1 265 521

Abbreviations: ACS=acute coronary syndrome; HES =Hospital Episode Statistics; HRG = Healthcare Resource Group; NHS =National Health Service; NICE=National Institute for
Health and Clinical Excellence; NSTEMI=nonST segment elevation myocardial infarction; PCl= percutaneous coronary intervention; STEMI=ST segment elevation myocardial
infarction; TIA=transient ischemic attack; UK=United Kingdom.

Notes:

1.
2.

Total population is for England. Source: Office for National Statistics population estimates by primary care organization 2006.

Calculated incidence from Taylor, M. J., Scuftham, P. A., McCollam, P. L., et al. (2007). Acute coronary syndromes in Europe: 1 year costs and outcomes. Current
Medical Research and Opinion 23(3), 495-503. For people aged 75 years of age and more than HES 2007-08 data used (codes 120.0-122.9) to calculate incidence.
Age-related incidence from Main, C., Palmer, S., Griffin, S. et al. (2004). Clopidogrel used in combination with aspirin compared with aspirin alone in the treatment
of nonST segment elevation acute coronary syndromes (ACS). Health Technology Assessment 8 (40). ACS incidence significant for age groups from 35 upward. The
over 75s category reflects different license indications for the drugs in respect of this age group.

Estimate from British cardiovascular intervention society returns (2007) — 53.72% of patients undergoing percutaneous coronary intervention have acute coronary
syndrome (nonST segment elevation myocardial infarction (MI)/Unstable Angina and ST segment elevation MI). Total patients 69 677 x 53.72% =37 430 patients.
This is equal to 16% of the total acute coronary syndrome patients per year.

Prasugrel-specific product characteristics exclude patients with prior TIA/stroke. This is estimated to be 4% on the basis of the TRITOM TIMI 38 study — Wivott
(2007).

British cardiovascular intervention society audit returns (2007). Figures taken from manufacturers submission.

Results taken from TRITON-TIMI 38 trial included in Evidence review group report (2009). The proportion of patients receiving stents where stent thrombosis has
occurred during clopidogrel treatment. Appendix 3 Table 9.6. It has been assumed this proportion applies to nonST segment elevation myocardial infarction patients
receiving clopidogrel treatment.

Estimate based on expert opinion. Please enter own estimates.

British cardiovascular intervention society audit returns (2007). Figures taken from manufacturers’ submission.

British cardiovascular intervention society audit returns (2007). The figure has been adjusted for people in whom stent thrombosis has occurred during clopidogrel
treatment as this group would be recommended prasugrel.

Price of clopidogrel: British national formulary 57 edn. (2009). Price of prasugrel as in manufacturers’ submission (2009). Proportion is based on annual incidence
numbers for people aged 3574 years of age.

Please adjust proportion to reflect local estimates. Where not all people aged 75 years of age and more receive prasugrel for its indicated use, it is assumed that
these people would be treated in line with current practice and therefore no incremental cost is likely to be incurred.

Daiichi-Sankyo (2009) Eli Lilly and Company Ltd STA submission: Prasugrel for the treatment of acute coronary artery syndromes with coronary intervention. Table
34: TRITON-TIMI rehospitalizations summarized by category with UK NHS reference costs and adjusted to reflect Table 36 — UK rehospitalization rates. The
calculated figure for the number of rehospitalizations avoided in the cost per 100 000 columns has been rounded to the nearest whole number which is 1. For
smaller populations, savings may not be significant or robust due to the randomness of events. For larger populations, saving results are scaled in the normal way,
i.e., rounded to the nearest 1.

Reduction in rate of rehospitalizations taken from Table 36 manufacturers submission relating to UK reduction rate. Rehospitalization categories mapped to NHS
mandatory tariff 2009/10 and reference costs 2007—-08 (where no mandatory tariff). HRG codes used are: AA21Z; AA09Z; AA15Z; EB10Z; EA317-34Z; EA147-16Z;
EA40Z-427. Reference cost code used FZ38A.

Source: Adapted from National Institute for Health and Clinical Excellence (2009). TA 182 Prasugrel for the Treatment of Acute Coronary Syndromes with Percutaneous Coronary
Intervention. London: NICE. Issued October 2009; Current as of January 2013 but could be superceded; available at: www.nice.org.uk (accessed 10.01.13).
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episode that was observed in a large head-to-head clinical trial
with clopidogrel.

This NICE costing template for prasugrel also included an
extensive one-way sensitivity analysis, using maximum and
minimum values for the following input parameter values:

® The annual incidence, by age group.

The proportion of patients with ACS in whom immediate

percutaneous coronary intervention is needed.

The proportion of patients with STEMI.

The uptake rate in the STEMI population.

The proportion of the ACS population with NSTEMI.

The proportion of NSTEMI population with stent throm-

bosis on clopidogrel.

The proportion of the NSTEMI population with diabetes.

The uptake rate of prasugrel in the NSTEMI population.

® The proportion of patients receiving prasugrel who are
more than 75 years of age.

® The cost of clopidogrel per patient per year.

The reduction in rate of rehospitalizations.

® The weighted average cost of rehospitalizations.

The rationale for the selection of the minimum and max-
imum values for the sensitivity analysis is not provided in the
costing template.

Budget-impact analyses using a cost calculator approach
have also been published in peer-reviewed journals. For ex-
ample, in an article by Chang and Sung, the budget impact of
using pimecrolimus cream for atopic dermatitis or eczema was
estimated using estimates of the number of people seeking
care for this condition each year and the average number of
physician visits for the condition each year. Chang and Sung
used data from a clinical trial of pimecrolimus to estimate
likely reductions in follow-up physician visits for those pa-
tients who were treated with pimecrolimus. Although the
condition is chronic, it is not progressive or life threatening.
Therefore, the use of a static cost calculator approach is ap-
propriate. Chang and Sung estimated the budget impact for a
single year, on the basis of observed market share for the first
year the drug was introduced, but tested the impact of changes
in market uptake in a sensitivity analysis.

Using a static cost calculator approach to budget impact
analysis for chronic progressive and/or life-threatening dis-
eases may underestimate the budget impact. For example,
Smith and colleagues used a static approach to estimate the
budget impact of valsartan for the treatment of patients with
heart failure. The authors’ estimates were based on the number
of enrollees with heart failure in a US health plan and on the
average number of hospitalizations each year for these pa-
tients. The authors used data from a clinical trial of valsartan
that showed a reduction in the number of hospitalizations
and in the length of hospital stay for patients treated with
valsartan. However, annual mortality rates with heart failure
are significant, and the valsartan clinical trial also estimated a
reduction in mortality for patients on valsartan. Such a re-
duction in mortality would result in an increased number of
patients being treated for heart failure at any one time and an
associated increase in treatment and monitoring costs for the
health plan. This increase in the population size being treated
was not included in the Smith and colleagues’ budget-impact
analysis. A dynamic disease progression model could have

been used to estimate the change in the size of the prevalent
population over time, given the reduction in mortality rates.
Alternately, estimates of the change in life expectancy with
valsartan could have been derived from the clinical trial data
and used to estimate the change in the treated population size
at steady state and used in the cost calculator approach.

A budget-impact analysis by Dee and colleagues estimated
the budget impact of natalizumab over a 3 year time horizon
for multiple sclerosis, a slowly progressing chronic disease. In
this analysis, the authors explicitly captured the budget impact
of the increasing uptake of natalizumab over time. The bud-
get-impact estimates in the Dee and colleagues’ study were
based on the reduced costs for treating relapses of multiple
sclerosis and the increased drug costs for natalizumab, in-
cluding administration costs and monitoring for serious side
effects such as progressive multifocal leukoencephalopathy.
The authors also considered different payer perspectives and
adjusted the budget impact depending on which payer per-
spective was considered. However, this static cost calculator
approach ignored the impact on multiple sclerosis treatment
costs of slowing the rate of disease progression that is associ-
ated with natalizumab treatment.

In the Smith and colleagues’ study, the estimated budget
impact of the new treatment did not include the additional
drug-related and disease monitoring and symptomatic treat-
ment costs in the extra months of life for the patient. But for
patients with heart failure in these studies, the additional life
expectancy may be short and the impact on the size of the
treated population relatively small. Similarly, the budget im-
pact of slowing disease progression in multiple sclerosis,
omitted from the Dee and colleagues’ study, is likely to be
small within the time horizon of the budget-impact analysis.
But in other chronic conditions, the impact on life expectancy
could be significant, for example, for human immuno-
deficiency virus (HIV) infection. In this case, a dynamic bud-
get-impact model, using either a Markov model or simulation
approach, might be more appropriate.

Budget-lmpact Analysis: Markov Model Approach

A study by Mauskopf demonstrated how a Markov model can
be used to develop both cost-effectiveness and budget-impact
estimates for a hypothetical new treatment for HIV infection.
To develop the budget-impact estimates, it was first necessary
to understand the current distribution of HIV patients among
different HIV health states, measured in terms of ranges of
CD4 cell counts. This distribution was obtained for a cohort of
patients who were not treated, using natural history data that
provided estimates of the time spent in each health state.
Using these estimates and the number of new patients diag-
nosed and their CD4 cell-count distribution, the Markov
model was run, adding a newly diagnosed cohort each year,
until a steady state was reached for the number of patients in
each health state without treatment. The introduction of the
hypothetical antiretroviral therapy drug regimen was assumed
to shift the CD4 cell-count up by one CD4 cell-count range for
all patients in the treated cohort and to hold the cohort there
for 4 years before disease progression resumed. The Markov
model was rerun with the hypothetical antiretroviral drug
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regimen. For each cycle of the model, the number of indi-
viduals alive in each health state was generated. A new steady
state was reached in 10-20 years. For each health state, treat-
ment costs, rates of opportunistic infections, and days in the
hospital were estimated. Population estimates for all of these
outcomes were generated for each year after introduction of
the antiretroviral drug regimen.

A Markov budget-impact model can be programed to
capture only the budget impact for newly entering cohorts
cumulatively in each year after a new drug becomes available;
alternatively, the model can be programed to assume that all
prevalent patients also immediately switch to the new treat-
ment or that a certain proportion of the prevalent patients
switch each year. In the Mauskopf model, there were 10 680
persons alive in the UK with HIV in 1994 and an incident
cohort of 1258 persons per year. The treatment regimens
compared were no antiretroviral treatment and a hypothetical
antiretroviral drug regimen that was assumed to stop disease
progression for 4 years but to be taken for 6 years. All persons
alive with HIV were assumed to switch immediately to
the antiretroviral drug regimen, as were those individuals
newly diagnosed during the model time horizon. Selected
model inputs and outcomes are shown in Tables 2 and 3,
respectively.

In this model, the impact of antiretroviral therapy (ART)
on life expectancy for people with HIV infection was large,
resulting in a significant increase in the number of individuals
living with acquired immune deficiency syndromes (AIDS)

and HIV infection and a shift to less severe disease stages. In
this analysis, other outcomes that are of importance to pa-
tients and health planners were estimated, including the
number of cases of opportunistic infections, illustrated in
Table 3 by the number of cases of CMV infection, as well as
the number of hospital days used by individuals with HIV
infection. This latter value can be very useful for planning for
hospital care for those with HIV infection.

Mar and colleagues presented a similar approach to bud-
get-impact analysis using a Markov model for a Basque
population to estimate the impact of the use of thrombolysis
for patients with stroke on the prevalence of different degrees
of residual disability in patients with stroke and the associated
budget impact. In their study, the current prevalent population
in different poststroke health states (death, disability, au-
tonomous, and recurrent stroke) without thrombolysis was
estimated using data on stroke incidence stratified by age and
sex, all-cause mortality rates, stroke excess mortality risk, and
disability outcomes from stroke. The budget impact associated
with the use of thrombolysis was estimated using trial data
indicating that the percentage of patients with residual dis-
ability was lower when thrombolysis was used than when it
was not used. Thus, the Markov model was run over a 15 year
time horizon with the two different rates of disability, as well
as changing numbers of strokes due to the aging population.
The results for the Basque population are shown in Table 4.
In the Mar’s study, the current population health state preva-
lence rates, as estimated by the Markov model for patients

Table 2 Markov model: Selected input data for HIV model
Input data CD4 cell-count range

> 500 350-500 200-349 100-199 <100
Average time in disease state: No ART (years) 2 (after diagnosis) 1.8 1.8 1.5 1.3
Transition probability to next worse state: No ART? 0.5 0.5556 0.5556 0.6667 0.7692
Annual healthcare costs: Excluding ART? £1834 £1834 £1834 £1912 £7490
Annual community service costs” £1137 £1137 £1137 £1378 £2230
Annual CMV incidence 0.0024 0.0024 0.0024 0.0750 0.2550
Annual hospital days 1.13 1.13 1.13 2.87 29.9
ransition probability is equal to (1/time in state).
£1995 Great Britain pounds inflated to 1999 Great Britain pounds, using the hospital and community health services price index.
Abbreviations: ART =antiretroviral therapy; CMV = cytomegalovirus; HIV=human immunodeficiency virus.
Source: Adapted from Table 1, reprinted from Mauskopf, J. (2000). Meeting the NICE requirements: A Markov model approach. Value in Health 3(4), 287-293.
Tahle 3 Markov model: Annual outcomes with and without ART for HIV infection
Annual outcomes Year one Year three Year six

No ART ART No ART ART No ART ART

Cost GBP ( x 10°) 291 66.9 291 123.4 291 151.6
Number of persons treated 10680 11938 10680 14 454 10680 17 804
Cost per person 2725 6 260 2725 9353 2725 8829
CMV cases 581 149 581 155 581 502
Hospital days 62 775 16 200 62 775 19 000 62 775 60 665

Abbreviations: ART =antiretroviral therapy; CMV = cytomegalovirus; GBP = Great Britain pound; HIV=human immunodeficiency virus; QALY =quality-adjusted life-year.
Source: Adapted from Table 3 in Mauskopf, J. (2000). Meeting the NICE requirements: A Markov model approach. Value in Health 3(4), 287—293.
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without thrombolysis, were validated on the basis of popu-
lation registry data and an alternative modeling approach for
estimating poststroke life expectancy.

Two other published studies illustrate the use of Markov
models to capture the dynamic aspects of budget-impact an-
alysis. In the budget-impact analysis for trastuzumab in early
breast cancer by Purmonen and colleagues, a 4 year time
horizon was modeled using a state transition model with two
health states: free of distant recurrence and with distant re-
currence. The budget impact was estimated as the difference in
cumulative undiscounted 1, 2, 3, and 4 year costs for all co-
horts starting treatment during the model time period with or
without the use of adjuvant trastuzumab. The model was
based on the number of early breast cancer patients, human
epidermal growth factor positive (HER2 +) prevalence, length
and cost of adjuvant treatment, and the effectiveness of the
treatment. All HER2 + patients were assumed to be treated
with trastuzumab. Sensitivity analyses included a scenario

analysis that looked at different treatment patterns, prevalence
of HER2 +, and treatment costs. In addition, a probabilistic
sensitivity analysis was included that estimated the impact of
the following uncertain or variable parameter inputs: number
of early breast cancer patients, HER2 + prevalence in those
with early breast cancer, disease-related transition prob-
abilities, and treatment costs. The results of the probabilistic
sensitivity analysis were presented as an affordability curve in
which the probability of the budget impact being below dif-
ferent budget constraints was presented (see Figure 1).

In a combination of cost-utility and budget-impact analysis
of third-generation aromatase inhibitors for advanced breast
cancer, Marchetti and colleagues used a state transition model
to estimate the life expectancy and lifetime costs for a single
annual cohort of patients newly diagnosed with advanced
breast cancer and starting treatment with or without the use of
anastrozole or letrozole. The authors estimated the budget
impact for a single cohort under the assumption that all

Table 4 Markov model: Stroke outcomes with and without thrombolysis

Annual Outcomes 2000 2005 2010 2015

Stroke number 4541 5176 5812 6447
Dependent patients: no thrombolysis 6 505 8478 10450 12 423
Dependent patients: 10% with thrombolysis 6 505 8 368 10 232 12 095
Difference in dependent patients 0 109 219 328
Number with thrombolysis 454 518 581 645
Reduced costs for dependency (€) 0 1132 000 2264 000 3396 000
Increased costs for thrombolysis (€) 1223 000 1395000 1566 000 1737000
Gain in QALYs 0 36.59 73.19 109.78

Abbreviation: QALY =quality-adjusted life-year.

Source: Adapted from Table 5 in Mar, J., Sainz-Ezkerra, M. and Miranda-Serrano, E. (2008).

Calculation of prevalence with Markov models: Budget impact analysis of thrombolysis

for stroke. Medical Decision Making 28(4), 481-490. Copyright © 2008 by Sage Publications. Reprinted by Permission of SAGE Publications.
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Figure 1 Markov model: Results of the probabilistic sensitivity analysis for trastuzumab in early breast cancer. Reprinted from Figure 3 in
Purmonen, T. T., Auvinen, P. K. and Martikainen, J. A. (2010). Budget impact analysis of trastuzumab in early breast cancer: A hospital district
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patients in the cohort are treated with either anastrozole or
letrozole. This focus on a single cohort and assumption of
100% uptake is typical for cost-effectiveness analyses but is less
often used for budget-impact analyses.

Budget-Impact Analysis: Simulation Model Approach

Another type of disease model frequently used in cost-
effectiveness analyses of new treatments is Monte Carlo or
discrete-event simulation. In simulation models, the disease
pathway is simulated for a group of individual patients with
different characteristics for the duration of the disease episode
or for lifetime (for chronic diseases). This approach to disease
modeling has several advantages over a deterministic Markov
approach: variability among patients in disease outcomes and
in the impact of the treatment is captured explicitly; all rele-
vant patient, system, and treatment characteristics can be
captured without requiring an expansion of health states;
disease and treatment history over time can be accounted for
in the analysis; and multiple events can occur at the same
time. Discrete-event simulation models track patients on the
basis of the time to the next event, whereas Monte Carlo
simulation models typically track the patients at specific time
points. The disadvantage of the simulation approach is that it
generally requires additional data inputs and additional
computation time compared with the Markov modeling
approach.

As with Markov modeling, the discrete-event simulation
approach can be used to generate budget-impact as well as
cost-effectiveness estimates by simulating a prevalent popu-
lation rather than a single population cohort. Martin and
colleagues presented the results of a budget-impact analysis for
expanded screening for HIV in the US, using a Monte Carlo
simulation model that included screening and treatment for
HIV infection. This model has been used extensively for cost-
effectiveness analyses of alternative management strategies for
HIV infection. In their publication of the simulation model’s
results, the authors estimated the number of prevalent cases of
HIV infection that were currently undetected and the annual
number of new cases of HIV infection, using national preva-
lence and incidence data. Using a series of published studies
and reports, the authors also estimated the proportion of these
individuals that would be eligible for government-sponsored
HIV screening, as well as the CD4 cell-count and viral load
distributions for those persons unaware of their HIV status.
The authors then entered this patient population into the
screening module of their Monte Carlo simulation model and
tracked costs over a 5 year time frame, with and without the
introduction of a new screening program. Martin and col-
leagues presented the additional number of cases identified
from expanded screening each year for 5years and the
undiscounted budget impact of expanded screening and the
associated earlier treatment by discretionary and entitlement
programs (see Tables 5 and 6; Figure 2).

Discrete-event simulation models also have been used to
estimate budget impact of drug treatments, tracking both the
prevalent and incident populations to determine the annual
budget impact. Caro and colleagues used a discrete-event
simulation model to estimate the budget impact over 100 days

Table 5 Simulation model: Clinical characteristics of newly
detected HIV-Infected individuals eligible for care through
discretionary and entitlement programs

Current Expanded
practice screening
Number identified over 5 year period
Prevalent cases in year 1 54 343 63 747
Prevalent cases in year 2 18 362 24 062
Prevalent cases in year 3 17 276 19755
Prevalent cases in year 4 14 759 15106
Prevalent cases in year 5 11 366 10 651
Total prevalent cases in period 116 107 133 321
Incident cases in year 1 4099 6701
Incident cases in year 2 8379 13258
Incident cases in year 3 12 340 18 764
Incident cases in year 4 16 086 23 417
Incident cases in year 5 19618 27 361
Total incident cases in period 60 523 89 501
Mechanism of detection, prevalent cases
Screening (%) 19.7 331
Opportunistic infection (%) 68.3 57.8
Never detected (%) 12.0 9.1
Mechanism of detection, incident cases
Screening (%) 39.3 60.2
Opportunistic infection (%) 49.0 323
Never detected (%) 11.7 7.5
CD4 count at detection
Prevalent (mean cells mm ~3) 122 140
Incident (mean cells mm ~3) 251 312

Abbreviations: HIV=human immunodeficiency virus; QALY =quality-adjusted
life-year.

Source: Adapted from Table 2 in Martin, E. G., Paltiel, A. D., Walensky, R. P. and
Schackman, B. R. (2010). Expanded HIV screening in the US: What will it cost
government discretionary and entitlement programs? A budget impact analysis. Value
in Health 13(8), 893-902.

Table 6 Simulation model: Incremental quality-adjusted survival
per person

Cases Current practice  Expanded screening
Prevalent cases (AQALYs) - 2.0

Incident cases (AQALYs) - 3.2

Note: These numbers refer to the quality-adjusted survival over the newly detected
cases’ lifetime and not just the 5 year time horizon of the budget-impact analysis.
Abbreviation: QALY =quality-adjusted life-year.

Source: Adapted from Table 2 in Martin, E. G., Paltiel, A. D., Walensky, R. P. and
Schackman, B. R. (2010). Expanded HIV screening in the US: What will it cost
government discretionary and entitlement programs? A budget impact analysis. Value
in Health 13(8), 893-902.

for alternative treatments of bipolar-associated mania, using
estimates of changes in response to therapy in the Young
Mania Rating Scale over time. Mar and colleagues used a dis-
crete-event simulation model to estimate the budget impact
of thrombolysis in patients with stroke, using estimates of a
reduced number of patients with residual disability after
stroke in those patients given thrombolysis treatment. In both
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Figure 2 Simulation model: Results. Reprinted from Figure 1 in Martin, E. G., Paltiel, A. D., Walensky, R. P. and Schackman, B. R. (2010).
Expanded HIV screening in the US: What will it cost government discretionary and entitlement programs? A budget impact analysis. Value in

Health 13(8), 893-902.

models, prediction equations were estimated by using patient-
level data to estimate time to the primary events included in
the model.

The advantages of using Monte Carlo or discrete-event
simulation models to estimate budget impact of alternative
disease management strategies are that, generally such models
have been previously validated for the cost-effectiveness ana-
lyses and the inputs are consistent for both types of estimates.
In addition, changes in disease severity and life expectancy
over time can be included in the model. This is very important
for HIV infection or stroke, where alternative screening or
treatment strategies can have a major impact on the treated
population size and/or severity mix, and thus on healthcare
decision makers’ budgets.

Conclusions and Where Next

As illustrated in this article, budget-impact models can be
developed using a variety of approaches: a cost calculator
approach or disease progression modeling approaches using
either Markov or simulation models. Generally, the simpler
approach is preferred by healthcare decision makers because
such an approach is more transparent and can more readily
be run using individual health plan characteristics. The cost-
calculator approach can be used for acute illnesses, as well as
for chronic illness where changes in disease severity, life ex-
pectancy, or treatment patterns (1) do not occur, (2) occur
very rapidly and can readily be captured in a cost-calculator
model, or (3) occur beyond the time horizon of the budget-
impact analysis. In instances where the changes in disease
severity, life expectancy, and/or treatment patterns cannot be
credibly captured in a cost-calculator model, a disease pro-
gression modeling approach might be needed.

A disease progression modeling approach may be more
desirable when an integrated cost-effectiveness and budget-
impact model is desired. However, care needs to be taken to

ensure that the budget-impact estimates are generated for the
prevalent population rather than for the single-disease cohort
that is typically used for cost-effectiveness analysis. The bud-
get-impact model should also compare a mix of current and
future treatments rather than a simple comparison of all pa-
tients treated with either a current treatment or a new treat-
ment, as is typically seen in a cost-effectiveness analysis. In
addition, the appropriate costs for the budget holder are their
actual prices paid net of discounts and copays while oppor-
tunity costs are more appropriately used for cost-effectiveness
analyses.

The question of how to reflect the uncertainty or variability
in the inputs to a budget-impact analysis is also important.
There are several different types of uncertainty or variability
that can be present in the input parameter values, uncertainty
about the estimates of the efficacy of the new and current
interventions, variability in patient characteristics and current
treatment patterns in different healthcare settings, and both
uncertainty and variability in the changes in expected treat-
ment patterns with the availability of the new intervention.
Because these analyses are aimed to help healthcare decision
makers understand the budget impact on the population for
which the decision makers have responsibility, budget-impact
analyses most commonly include either one-way sensitivity
analyses, using ranges of both uncertain efficacy inputs and
differences in patient characteristics and current and future
treatment patterns (e.g., NICE cost calculators), or scenario
analyses where several of these input parameter values may be
changed to produce a scenario that most closely matches the
healthcare decision maker’s population. Probabilistic sensi-
tivity analyses are sometimes included in published budget-
impact analyses, but these are probably not very useful for
healthcare decision makers because the sensitivity of the
budget-impact analyses results to parameter uncertainty may
be less than the sensitivity of the budget-impact analysis to
variabilities in the healthcare decision maker’'s population
characteristics and treatment patterns. The concept of the
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affordability curve for different budget constraints as used in
Purmonen and colleagues’ article may be a useful way to
present the results of a probabilistic sensitivity analysis.
However, the probabilistic sensitivity analysis presented in
Purmonen and colleagues’ study included both uncertain
parameters (HER2 + prevalence and transition probabilities
reflecting efficacy) and variable parameters that would prob-
ably be known with certainty by the decision maker (price of
trastuzumab and number of patients), thus reducing the value
of their probabilistic sensitivity analysis.

Although the primary purpose of a budget-impact model is
to estimate the annual impact on a health plan budget after a
new intervention is reimbursed for the health plan’s covered
population, a budget-impact models may also generate esti-
mates of the associated changes in population health out-
comes during the same time period. These estimates may be
used in the budget-impact analysis to estimate the changes in
disease-related costs, but the population health estimates also
can provide useful information for healthcare decision
makers. For example, estimates of changes in disease cases or
hospital days may be useful for health services planners. These
population-based estimates of these outcome changes should
be presented for each year after introduction of the new
intervention along with the budget-impact estimates.

See also: Adoption of New Technologies, Using Economic
Evaluation. Analysing Heterogeneity to Support Decision Making.
Biopharmaceutical and Medical Equipment Industries, Economics of.
Decision Analysis: Eliciting Experts’ Beliefs to Characterize
Uncertainties. Economic Evaluation of Public Health Interventions:
Methodological Challenges. Economic Evaluation, Uncertainty in.
HIV/AIDS, Macroeconomic Effect of. HIV/AIDS: Transmission,
Treatment, and Prevention, Economics of. Infectious Disease
Modeling. Macroeconomic Causes and Effects of Noncommunicable
Disease: The Case of Diet and Obesity. Observational Studies in
Economic Evaluation. Pharmaceutical Pricing and Reimbursement
Regulation in Europe. Pricing and Reimbursement of
Biopharmaceuticals and Medical Devices in the USA. Problem
Structuring for Health Economic Model Development. Public Health:
Overview. Searching and Reviewing Nonclinical Evidence for
Economic Evaluation. Specification and Implementation of Decision
Analytic Model Structures for Economic Evaluation of Health Care
Technologies. Statistical Issues in Economic Evaluations.
Synthesizing Clinical Evidence for Economic Evaluation. Valuing
Informal Care for Economic Evaluation
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The term collective purchasing is often used interchangeably
with cooperative purchasing, group purchasing and col-
laborative purchasing and sundry other expressions. A fuller
list of terms is set out by Schotanus and Telgen (2007) and
Tella and Virolainen (2005) who provide a useful starting
point for investigating the wider use of these arrangements.

There are a number of notions of collective purchasing in
health care and here three are considered: collective purchas-
ing of health-care inputs, collective purchasing of health in-
surance, and collective purchasing of health-care treatments or
interventions. The details are set out below.

Collective Purchasing of Health-Care Inputs

In the first notion of collective purchasing, health-care pro-
viders cooperate in respect of their purchasing of medical
supplies. Nollet and Beaulieu (2005) provide a useful over-
view of these arrangements between health-care providers,
which often mirror those that arise in other settings. The
central idea is that a number of independent organizations, or
more colloquially firms, agree amongst themselves to negoti-
ate collectively with the suppliers of their inputs.

Advantages and Disadvantages

The motivation for such arrangements is primarily seen as
being to reduce costs, by some combination of negotiating a
lower price, reducing administration, or economizing on
utilization. Studies of such collective purchasers typically re-
port that they achieve price reductions in the order of 10-15%.
Economists would argue that this is probably a consequence
of the purchasing collective representing countervailing
monopoly power and thus reducing the economic rents of
their suppliers. Reductions in administrative costs will result
from conventional sources such as economies of scale and
scope and consolidation of the purchasing function. Some
studies, for example, Schneller, 2000, report savings of as
much as 40% in this respect but it is not clear that all costs are
being recorded. Exactly how a purchasing collective might
reduce utilization of inputs is less clear. One idea is that the
collective standardizes its purchases and thus avoids un-
necessary duplication of inputs. It is difficult to obtain hard
evidence of this in practice and it should be noted that
standardization requires coordination but not necessarily co-
operative purchasing. In terms of problems of collective pur-
chasing, the usually cited limitations of these arrangements are
the problems of reflecting the potential diverse objectives of
the members of the collective and the possible antitrust im-
plications of collective action. As suggested above there are a
number of sources of further reading on this use of collective
purchasing in health care and it corresponds to a broad lit-
erature on supply chain management.

Collective Purchasing of Health Insurance

The second notion of collective purchasing arises specifically
in the US health-care sector and originates from a system in
which health insurance is often provided as a part of em-
ployment. Small employers who have to purchase health in-
surance on behalf of their employees may be at a disadvantage
relative to larger employers in terms of dealing with the pro-
viders of health insurance. By forming health insurance pur-
chasing cooperatives they might be able to redress this
disadvantage. Wicks (2002) provides a good starting point for
further reading in respect of these arrangements; their pur-
ported advantages and their potential problems. More recently
the term health insurance purchasing cooperative has also
been applied to any collective of individuals, as distinct from
companies, seeking to purchase health insurance as a group.
Moreover, there is contemporary policy debate concerning
whether such arrangements can increase the coverage of health
insurance.

Advantages and Caveats

If employee benefits are considered to be simply another
input into production, then this second notion of the term
collective purchasing is very closely related to the first use
described in Section Collective Purchasing of Health-Care
Inputs. By cooperating, small employers may achieve a lower
price or achieve scale economies in their purchase of health
insurance coverage. The literature on supply chain manage-
ment referred to above again provides the details. But it can
be argued that health insurance is a sufficiently idiosyncratic
‘input’ that additional issues arise in terms of benefits of
forming a collective. The most often discussed issue - and
again Wicks (2002) is the best starting point for further in-
vestigation - is that of risk pooling. A purchasing cooperative
may help to balance high- and low-risk individuals and thus
achieve coverage for some employees who might otherwise
be precluded by their high-risk premiums. This idea is,
however, contentious. If health insurers can discriminate
between high and low risks they have an incentive to offer
better rates to the lower risk types. So if two employers, one
with a high-risk group of employees and the other with a
low-risk group of employee form a cooperative to purchase
insurance, there is a good chance that the low-risk employer
would be offered better terms outside of the purchasing co-
operative; the purchasing cooperative will fail. In reviewing
the evidence regarding the effect of health insurance pur-
chasing cooperatives, Wicks (2002) draws attention to the
greater choice that individuals are faced with when a pur-
chasing cooperative is in place. This is an interesting contrast
with the more usual outcome of collective purchasing -
greater standardization.
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Collective Purchasing of Health-Care Treatments: The
Role of Insurers

Although the first two notions of collective purchasing de-
scribed in Sections Collective Purchasing of Health-Care In-
puts and Collective Purchasing of Health Insurance arise in
particular jurisdictions or in particular institutional settings,
the third notion is close to ubiquitous in health-care markets.
Although physicians or health-care organizations are the
supplier of care and individuals in need of that care are the
recipients, for most individuals in most circumstances
the terms under which their care is provided - how much will
be paid for it under various scenarios - is determined as a part
of an agreement entered into by their insurer with health-care
providers. This concept of collective purchasing seems to have
been first exposited in relation to public-health insurance by
Evans (1987) but, as one will see, can equally be argued to
apply increasingly to private insurance. To understand this
notion of collective purchasing, and just how substantially the
consumer of health care differs from the consumer of apples
or pears, it is useful to start by reconsidering the usual concept
of purchasing (demand) in economics. This supposes that
there is a defined good or service, a price that is specified by
the seller, and a consumer whose role it is to specify the
quantity they wish to purchase. Almost none of this applies in
health-care markets. The services that constitute health care are
many and varied and patients are more interested in getting
better than in receiving those services per se. Service is not well-
defined up until delivery (treatment) and suppliers do not
compete in the conventional sense of offering a known product
at a given price. The quantity that a person wants is ‘enough to
make me better’ And pertinent to a discussion of collective
purchasing, consumers seldom act unilaterally because health-
care insurance often involves insurers reimbursing health-care
suppliers directly. The topic of health insurance is a vast one
and its emergence and growth in health-care provision a sub-
stantial area of study, but the interested reader can consult
McGuire (2011) or Pauly (2011) for recent overviews. A crucial
element of insurance is that it makes the insurer a third-party
purchaser of health care and this element of health-care pro-
vision gives rise to a number of concerns, especially in terms of
the lack of incentives that the recipients of services have to
regulate or monitor suppliers. This is another substantial topic
for which Stinchcombe (1984) and Enthoven (1994) provide
an entry point for further reading.

Alternatives to Collective Purchasing under an Insurance
Scheme

Following Section Collective Purchasing of Health-Care
Treatments: The Role of Insurers, the intermediation of in-
surance seems to make collective purchasing of health-care
treatments commonplace. That does not need to be the case;
traditional arrangements termed indemnity insurance allow
insured individuals free reign to choose their health-care
supplier, with the insurer reimbursing, subject to rules re-
garding copayment, stop-losses, etc., the provider of treat-
ment. However, increasingly fewer private insurance
arrangements allow consumers to unrestrictedly choose their

supplier, or permit suppliers to dictate the price of a service,
preferring instead to manage the treatment pathway by se-
lectively contracting with specific providers or even integrating
providers into the organization through employment con-
tracts. Under managed care arrangements, as described by
Dranove (2000), Newhouse (2002), and Baker (2011), in-
surers enter into various arrangements with providers on be-
half of their enrollees. This kind of management of treatment
provision, where the insurer collectively purchases on behalf
of their enrollees is, if anything, more prolific in the realm of
public-health insurance which conditions treatment on con-
tracts with health-care providers with terms and conditions set
on behalf of all covered patients/consumers (Blomqvist,
2011). Thus collective purchasing and health insurance would
seem to go hand in hand; insurers collectively purchase health
care on behalf individuals and the extent of such arrange-
ments can vary according to the number of consumers covered
(from employees in a single company, to all members of the
population of a region or even a nation) or the services cov-
ered (from a single health-care intervention to an integrated
treatment system) and may encompass many different pay-
ment mechanisms (from fixed price per treatment item, to
price per illness of a fee per patient).

Advantages and Caveats of Health-Care Insurance

A first approach to explaining the above phenomenon might
be to consider the same motives for collective purchasing as
described in the first two notions of that term described above;
by seeking to purchase on behalf of a large population the
insurer might be able to negotiate lower prices and save re-
sources relative to what each individual would have to expend
in dealing with their own provider. One key problem is that
providers of health-care have informational advantages and
third-party arrangements such as insurance mean that even the
limited information that patients have may not available to
the payer. This results in a lack of information, incentives, and
buying power on the demand side of health-care markets. The
result is effective monopoly power on the part of service
suppliers and one interpretation of collective purchasing ar-
rangements by insurers is that they provide some counter-
vailing buyer power. In simple terms, a single patient,
consumer, or even small insurer may be at the mercy of a
health-care provider who dictates a high price; a purchasing
collective may achieve a lower price. This mirrors the tradi-
tional role of collective purchasing in other contexts except
that in health care a need for countervailing market power
may by more pervasive; it is not only lack of competing sup-
pliers that creates seller power, it is lack of buyer information.

The previous approach does not, however, recognize the
very distinctive features of health-care provision regarding
which a large literature has developed in health economics and
which can begin to rationalize the third notion of collective
purchasing much more convincingly. Elsewhere in this volume
there are extensive discussions of agency, imperfect infor-
mation, and transactions costs and the implications of these for
health-care delivery and understanding these concepts is central
to appreciating a long tradition in health economics focusing
on the consequence of insurance in terms of the extent that
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consumers who are insulated from cost will not have incentives
to control the cost of their treatment. It thus becomes import-
ant for insurers to contain costs but, given the general lack of
information that patients and consumers have it is also im-
portant to maintain incentives for a good quality of service.

In this setting, collective purchasing of health treatments
becomes a method of dealing with multiple agency issues.
One approach emphasizes selective contracting, the pur-
chaser’s decision about which providers to contract as sup-
pliers. By limiting the set of suppliers, the purchaser generates
bargaining power that may counteract market power of sellers
or allow a buyer to influence the cost and/or quality of care. A
second possibly complementary approach focuses on contract
design. Rather than just negotiating on price, in their role as
collective purchasers of health-care insurers may dictate the
form of contract that the health care is provided under and
thereby seek to influence, through the design of appropriate
incentives the cost and quality of health care that patients
receive. Viewed in this context a collective purchasing contract
is a means of trying to align the incentives of health-care
suppliers with those of the purchaser of health care. A great
deal of attention has, for example, been directed at the ques-
tion of whether a simple fixed-price arrangement as embodied
in the Medicare Prospective Payment System in 1983, and
much emulated since, can achieve both cost control and ap-
propriate quality of care. A recent summary of the extensive
adoption of such systems in Europe and the claims that are
made in terms of cost control are documented in Brusse et al.
(2011). This transition from purchasing through reimburse-
ment of costs to determining an ex ante fixed price gives per-
haps the best illustration of the potential of collective
purchasing to effect change in a health-care system.

Agency theory also highlights how difficult it might be in
practice to design good collective purchasing contracts for
health care. As one problem is resolved so others may ma-
terialize. One concern that has developed is that while moving
toward predetermined prices based on a particular character-
ization of a patients’ medical condition (so called prospective
price contracts) may drive down costs, it may also give rise to
attempts to select easier to treat patients — cream skimming —
or avoid expensive ones. Thus for a collective purchaser the
design of appropriate contracts can be very complex matter.

Summary

In many areas of economic activity, purchasers find it in their
interests to act collectively to get a ‘good deal’ from their supplier.
Traditional explanations of collective purchasing rely on the
concept of buyers achieving some monopsony power to offset
the monopoly power of sellers, or on the achievement of scale
economies in purchasing. These explanations apply equally well
in health care in regard to supply chain management in health-
care organizations such as hospitals, who cooperate to purchase
medical supplies, and can be extended to understand health
insurance purchasing cooperatives. The possible disadvantages of
these arrangements are that they fail to correctly reflect the di-
versity of preferences of their constituent members, or that they
may run foul of the law in terms of antitrust or anticompetitive
practices. But there is another notion of collective purchasing in

health care that is more prolific and requires a rather more in-
volved explanation. Individual consumers of health care do not
for the most part act unilaterally in dealing with a health-care
supplier - insurers, both public and private, act as intermediaries
and very often as the collective purchaser. This manifestation of
collective purchasing is intricately linked with the prevalence of
health insurance, which is an arrangement concerned with in-
sulating individuals from the costs of their health care and where
individuals are so insulated agency problems arises. Insurers may
try and contain costs and ensure adequate quality by setting
terms and conditions for the supply of health treatments and
thus act as collective purchasers. These sorts of arrangements go
under different names such as managed care or health-care
contracts depending in part on whether they are instigated by
private or public insurers, but they are in essence collective
purchasing.

See also: Health Insurance in the United States, History of. Managed
Care. Markets in Health Care. Pay-for-Performance Incentives in Low-
and Middle-Income Country Health Programs. Physician-Induced
Demand
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Glossary

Agency relationship The relationship between an agent
and a principal. Classically in health care, the role of a
physician or other health professional in determining the
patient’s (or other client’s) best interest and acting in a
fashion consistent with it. The patient or client is the
principal and the professional is the agent. More generally,
the agent is anyone acting on behalf of a principal,
usually because of asymmetry of information. In health
care, other examples include health managers acting as
agents for their principals such as owners of firms or
ministers, regulators as agents for politically accountable
ministers, ministers as agents for the electorate. In health
care, the situation can become even more complicated

by virtue of the facts, first, that the professional thereby has
an important role in determining the demand for a
service as well as its supply and, second, that doctors are
expected (in many systems) to act not only for the
‘patient’ but also for ‘society’ in the form, say, of other
patients or of an organization with wider societal

Introduction

Health care purchasers and regulators often make comparisons
between providers on indicators of quality. In this article the
rationale for such comparisons is described, the options for
this form of monitoring are considered and how this type of
evaluation has evolved over time is outlined. Then, using a
recent example of a quality program that links financial re-
wards to comparative performance in the UK, the key issues
with this kind of performance evaluation are highlighted.

Principal-Agent Problems

The health care sector is characterized by a series of agency
relationships. Patients delegate decision-making to doctors
and payers give responsibility for supplying health care to
providers. This delegation of decision-making or provision
would be unproblematic if there was symmetric information
and identical objectives were shared between the parties. In
reality, two general problems are suggested by the
principal-agent analysis. First, the task itself (i.e., delivering
health care) is only partially observable or verifiable. This is
called the moral hazard or hidden action problem. Second,
the agent’s capabilities are unknown to the principal but are
known to the agent before the parties enter into the contract.
This may adversely affect the principal’s payoff and is called
the adverse selection or hidden information problem.

The solution adopted in practice is to use a set of
performance indicators to measure the output of the agent.

responsibilities (like a managed health care organization),
or taxpayers, or all potential patients. There can be much
ambiguity, as in seeking to understand the agency
relationships in overseas aid giving and management, and
as in establishing the extent to which formal contracts can
enhance efficiency.

Incentive contracts The contracts between insurers or
other third party payers and the providers of health care
that embody incentives and penalties (both usually
financial) for failing to meet particular conditions.
Yardstick competition An industrial regulatory procedure
under which the regulated price is set at the average of the
estimated marginal costs of the firms in the industry.
Zeckhauser’s dilemma A problem with incentive
contracts when those who are incentivized to behave in
particular ways cannot fully control the consequences of
their actions. They then require compensation in some
form to offset this increase in the risk they face of failure,
which raises the cost of the contract relative to the benefits
anticipated by the principal.

However, this is only a partial solution because the infor-
mation problems persist when the correlation between such
indicators and the agent’s effort is noisy and determined by a
random component that often varies across agents. The extent
to which the agent is in control of such variation is also un-
known to the principal. The principal must therefore design a
contract or system of incentives that elicits a second-best
outcome from the agent.

Problems with Incentive Contracts in Healthcare

It is often claimed that the design of incentive contracts is
more difficult in the health care sector than in other sectors.
This is particularly the case when the principal’s problem of
ensuring that the agent delivers a high quality service is con-
sidered. There are five problems that are germane:

1. One of the best known concerns about incentive contracts
is the trade-off between incentives and risk (so-called
Zeckhauser’s dilemma). Theoretically, incentive contracts
impose a risk on agents and risk-averse agents will require a
higher mean level of compensation. This premium will
increase with the riskiness of the environment. Although
empirical research has not found convincing evidence that
higher incentives are given in riskier environments, health
care providers provide an uncertain output (the well-being
of the patient) which is only partially dependent on their
actions.

2. When multiple actions are substitutes, incentive schemes
may cause diversion of effort. For instance, an incentive
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scheme focused on observable indicators will induce
health care providers to game the system and reduce their
effort on unobservable dimensions.

3. Because patients differ in their expected health outcomes
and the agent has more information on the expected health
outcomes than the principal, the agent may engage in
‘cherry-picking’ of patients, providing care only to patients
at low risk of adverse outcomes.

4. As health care provision often requires input from more
than one agent, the aggregation of agents into groups (for
example, hospital teams) for incentive contracts creates
externalities. These externalities may be positive (through
monitoring of effort by close peers) or negative (caused by
free-riding on others’ efforts).

5. Health care providers have a social role and are trained to
adopt professional ethics. Their utility functions are typi-
cally assumed to contain an altruism component that val-
ues the benefits to their patients. Incentives have the danger
of crowding-out this intrinsic motivation.

Information on Quality

Quality assessment in health care is bedeviled with measure-
ment problems. The measurement of output, or more strictly
the agent’s effort in producing output, is particularly difficult.
Quality can be measured in terms of the quality of inputs,
processes, or outcomes. Input quality measurement, for
example, would involve assessing the capabilities and training
of the labor force, the standard of the capital facilities and
equipment, and the input mix. Such an approach is often
taken by health care regulators seeking to maintain a register
of qualified providers. Process quality measurement, however,
would involve assessing whether agents are performing ac-
tions that are most likely to generate good quality outputs. In
health care, this might involve assessing whether providers are
adhering to best-practice guidelines and offering patients
effective treatment regimes. Finally, quality output measure-
ment would focus on the benefits that have been achieved for
patients, regardless of how they have been achieved. Such
benefits should include gains in survival and quality of life
and increasingly capture patients’ experience of using health
care services.

The difficulty for the principal is to know which type of
quality measurement offers the most accurate information
on the agents’ efforts. Quality inputs are a necessary but not
sufficient condition for quality outputs. When assessing the
quality of processes, principals are frequently forced to rely
on agents’ reports of their processes. These may be delib-
erately misreported, or may be applied to the least-costly
patients who may be less likely to gain substantial benefits.
The main problem with direct measurement of the quality of
the agent’s outputs is that these are noisy signals of their
effort because patient outcomes reflect historical events, the
patient’s own actions, and the actions of other agencies.
These are largely unobservable and contain a substantial
random element.

For these reasons, principals often adopt a portfolio of
quality indicators across each of these levels. This reduces, but

does not eliminate, the problems with each of the individual
indicators. However, it generates new problems of how the
agent’s performance on each indicator should be aggregated to
form an overall signal of their effort.

Comparative Performance Evaluation

Broadly speaking, incentive contracts can be classified into
two types of performance measurements: (1) absolute and
(2) comparative performance. Under absolute performance,
the agent is set standards on performance measures that
must be achieved, for example, 80% compliance with a
care guideline. Under a comparative performance scheme,
the agent’s performance is benchmarked against a relative
standard.

The relative standard in comparative performance evalu-
ation can be set on two dimensions: time and reference group.
The time dimension of comparative performance can be im-
plemented in a static or in a dynamic setting (i.e., current or
historical performance). The reference group dimension of
comparative performance can be implemented across groups
of agents within or between health care organizations. Al-
though dynamic comparative performance may or may not be
implemented across reference groups, static comparative per-
formance is always relative to a reference group.

To set an absolute performance standard, the principal
needs to have good information on the effort that the agent
will need to make to reach that standard. Setting a relative
standard based on the agent's own historical performance
ensures that the agent improves quality (and thereby increases
effort) period-on-period but can fall foul of secular trends and
does not seek to induce equal effort across agents. Use of a
static reference group benchmark isolates performance meas-
urement from (common) secular trends, but relies on choice
of an appropriate reference group and places the agent at
higher risk.

If the reference group approach is selected, comparative
evaluation can involve two broad types of comparisons
against the other agents. It can involve comparison to the
average (which is called benchmarking) or it can involve the
construction of league tables (known as a rank-order tourna-
ment in the sport sector).

Benchmarking versus Rank-Order Tournaments

The primary purpose of relative performance evaluation is
to mitigate the principal’s imperfect information. However,
comparative performance evaluation has a ‘yardstick com-
petition” effect as well as an information effect. Because rank-
order tournaments will increase competition more than
benchmarking, the latter is a lower-powered incentive whereas
the former provides sharper incentives. Previous research has
shown that wider variation in levels of performance will be
induced by rank-order tournaments. The risk of such tourna-
ment-based incentives is that contestants who think they have
little chance to earn a prize are not motivated by the scheme
and wider variations in performance are created.
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Comparative performance evaluation is optimal only
when all agents face common challenges. When this is the
case, the performance of one agent allows the principal to
infer information about another agent’s performance. How-
ever, if worse health conditions adversely affect performance
and these are concentrated in specific areas, then these
factors should be filtered out by comparing providers within
the same area. However, an agent’s rank-order within an
area contains less information on the performance of an
individual agent and will not generally represent an efficient
use of information. Instead, aggregate measures like averages
of similar organizations are more efficient because they
provide sufficient information about common challenges.

Benchmarking is able to reduce the ‘feedback’ and the
‘ratchet’ effects of the reward mechanism. Feedback occurs
whenever one agent’s action affects the incentive scheme and
thus changes the agent’s own reward as well as the reward for
other agents. As the number of agents affecting the overall
standard is higher under benchmarking, the feedback effect
will be lower than in the case of rank-order tournaments. The
ratchet effect is in essence the dynamic counterpart of the
feedback effect. Good agents may be better off by hiding or
misreporting their ‘true’ performance for fear that the princi-
pal may raise the current target on the basis of past
performance. Unless collusion between agents occurs, this
gaming is mitigated by benchmarking.

More fundamentally, any judgment on which type of
relative performance evaluation is most effective depends on
the goals the principal is trying to achieve. The principal
may be primarily concerned with maximizing efficiency
or with minimizing inequity. If the principal is mainly
concerned with increasing the efficiency of health care pro-
vision then they will seek to use comparative performance
evaluation to increase the average level of performance and
will likely adopt a rank-order tournament. Alternatively,
the principal may be motivated by the distribution of
agents’ performance levels as they care most about equity
of health care provision. In this case, they will seek to
use comparative performance evaluation to close the gap
between outstanding and poorly performing health care
providers. In this case, the principal may be reluctant to
use rank-order tournaments as this may increase the gap in
performance between agents at the top and the bottom of
the league.

The Development of Comparative Performance
Evaluation

Comparative performance evaluation began as an informal
exercise in the private sector and became more structured in
the late 1970s in response to Japanese competition in the
copier market. It typically took the form of rank-order tour-
naments as the extent of market competition was high.

More recently, benchmarking has been used in the public
sector. For example, from April 1996 the Cabinet Office and
HM Revenue and Customs in the UK have run a project, the
Public Sector Benchmarking Service, to promote bench-
marking and the exchange of good practice in the public
sector.

Box 1 shows some key definitions of benchmarking. It
highlights the competitive definition of benchmarking by the
private company Xerox and the less competitive definition of
benchmarking, focused on learning from comparisons, by the
public sector.

These developments have been mirrored in the health care
sector. Initially, governments in their roles as payers and
regulators, made use of the availability of electronic infor-
mation to give feedback to providers on their relative per-
formance. These initiatives were frequently undertaken under
the auspices of professional bodies and the focus was delib-
erately on information-sharing and supporting intrinsic mo-
tivation. Providers were often given data on their own
performance and the performance of the average provider or
their rank in the distribution of performance over anonymized
providers.

Later, these data were deanonymized and sometimes
publicly reported. This was viewed as a natural progression.
Once providers were content that the information on their
performance was accurately recorded and consistently col-
lected across providers, the public could be reassured that
quality in the public health care sector was consistently high.

However, when quality first became linked to penalties and
rewards, it was typical to use absolute performance standards.
The introduction of waiting time targets in the UK National
Health Service (NHS), associated with stringent monitoring
and strong personal penalties, for example, was enforced using
absolute maximum standards. These were frequently criticized
for distorting priorities and inducing gaming, though the
empirical evidence on patient reprioritization is scant and
previous research finds no support for gaming. Similarly, the
introduction of highly powered financial incentives for UK
general practices in the form of the Quality and Outcomes
Framework were based on absolute standards. The lack of data
on baseline performance meant that these standards were set
too low and that only modest gains in quality were delivered,
some of which have been shown to be due to gaming of the
self-reported performance information.

The second generation of financial incentives for improving
quality in the UK NHS make greater use of comparative per-
formance evaluation. There are a number of national schemes
that emphasize local flexibility and payment for quality im-
provement rather than achievement of absolute standards. The
forerunner to these was introduced in one region in England

Box 1 Definitions of henchmarking

The Public Sector Benchmarking Service defines benchmarking as: ‘Im-
proving ourselves by learning from others.’

The Cabinet Office calls benchmarking: ‘The process of comparing
practices and performance levels between organizations (or divisions) to
gain new insights and to identify opportunities for making continuous
improvements.”

The European Benchmarking Code of Conduct states that: ‘Bench-
marking is simply about making comparisons with other organizations and
then learning the lessons that those comparisons throw up’.

Xerox, a pioneer of private sector benchmarking in the copier market
says that it is: ‘The continuous process of measuring products, services
and practices against the toughest competitors or those companies rec-
ognized as industry leaders.”
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and provides a good example of the limitations of using fi-
nancial incentives linked to comparative performance evalu-
ation. This scheme is described in the next section.

The Advancing Quality Program

The Advancing Quality (AQ) program was launched in Oc-
tober 2008 for 24 acute hospital trusts in the North West of
England. Trust performance is summarized by an aggregate
measure of quality - the composite quality score — within each
of five clinical domains. The five incentivized clinical con-
ditions are acute myocardial infarction, coronary artery bypass
graft surgery, hip and knee replacements, heart failure, and
pneumonia. The composite quality scores are derived by
equally weighing achievement on a range of quality metrics
which include process and outcome measures. Table 1 lists the
quality metrics used in AQ.

Table 1 Quality measures used in the advancing quality program

Patients with acute myocardial infarction

Aspirin at arrival

Aspirin prescribed at discharge

ACEI? or ARB? for LVSD®

Adult smoking cessation advice/counseling

Beta blocker prescribed at discharge

Beta blocker at arrival

Fibrinolytic therapy received within 30 min of hospital arrival
Primary PCI“ received within 90 min of hospital arrival
Standardized survival index

Patients with heart failure

Evaluation of left ventricular function

ACEI or ARB for LVSD

Discharge instructions

Adult smoking cessation advice/counselling

Patients receiving coronary artery bypass grafting

Aspirin prescribed discharge

Prophylactic antibiotic received within 1 h before surgical incision
Prophylactic antibiotic selection for surgical patients

Prophylactic antibiotics discontinued within 48 h after surgery end time

Patients receiving hip and knee replacements

Prophylactic antibiotic received within 1 h before surgical incision

Prophylactic antibiotic selection for surgical patients

Prophylactic antibiotics discontinued within 48 h after surgery end time

Recommended venous thromboembolism prophylaxis ordered

Received appropriate venous thromboembolism prophylaxis within 24 h
of surgery

Readmission avoidance rate — 28 days post discharge

Patients with pneumonia

Oxygenation assessment

Initial antibiotic selection for immunocompetent patients

Blood culture performed in A&E before initial antibiotics received in
hospital

Initial antibiotic received within 6 h of hospital arrival

Adult smoking cessation advice/counseling

“Angiotension converting enzyme inhibitor.
bAnguitensin receptor blocker.

“Left ventricular systolic dysfunction.
%Percutaneous coronary intervention.

The AQ scheme is similar to the Hospital Quality Incentive
Demonstration (HQID) in the US. Both schemes started as
pure rank-order tournament systems. At the end of the first
year, hospitals in the top quartile received a bonus payment
equal to 4% of the revenue they received under the national
tariff for the associated activity. For trusts in the second
quartile, the bonus was 2% of the revenue. For the next two
quarters, the reward system changed to the same structure that
was adopted by HQID after 4 years; bonuses were earned by
all hospitals performing above the median score from the
previous year and hospitals could earn additional bonuses for
improving their performance or achieving top or second
quartile performance. There was no threat of penalties for the
poorest performers at any stage.

Evidence from HQID and AQ initiatives suggests that
providers quickly converge to similar values on the process
metrics and differences in performance must be measured at a
very high level of precision to discriminate among providers.
In addition, on some of the process measures most providers
scored (close to) maximum scores. Because of the small vari-
ability in the measures and these ceiling effects, the schemes
end up rewarding trusts based on small differences in
performance.

Under the HQID and AQ scoring mechanisms, all of
the targeted indicators are given equal weight regardless
of their underlying difficulty. Thus, the quality score meth-
odology involves a risk that providers will divert effort
away from more difficult tasks toward easier tasks. However,
despite the clear incentive to do so, research from the US
suggests no consistent evidence that providers engaged in such
behavior.

From the perspective of public health and policy making,
the more important question, however, is whether health
outcomes have changed as a result of the introduction of
HQID and AQ initiatives. Here, the US and UK experiences are
contradictory. A comprehensive US study found no evidence
that HQID had affected patient mortality or costs. The first
evidence from the UK shows that the introduction of AQ
initiative was associated with a clinically significant reduction
in mortality.

In both countries, studies have found weak links between
process measures and patient mortality and ruled out causal
effects on the health outcome. This appears to show that
improved performance on the process measures alone could
not explain the association with reduced mortality in the
North West.

The critical questions now are how and why AQ scheme
was associated with robustly estimated mortality reductions
when similar studies have found little evidence of an effect of
process metrics on patient outcome.

The qualitative evaluation of the AQ scheme found that
participating hospitals adopted a range of quality improve-
ment strategies in response to the program. These included
employing specialist nurses and developing new and/or im-
proved data collection systems linked to regular feedback of
performance to participating clinical teams.

Compared to HQID, the larger size and greater probability
of earning bonuses in AQ may explain why hospitals made
such substantial investments. The largest bonuses were 4% in
AQ compared to 2% in HQID and the proportion of hospitals
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earning the highest bonuses was 25% in AQ compared to 10%
in HQID.

In addition, the participation process may be important.
To participate in HQID, hospitals had to (1) be subscribers
to Premier’s quality-benchmarking database, (2) agree to
participate, and (3) not withdraw from the scheme within
30 days of the results being announced. The 255 hospitals
that participated represented just 5% of the total 4691 acute
care hospitals across the US. In contrast, the English scheme
was a regional initiative with participation of all NHS
hospitals in the region. This eliminated the possibility of
participation by a self-selected group that might already con-
sist of high performers or be more motivated to improve.
Further experiments would be required to identify whether
pay for performance schemes are more effective when par-
ticipation is mandatory or targeted at poor performers.

Despite the ‘tournament’ style of the program, staff from
all AQ participating hospitals met face-to-face at regular
intervals to share problems and learning, particularly in re-
lation to pneumonia and heart failure, where compliance with
clinical pathways presented particular challenges and where
the largest mortality rate reduction can be found. Similar
shared learning events were run as ‘webinars’ for HQID. The
face to face communication, regional focus, and smaller size
of the scheme in England may have made interaction at these
events more productive.

The fact that a scheme that appeared similar to a US ini-
tiative was associated with different results in England re-
inforces the message from the rest of the literature that details
of the implementation of incentive schemes and the context in
which they are introduced have an important bearing on their
effects.

Concluding Remarks

To summarize, the asymmetry of information between the
principal and the agent is particularly acute in the case of
information on quality. Principals design incentive contracts
under these circumstances to induce agents to increase their
effort. One way in which principals can retrieve information
on the efforts being made by agents is through comparisons of
performance across time and/or across agents. Such com-
parative performance evaluation can involve comparison to
own historical achievements or a reference group’s achieve-
ments. The principal can benchmark agents to the average or
create a rank-order tournament.

Although both types of comparative performance evalu-
ation can improve efficiency by reducing the principal’s in-
formation problem, rank-order tournaments are more likely
to increase the gap between performance at the top and the
bottom of the league. Benchmarking minimizes feedback and
ratchet effects, but it can also weaken competition between
agents. Ultimately, the choice between benchmarking and
rank-order tournaments depends on the objectives of the
principal.

In practice, comparative performance evaluation for im-
proving quality was used quite widely and with little contro-
versy when it appealed only to intrinsic motivation. Linkage

of comparative performance evaluation to financial rewards,
however, has led to a sharper focus on its limitations. In this
regard, the experiences with the HQID and AQ initiatives
display many of the conundrums of using comparative per-
formance evaluation. There is a great deal of uncertainty over,
and little empirical evidence to support, the choice of com-
parator. The frequently adopted strategy of using a portfolio of
indicators leads to problems of appropriately weighing the
calculation of overall performance to avoid re-prioritization of
effort. Finally, incentivization of improvements in the quality
of processes reported by agents does not in itself lead to
outcome improvements.

Overall, the evidence base on the effects of comparative
performance evaluation is weak. Although there has been a
great deal of (well-intentioned) experimentation, these ini-
tiatives have been adapted too frequently and have not been
rigorously evaluated. Ultimately, the main challenges for
principals considering the use of comparative performance
evaluation are how to measure hospital quality, how to
identify similar agents to make accurate comparisons, whether
to appeal to extrinsic or intrinsic motivation, and how to
devise and implement the pay-for-performance initiative given
the context in which it is introduced.

See also. Competition on the Hospital Sector. Heterogeneity of
Hospitals. Markets in Health Care. Pay-for-Performance Incentives in
Low- and Middle-Income Country Health Programs
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Glossary

Concentration The degree to which a given number of
producers (in this case hospitals) share the total level of
output (treatments) in a given geographical area.

30-Day AMI mortality A death from acute myocardial
infarction (AMI) within 30 days of admission to hospital.
Hospital competition Hospital behavior that arises when
hospitals are contesting for patients due to incentive
mechanisms imposed by funding bodies. Hospitals might
compete on the basis of lowering prices or increasing
quality of care, or a combination of the two, to attract
patients and funding. Quality competition under fixed
prices currently is predominant.

Hospital prices The charges either set by the hospital or
by the funder or the regulator for the treatments and other
services provided. The level of hospital costs are one
determinant of prices; other factors include the degree of

Introduction

A range of specific policies designed to increase both patient
choice and hospital competition has been introduced in,
amongst other countries, England, Denmark, Sweden, Norway,
and the Netherlands. A primary concern arising from such re-
forms is the effectiveness of hospital competition to provide
improvements in quality, responsiveness, and efficiency. Theory
would suggest that if hospital prices are not fixed but endo-
genously determined by the hospitals themselves, and quality is
not easily observed or verifiable, then hospitals may react to
increased competition for funds by offering lower quality at a
given price, thus chiseling on quality, attracting higher volume
and funding but producing lower quality output. Competition
may be introduced, but it may not produce the desired effect.

Theory also suggests, however, that if prices are set ex-
ogenously increased competition will lead to higher quality,
although, it has also been noted that, if provider preferences
are sufficiently altruistic, high quality provision can also occur
within a restricted competitive environment. Indeed, theore-
tically, if altruism is sufficiently high there may be a negative
relationship between competition and quality provision. Thus
examination of the incentive structures and the environment
into which these are introduced is critical. This has been the
subject of debate, at the core of which is the notion that, given
a regime of fixed prices, hospitals will compete for patients
and therefore revenue, through improving the quality of care
offered. Fixed hospital prices are essentially associated with
Diagnostic Related Group (DRG) prices for predefined case
groupings. Those in favor of hospital competition argue that
with fixed price competition for patients, efficiency and
quality improve as hospitals increase their performance or risk

competition, the level of unsecured costs (e.g., to
compensate for teaching provision, charitable provision, or
new innovation), and the type of financial return sought
(e.g., whether the hospital is for-profit or not-for-profit).
Hospital quality The quality of service provision attained
by a hospital. Quality may be judged across many different
dimensions and measured in different ways (ranging, e.g.,
from in-hospital mortality rates to level of overall patient
satisfaction).

Market power The ability of any individual producer

to control a dimension of the market it operates in. Within
the hospital sector market power is normally related to
the degree to which a hospital is able to capture potential
patients. The higher the concentration of patients treated
within a given geographic region by a given hospital

tends to form the basis of the measurement of hospital
power.

losing their market share. Those against competition argue
that such market-based reforms can destabilize hospitals, in-
crease transaction costs, and possibly even harm patients.
This article examines the empirical evidence on patient
choice and hospital competition to consider whether com-
petition is associated with an improvement in hospital quality
and patient outcomes. To do so, the general literature that
considers hospital competition and quality is assessed. Before
this examination of the literature however, the conceptual dif-
ficulties of measuring competition in this sector are discussed.

Issues in Measuring Competition

To assess the impact that hospital competition has on clinical
quality there has to be an agreed definition of market power.
The major challenge is the estimation of the size of the
competitive market and the power exercised by individual
hospitals. It is obvious that incorrect definition of the poten-
tial market would result in biased assessment of the impact of
competition.

In product markets price relationships, in particular own-
price and cross-price elasticities, may be examined to aid
definition of the relevant market. In the hospital sector this is
not relevant as prices, even if known, are highly regulated.
Typically, investigators calculate hospital market size through
concentrating on the definition of geographic area instead and
do so in one of three ways. First, geographic market area may
be defined as based on a fixed radius, defined by a largely
arbitrary distance that creates a circular market of radius r.
Investigators then calculate the degree of competition inside
that market. Fixed radius measures have the possibility of both
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overestimating and underestimating the actual size of the
market. The shortcomings of such fixed radius measures is that
they do not take account of potential demand when they es-
timate market size. As a result, the fixed radius measures may
suffer from urban density bias and overestimate competition
in urban areas. However, an advantage of this type of fixed
radius market definition is that the market size tends not to be
endogenous to any other factors, such as hospital quality.

A second option is to create a variable radius market where
the radius r that dictates the size of the market varies according
to preexisting referral patterns, actual patient flows, or hospital
catchment areas. For instance, a variable radius r could be set
at a length that captures the home addresses of 75% of pa-
tients at a particular hospital. Variable radius measures tend
not to be as affected by urban density bias but some argue
that, when the radius r that defines the size of the market is
based on existing referral patters or hospital catchment areas,
the market size they estimate may again be biased. For ex-
ample, a high performing hospital may have a larger catch-
ment area than a lower quality competitor.

A third option is to create a radius that varies according to
travel distance. An example of a travel-based radius would be to
define radius r as the distance that captures the hospitals within
a 30-min travel time from a particular patient’s home address.
Market definitions based on existing referral patterns may be
related to the real or perceived quality of local hospitals, but can
suffer from referral patterns reflecting quality. Some argue that
any estimates of competition that rely on actual patient flows
may still be biased. Rather than using actual patient flows,
predictions of patient flows to specific hospitals may be used to
reduce this bias. Some studies have used predicted demand to
estimate market size, based on travel distance for patients, ar-
guing that their method mitigates the problems of traditional
fixed and variable market measures of competition. However, in
practice, sizes of markets defined using radii derived from travel
distances tend to be highly correlated with the sizes of fixed
radius markets. Because the two market definitions produce
results, which are so closely correlated, they both tend to be
affected by urban density bias. The key issue with both market
definitions is that they require a largely arbitrary definition of
the size of the market, such as 30 km for fixed measure and a
30-min travel time for time variable measure. Both market
definitions may therefore either overestimate or underestimate
the true size of the market depending on how the upper
boundary of the market is set by researchers.

All three approaches have been applied to the hospital
market; none is perfect. Each measure has its own strengths,
weaknesses, and inherent bias. A practical approach in con-
sidering which method to employ is to assess the compati-
bility of the data with the various measures, to trade-off the
inherent bias contained in each method by comparisons
across a number of measures and to explore the use of in-
strumental variables to overcome any endogeniety.

General Evidence on the Relationship hetween
Hospital Competition and Clinical Quality

The largest volume of literature assessing the relationship be-
tween hospital competition and quality comes from the USA

(see Gaynor, 2006 for an overall review). The bulk of the
existing US literature has investigated the relationship between
competition, prices, and capacity and is rather out of date.
There is a related small, but growing literature in the US that
looks directly at the impact of hospital competition on clinical
performance. A number of studies consider endogenous price
environments and, unsurprisingly, the general finding with
respect to the influence of increased competition on outcome
quality is ambiguous.

A smaller number of recent studies on competition and
quality tends to the conclusion that, under exogenously de-
termined fixed-price competition, higher levels of competition
generally lead to improvements in clinical performance. The
bulk of this US literature on hospital competition and clinical
quality examines the outcomes of Medicare beneficiaries and
within the timeframe of these studies Medicare operated an
exogenously determined DRG pricing scheme. Findings gen-
erally support a positive relationship between in-hospital
mortality and increased hospital concentration (Kessler and
McClellan (2000) is a prime example). One study found that
competition was associated not only with improved outcomes
in the Medicare population but also with more intensive
treatment for sicker patients and less intensive treatment for
healthier patients who needed less care.

The literature outside the US is smaller but supports the
general findings. There is a growing, recent literature on hos-
pital competition within the National Health Service (NHS) in
England, for example. It is based on the introduction of a
purchaser-provider split, where GP practices purchased sec-
ondary hospital care on behalf of their patients. As initially
introduced, these reforms were said to have created an internal
market in health care. They were based on various contractual
arrangements. Hospital prices were generally not fixed and can
therefore be assumed endogenous. There is a wide consensus
that the internal market never created high-powered incentives
for hospitals or developed a significant degree of competition.
Notwithstanding this criticism, there is some evidence that
prices fell during the internal market. One study also found
that, during the initial phase of the internal market, higher
competition was not associated with lower quality.

Examination of the impact of the NHS internal market on
patient waiting times and length of stay for hip replacement
from 1991 to 1994/5, using survival analysis to look at hos-
pital level data during the internal market reform period,
found that waiting times for hip replacements fell and so did
patients’ average length of stay. This study found that, after the
internal market was introduced, patients were more likely to
be transferred to another facility rather than remaining in the
hospital where they had the surgery until they were ready to be
discharged home.

The strongest evidence on the impact of hospital com-
petition on patient quality in the NHS comes from a number
of English studies. This article considers various aspects of
increased competition on hospital quality. The dominant
quality measure, 30-day AMI mortality, was chosen because,
being tied to an emergency treatment and largely associated
with in-hospital mortality, it is not easily manipulated by
hospital admission policies. The mechanism through which
AMI-mortality may be used as a proxy for general hospital
quality is not always made explicit, but hinges on the
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presumed correlation between the management of AMI
treatment and wider hospital practices. One study of the im-
pact of the internal market (presumed competitive) on hos-
pital quality as it had been before 1999, i.e., a period before
the fixing of hospital prices, used a 30-min drive time from
ward centers as the competitiveness measure. Using hospital-
level data and controlling for hospital and local area charac-
teristics, it was found that the internal market led to a small
but statistically significant increase in 30-day AMI mortality,
the adopted measure of quality (Propper, 1996).

A further study (Propper et al., 2008) used a longer time
period to assess whether more competitive areas had higher or
lower AMI mortality over the period 1991-1999. Once again
this is a period of endogenously determined prices. Similar to
the findings from their previous work, the report that higher
competition during periods of competition was associated
with higher AMI mortality, i.e., higher competition is associ-
ated with lower hospital quality in this dimension. They argue
that it is not credible that hospitals deliberately sought to
curtail quality in this manner - hospitals did not deliberately
worsen 30-day AMI mortality. Rather it is suggested that as the
internal market increased competitive pressures hospital re-
sources were shifted from quality domains that were not fully
observable and verifiable such as the impact of hospital care
on health outcomes, to those, such as waiting times for
elective procedures that were easily measured and were being
targeted.

The introduction of DRG-type prices into the English NHS
in 2005/06 fixed hospital tariffs at the same time as com-
petition within the NHS was strengthened. Two recent studies
have used difference-in-difference estimators to examine the
impact of this increase in competition on hospital quality
using 30-day AMI as the measure of hospital quality. Cooper
et al. (2011) found that AMI mortality decreased more quickly
for patients living in more competitive areas than that in less
competitive areas. Specifically in the three-year period after the
reforms were introduced, a one standard deviation increase in
hospital competition was associated with approximately a 1%
decrease in AMI mortality. Gaynor et al. (2010) found a similar
impact of the increase in competition on hospital quality,
again measured through 30-day AMI death rates, over the
period 2003 to 2007. Both studies, therefore, find that in-
creased competition under a fixed price regime within the
English NHS over the period 2002-8 improved hospital
quality even though a different aggregation of data and dif-
ferent methods are used.

There is also a small empirical literature that considers the
impact of increased hospital competition on equity and pa-
tient access. The hypothesis is that competition may have a
detrimental effect on equality of access for NHS patients.
Waiting times for patients having an elective hip replacement,
knee replacement and cataract repair over the period 1997 and
2007 in England seem to have generally decreased as com-
petition increased, with the variation in waiting times for
those procedures across socioeconomic groups also greatly
reduced. Cookson et al. (2010) examined the impact of the
internal market on equity, measured as the association be-
tween patient deprivation and hospital utilization. They
compared competitive and noncompetitive areas, where
competition was measured using a Herfindahl-Hirschman

(HHI) index in a fixed radius market and also found that there
was no evidence that competition had a worsening effect on
socioeconomic health care inequality.

Conclusions

This short review has confirmed what was to be expected
from theory: Under exogenous fixed-price regimes health
care reforms, which increase competition among hospital
providers, can lead to improved outcome of quality. There is
not a large volume of empirical evidence that can be used to
test this theoretical conclusion but what does exist is rather
robust. The methods used tend to be similar and reliant on
robust estimation procedures, including difference-in-differ-
ence estimation and large data sets. One criticism of these
findings is that a large number of studies use a similar proxy
measure of hospital quality: 30-day AMI mortality. There are
justifiable reasons for the choice of this measure: It is asso-
ciated with an emergency admissions and treatment, which is
difficult to manipulate by the hospital providers. It is none-
theless a one-dimensional measure of quality and the gen-
eralizability of the empirical findings rest on a belief that
there is a strong correlation between this dimension and
other less verifiable dimensions of hospital quality. It is
perhaps not too difficult to buy into the belief that if hos-
pitals have good management structures all dimensions of
quality will trend in a similar manner. Other empirical re-
search has indeed found that hospitals with better overall
management skills had lower mortality from AMI. Moreover,
recent studies show that this measure of hospital quality (30-
day AMI mortality) is indeed correlated with other hospital
outcome measures. The policy implications appear clear that
with a fixed price regime competition can be improving. That
this is not found when prices are set endogenously is perhaps
an unsurprising lesson.

See also: Comparative Performance Evaluation: Quality. Empirical
Market Models. Evaluating Efficiency of a Health Care System in the
Developed World. Heterogeneity of Hospitals. Markets in Health Care.
Switching Costs in Competitive Health Insurance Markets. Theory of
System Level Efficiency in Health Care
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Glossary

Average cost Total cost divided by the rate of output.
Behavioral cost function A cost function that includes
amongst its determinants not only the cost of inputs but
also things such as length of stay, case-mix, and quality of
care.

Cost function A mathematical relationship between the
costs of inputs in the production process and the rate of
output.

Economies of scale Also known as increasing returns to
scale: The amount of resources used per unit of output falls
at higher output rates.

Economies of scope Also known as ‘scope effects!
Economies of scope enable a firm to produce several goods
or services jointly more cheaply than producing them
separately. The simultaneous production of hospital care
and medical teaching is an example.

Fixed cost A cost that does not vary with output either
because input prices are constant or because decision
makers have decided not to vary the input in question. Few,

The Economic Cost Function: Foundations

Microeconomics contains a theoretically based framework
that describes how an individual business enterprise chooses
to optimize production and cost efficiency, given existing
technologies and prices of inputs. Within this supply side
structure, the production function models the relationship
between outputs produced and inputs used in the process, and
the cost function models the relationship between the pro-
duction cost of different levels of output accounting for input
prices. The two functions are related in the sense that the
production function shows the various ways of combining
inputs to produce outputs, given the state of technology, and
the cost function shows how to do it at minimum cost. Given
certain basic mathematical properties, a duality or one-to-one
correspondence exists between a set of production possibilities
and the respective minimum cost function. In modeling the
provision of health care services, economists often prefer the
cost function to the production function because input prices
are plausibly assumed to be determined outside of the model
of firm behavior, whereas the selection of inputs in the pro-
duction process are not.

The cost function is a powerful tool in the econometric
application of the theory of production. In health economics,
the preponderance of cost function estimation studies have
focused on the hospital, which lies at the nexus of health care
services and is the foremost component of health care
spending. A number of issues involved in cost function esti-
mation in health care have been addressed in empirical studies

if any, inputs are technically fixed in the sense of being
unalterable.

Long run A period of time in which all inputs are treated
as variable.

Marginal cost The additional cost incurred if the output
rate is increased by a small amount.

Production function A technical relationship between
‘inputs’ and the maximum ‘outputs’ or ‘outcomes’ of any
procedure or process. Also sometimes referred to as the
‘technology matrix’ Thus a production function may relate
the maximum number of patients that can be treated in a
hospital over a period of time to a variety of input flows like
doctor- and nurse-hours, and beds.

Short run A period of time in which one or more inputs
are treated as fixed.

Stochastic frontier cost function An empirical method of
estimating the maximum outputs obtainable from given
resources and, hence, the degree to which actual operations
fall short of the most efficient way or operating.

of US hospital costs. The remainder of this article will high-
light the key issues involved in cost function estimation largely
in that context.

Approaches to Gost Function Estimation
Short-Run Versus Long-Run Cost Functions

In any cost function estimation, a fundamental determination
facing the researcher is whether to adopt the short-run or the
long-run perspective. The distinction lies in assumptions re-
garding the state of equilibrium, or whether the firm has set all
its inputs at their cost-minimizing levels. A variable cost
function assumes the short-run scenario in which a firm's
capital costs are fixed, whereas a total cost function takes the
long-run perspective, in which all costs are variable and inputs
have been chosen such that total costs are minimized. In the
short-run variable cost function specification, the dependent
variable measuring costs does not include capital costs; how-
ever, the fixed measure of capital is included as an explanatory
variable. In the long-run total cost function, the dependent
variable includes capital costs.

The appropriate choice of the short-run versus the long-
run approach draws on both theoretical and practical con-
siderations. If the firms are believed to be employing all inputs
at the cost minimizing levels, then the long-run total cost
function is indicated by theory. However, if firms cannot ad-
just their capital stock quickly in response to changing output
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levels or input prices, a short-run variable cost function is the
preferable specification. From a practical perspective, estima-
tion of a long-run cost function requires a measure of capital
costs, which are often difficult to observe. In addition, the
long-run cost function should include measures of all input
prices including those of capital, which in most applications
can be achieved only as rough approximations.

In hospital studies, it is generally agreed that capital stocks
are adjusted over time horizons exceeding the periods of study
included in most datasets. Moreover, the industry has experi-
enced considerable organizational, regulatory, and demand
side changes over recent decades. These factors, together with
the challenges of measuring capital costs and capital input
prices, generally have led economists to estimate short-run
variable cost functions for hospital studies. This specification
does require reliable measures of fixed inputs. It also assumes
that those inputs are exogenous, or that hospitals do not have
the opportunity to significantly adjust their physical plant size.

Structural Versus Behavioral Cost Functions

In pure theoretical form, costs are modeled solely as a func-
tion of output levels and prices of inputs, controlling for fixed
inputs or capital in the case of the short-run variable cost
function. However, in empirical applications, cost functions
generally incorporate other observable factors that have been
found both conceptually and empirically to account for sig-
nificant variation in the costs of producing specific products or
services. This is particularly important in the health services
literature where such cost estimations are alternatively referred
to as behavioral cost functions or hybrid cost functions as
opposed to structural or pure theoretic cost functions.

In the hospital literature, variables included in behavioral
cost functions may not have a particular role in the micro-
economic theory of the firm, but they incorporate real world
differences in hospitals and reflect patterns of variation found
in actual hospital cost data. Typically, hospital cost functions
contain a primary measure of output such as number of ad-
missions, one or more measures of input prices, and a meas-
ure of fixed capital such as the number of beds or the amount
of total fixed assets. Admissions alone do not capture variation
in hospital output. Other product descriptor variables com-
monly included are average length of inpatient stay, a case-mix
index that is usually based on the relative costliness of the
diagnosis-related groups assigned to admitted Medicare
patients, and the number of hospital outpatient visits.

Other key variables that have been demonstrated to ac-
count for variation in hospital costs and are often included as
controls in the cost function are measures of local market
competition, ownership status (for-profit, not-for-profit, or
government), and the presence of a teaching mission. Market
competition is often measured using a Herfindahl-Hirschman
index of market concentration. The index, calculated as the
sum of the squared market shares of individual firms com-
peting in the same market, is a function of the number of
competitors and the distribution of their relative market
shares. Its values fall in the range of 0-1 where lower measures
signify many hospitals competing within the market and
higher measures indicate fewer hospitals. Teaching hospitals

are more costly because of the extra resources involved in
performing an educational, in addition to a therapeutic,
mission. These costs are sometimes captured by a binary
variable such as membership in the Council of Teaching
Hospitals or alternatively by a continuous variable measuring
the number of medical residents affiliated with the hospital.

Challenges in Cost Function Estimation

Measuring Output: The Multiproduct Cost Function

Health care provision is highly complex, and measuring
the output of a firm that supplies health care services is
often complicated. For example, a typical general hospital
treats patients with a large number of diverse conditions
using thousands of different medical procedures. Resource
utilization for surgical inpatients is greater than for medical
inpatients, and inpatients are more resource intensive than
outpatients. In physician practices, office visits for established
patients have cost implications that are unlike those driven by
visits with new patients, emergency room visits, or hospital
visits. Nursing homes provide distinct levels of care for their
residents, and skilled nursing patient days have different cost
implications than intermediate care or other patient days.

Most health care cost estimations rely on the multiproduct
cost function (also referred to as the multiple output cost
function), which defines the cost of producing more than one
type of output assuming that all inputs are used efficiently.
Incorporating more than a single output into the cost function
adds realism to the model. The multiple output specification
also allows for a richer set of theoretical constructs useful in
applications of cost function results. However, greater output
complexity also introduces additional challenges in capturing
unit costs of production. These issues are discussed in further
detail in the section on Average Costs.

Controlling for Quality

Microeconomic theory assumes that the firm minimizes cost in
choosing inputs to the production process to produce outputs at
a given level of quality. Although measurement of firm cost is
generally straightforward and measures of output are usually
feasible, the quality of health care service provision is multi-
dimensional and difficult to quantify. Yet, it has long been
established that if quality of service is not controlled in a cost
function, biases result.

Variation in quality levels also complicates the theoretical
modeling of health care cost. In the case of hospitals, high nurse
staffing ratios, the extra resources required by teaching hospitals,
sophisticated information systems, and/or innovative high
technology services are cost increasing features that have been
found to be associated with higher observed hospital quality.
Yet, low quality also can be cost increasing if it is related to
lapses leading to preventable adverse events or postoperative
complications that require additional services. These dynamics
are interrelated. For instance, higher nurse staffing levels and/or
sophisticated information systems not only have a direct and
positive impact on costs but also reduce the probability of
expensive adverse events, thereby simultaneously having an
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indirect effect that is cost reducing. Overall, the theoretical
relationship between costs and quality is complex, consisting
of the joint effects of many different factors operating
simultaneously.

Quality of health care also has presented repeated problems
of measurement and data availability. Consequently, many cost
function studies have not included explicit quality measures,
confounding the impact of cost containment policies. In the
absence of observed measures, some hospital cost functions
have incorporated unobserved quality by building on the eco-
nomic theory or by exploiting the structure of the error term in
regression models. Studies that have included observed quality
controls have relied heavily on structural measures of hospital
quality such as teaching activity. There is widespread agreement
that quality of care tends to be higher in teaching hospitals,
which have access to the newest technologies. Yet, patient sat-
isfaction and continuity of care are often worse in teaching
hospitals and reports of resident exhaustion not uncommon.
Teaching per se also represents the specific hospital output of
medical education so that teaching is at best a proxy variable for
hospital quality. Other structural measures include the presence
of high-technology services, board certification of staff, hospital
accreditation, and registered nurses as a percentage of full-time
nursing staff. Finally, process measures such as outpatient fol-
low-up to inpatient care, or outcome measures such as re-
admission, mortality, or adverse event rates have been used as
quality controls.

The Profit Maximization Assumption in Health Care

The empirically estimated cost function derives from a theo-
retical framework, which assumes that the firm’s fundamental
goal is profit maximization. However, it generally is agreed
that producers of health care services are often motivated by
other objectives. For-profit enterprises constitute a minority of
general hospitals in developed countries, and a large percent-
age of nursing homes are nonprofit organizations. Although a
number of theoretical models have been developed in order to
explain the objectives of nonprofit firms in the health sector,
the empirical cost function literature on hospitals does not
find that ownership drives cost differences. Growing com-
petition in the hospital industry may force nonprofit hospitals
to behave much like for-profit hospitals to remain viable.

Useful Constructs

The magnitudes of coefficients on independent variables
generated by the cost function are not in themselves mean-
ingful. However, a number of constructs fundamental to the
theory of the firm can be determined using the cost function
estimates. Key measures include marginal cost, average cost,
economies of scale, and economies of scope. These represent a
highly constructive set of tools that frequently are used in cost
function applications to research and policy.

Marginal Costs

Marginal cost is the increment in cost that occurs when the
output produced is increased by one unit. More formally, it is

the derivative of the total cost function with respect to output.
Marginal costs are important because economic decisions are
made at the margin. For example, the economic decision of a
physician practice to expand or reduce a particular service in
response to a change in fixed payment rates will depend on
the marginal cost of producing that service.

Average Costs

Average cost is defined as the total cost of production divided
by the number of output units. Although a conceptually
simple construct, calculation of average costs is complicated in
health care cost functions. Because of the multiproduct nature
of production, it is difficult to describe output in a single
utilization measure. The American Hospital Association
Annual Survey Database contains measures of ‘adjusted” dis-
charges and patient days where these outputs are inflated by
the ratio of total (inpatient plus outpatient) revenues to
inpatient revenues. These measures are widely accepted and
used in hospital cost function estimations; however, it is rec-
ognized that they are biased to the extent that hospitals cross-
subsidize across inpatient and outpatient services. Although
the ratio of costs rather than revenues would be a more ac-
curate economic adjustment, separation of costs in this way is
not generally available in hospital accounting systems.

Economies of Scale

Economies of scale refer to the notion that average cost falls as
the firm expands. Conversely, diseconomies of scale occur
when expansion incurs increasing average costs. From a
technical standpoint, a measure of economies of scale is
equivalent to the ratio of marginal to average costs. This is
because if cost at the margin is lower than average cost, then
average cost will fall with increased output.

In the multiproduct context, there are two distinct econ-
omies of scale concepts. Product specific economies of scale
characterize the cost effects of expanding each output separ-
ately while holding production levels of other outputs con-
stant. The alternative adaptation is ray scale economies, which
assumes a proportional increase in cost resulting from a
simultaneous proportional increase in all outputs. Either
construct may be appropriate; the choice depends on the
context involved in the specific analysis.

Economies of Scope

The nature of multiproduct cost functions also gives rise to the
related concept of economies of scope. Typically, a health care
enterprise will produce more than one product because shar-
ing of resources generally means that it is cheaper to produce
products together than to produce them separately. Economies
of scope refer to the savings incurred as a result of joint
production.

Functional Form of the Cost Function

The cost function is not derived from a specific production
technology; hence, no particular functional form is called for
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in estimation. Yet, because the functional form of the min-
imum cost function is unknown to the researcher, there is a
risk of misspecification, in which the model may yield poor or
even erroneous predictions. Some judgment is called for in
selecting a functional form for the cost function, and the
econometrician practices a degree of art as well as science in
formulating the econometric model.

A variety of specifications are employed in practice. The
most commonly used in the health industries is the translog, a
‘flexible functional form, which represents a local second-
order Taylor approximation to any true differential function.
The translog involves logarithmic transformation of the
dependent and independent variables and includes squared
terms as well as interactions among outputs as independent
variables. An important drawback to the translog that esti-
mates a large number of parameters is the problem of multi-
collinearity among its many terms so that some precision of
the estimates is sacrificed for functional flexibility, a trade-off
that may or may not be warranted depending on the size of
the dataset being used and the objectives of the particular
research question. The problem is exacerbated in multiproduct
cost functions and increases with finer disaggregation of
outputs.

An alternative to the translog that often has been adopted
in hospital and nursing home studies is a model that is
logarithmic in costs with cubic polynomials on output. Al-
though less flexible than the translog, the cubic specification is
consistent with the classic U-shaped average cost function. It is
particularly useful when the focus of the research is on mar-
ginal effects. There are other functional forms that have been
used to estimate hospital cost functions. Of particular mention
are the generalized translog, which often is used for multi-
product cost functions in cases where an output takes a value
of 0 for some firms, and the generalized Leontief, which is
useful in studies where the determination of input substitut-
ability is of particular interest.

Some Applications

Health economists have used the cost function approach to
address an extensive array of research questions. A description
of the full range is beyond the scope of this narrative. How-
ever, this section highlights several notable issues that have
been explored using cost function estimates. The purpose is
to provide insight into the usefulness of the cost function
approach in addressing important health policy concerns.

An economic question that lies at the core of the theory of
the firm is optimization of firm size and the related issue of
scale economies. The importance of economies of scale as a
determinant of industry structure underlies economic argu-
ments that have been put forth as justification for various
forms of hospital regulation. A wave of hospital mergers in the
1980s and 1990s, for example, led the US federal antitrust
authorities to develop guidelines for hospital mergers that
allowed for demonstration of economic efficiency stemming
from economies of scale. Economists have used the cost
function to estimate the optimal hospital size, measured in
patient days, or alternatively in number of beds. More recent
policy concern has been over rapid growth of small physician-

owned specialty hospitals. The economic cost function ap-
proach has been used to address the question of whether
these hospitals are large enough to capture scale and scope
efficiencies.

The cost function approach also has been applied to
changes occurring in the internal organization of hospitals
over the past two decades. Steep declines in the length of
hospital inpatient stays began in the 1980s in response to
insurer and government payer pressures on hospitals to ab-
sorb greater financial risk in their treatment decisions. The cost
function has been used to examine the marginal cost of pa-
tient days over the course of a hospital stay. If the marginal
cost of a patient day is relatively small, because the patient is
in the recuperation stage and resource utilization is relatively
low, then shortening the stay may or may not be an effective
cost containment strategy.

An interesting policy question relating to the production of
physician services is whether physician payments reflect mar-
ginal costs. For example, the Resource-Based Relative Value
System through which US physicians are paid under the
Medicare system was designed to reimburse at cost; however,
the formulae used by Medicare is based on accounting cost
systems that may not accurately reflect true production costs.
A multiple output physician cost function is a tool that
can more accurately reveal how marginal costs of production
vary across different physician services that may be reimbursed
at the same rate under administered pricing or privately
negotiated rates.

The multiproduct cost function is well suited to empirical
analysis of the US nursing home industry, which serves resi-
dents under explicitly distinct payment mechanisms: Rates
received for Medicaid patients covered under various state
programs for the poor are known to be considerably lower
than those charged to self-paying patients. The cost function is
a useful tool for exploring a number of policy questions. Are
Medicaid rates paid by states to nursing homes for providing
care for their poor elderly populations equal to the cost of
treatment? Conversely, do higher rates charged to self-paying
patients cross-subsidize Medicaid patients?

Stochastic Frontier Cost Function Estimation:
Measuring Inefficiency

As expenditures on health care in developed countries have
mounted in recent years, the goal of improving efficiency in
health care provision has become a central objective for policy
makers. At the same time, the demand for improved capability
in measuring provider performance has stimulated the devel-
opment of frontier analysis, which generates empirically based
inefficiency measures at the provider level. Frontier studies
define inefficiency as the extent to which an organization’s
performance exceeds the optimum (or frontier) as predicted
by either production function or cost function estimates.
Within this empirical framework, the stochastic frontier
cost function is the principal econometric technique for
identifying the cost inefficiency of an individual provider. In
contrast to a typical cost function that fits the average level that
best fits the data, the stochastic frontier cost function traces
out the least cost locus econometrically for varying output
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levels and in that sense is more consistent with the theoretical
concept of cost minimization. Inefficiency is inherently un-
observable and assumed to be absorbed in the residual term.
Allowing for unobserved firm-specific random shocks, the
technique identifies an inefficiency term according to the
deviation of the firm’s actual cost to the least possible cost as
determined by the cost function. Focus on the inefficiency
term in stochastic frontier cost function analysis differs from
traditional cost function analysis, in which interest is centered
on estimated coefficients. In examining the performance of
hospitals over the past decade, stochastic frontier analysis has
been more prevalent in the literature than traditional cost
function estimation.

A particular challenge for stochastic frontier cost function
estimation is the ongoing difficulty in adequately controlling
for quality. In hospital studies, for example, if quality is cost
increasing overall, failure to account for it will result in con-
founding the inefficiency measures because it is not possible
to differentiate between higher residual costs resulting from
unobserved superior quality and higher costs resulting from
managerial inefficiency or slack.
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Cost Shifting

Cost shifting exists when a hospital, physician group, or other
provider raises prices for one set of buyers because it has
lowered prices for some other buyer. The term has also been
applied to managed care firms that are similarly said to have
raised premiums for one set of purchasers because it had to
lower premiums for some other set. Cost shifting is often
confused with price discrimination. Health service providers
commonly price discriminate; that is, they charge different
prices from different payers. However, such differential pricing
strategies are not evidence of cost shifting.

Cost shifting frequently enters into debates over govern-
ment payment polices for Medicare and Medicaid and is
prominent in health-care reform debates. Some have argued,
for example, that efforts to reduce Medicare expenditures by
lowering payments to hospitals under the Medicare Pro-
spective Payment System or through the encouragement of
Medicare managed care plans may save money for Medicare,
but it will increase expenditures by private payers. This is said
to occur because hospitals simply raise their prices to private
insurers to make up the difference. Insurers, facing higher
hospital prices, will then tell employers that they have to raise
health insurance premiums because they are ‘being cost-shifted
against’ by hospitals.

Analogously, proponents of health-care reform will often
argue that systemwide reforms are needed because efforts to
control government expenditures will simply increase private
expenditures. It is argued that private payers should support
coverage for the uninsured because the costs of the subsidy
will be less than they appear because the hidden cost shift will
be eliminated. Any piecemeal effort to control costs will ul-
timately be eroded by increases in costs for some other payer
with the result that costs are not controlled. Subsidizing care
for the uninsured and reforming the health-care system are
important goals, but cost shifting is unlikely to be a serious
component of the underlying economics.

The Economics of Cost Shifting

Morrisey (1994) used the Frank Capra movie It's a Wonderful
Life as a vehicle to describe the economics of cost shifting. In
the movie, Mr. Potter owned most of the town of Bedford Falls
and he was the meanest man in town. He charged high rents
on his apartments and high interest rates on loans from his
bank. Suppose he also owned and operated Potter Hospital,
the only hospital in town.

As a profit-maximizing old man, Potter would charge the
most people would be willing to pay for each hospital day. He
would determine the extra revenue and extra costs associated
with each day of hospital care and produce the number of
hospital days for which the extra revenue just equaled the extra
costs. If he produced less, he was giving up profit he could

have had; if he produced more, he would lose money because
the extra cost was greater than the extra revenue.

Suppose Potter had two sets of hospital service buyers. The
first set includes private purchasers who are willing to pay
according to their downward-sloping demand curves. At lower
prices they will buy more hospital days. The second set com-
prises government-sponsored patients who pay only the
amount set by the government. They cannot pay more and the
government will not pay less. To keep the story simple, sup-
pose that each group of patients costs the same to treat and
that marginal costs increase over the relevant range of output.

Potter faces two questions: first, should he provide any care
to government-sponsored patients, and second, if so, what
price should he charge private patients. The answers are
straightforward business economics. The objective is to extract
as much profit out of each market segment as possible. On the
government side, he will admit patients until the extra rev-
enue, the government fee, is just equal to the extra cost of care.
On the private side, things are a bit more complicated. He can
charge only a single price in this market. A lower price implies
more units sold, but he can collect the lower price only from
people who would have paid more. So Potter must find the
price at which the extra revenue is just equal to the extra costs
of treating these patients. And that extra revenue can be no
lower than what he could get from a government-sponsored
patient. The result of these calculations is that Potter will
admit patients until the marginal revenue from private pa-
tients is equal to the marginal revenue from government-
sponsored patients and is equal to the marginal cost of care.

This is shown graphically in Figure 1. The analysis is a
simple case of price discrimination on the part of a mon-
opolist with two buyers. The government price (Pgoy) is fixed
by government fiat and the hospital can get all the government
patients it wants; thus, the government demand curve is also
the government market marginal revenue. The private market
yields a downward-sloping demand curve and its associated
marginal revenue curve. The profit-maximizing hospital would
(conceptually) trace out the envelope of the highest marginal
revenue available from each market for every unit of service.
This yields the kinked dark line that incorporates parts of each
of the private and government marginal revenue lines in the
figure.

Potter Hospital would produce hospital services to the
point where marginal cost equals the envelope marginal rev-
enue. That is, it would supply the quantity Qr. Potter would
sell the amount between Q" and Qr to the government be-
cause the marginal revenue from the government is greater
than that from the private market. He would sell the private
market the quantity from the origin to Q" because over this
range the marginal revenue from the private payers is greater
than that offered by the government. Notice that, like a good
monopolist, Potter charges the private market the most it will
pay for the quantity up to Q". That is shown by the private
demand curve with the price Ppyate-
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Figure 1  Monopoly price discrimination with two buyers.

Thus, because he has market power, Potter can charge
different prices to different purchasers. This is classic price
discrimination. A firm with market power will charge different
prices to different purchasers as long as the purchasers have
different degrees of price sensitivity and as long as one group
cannot resell to the other. Thus, Potter charges a higher price
to private purchasers (who have less price sensitivity) and a
lower price to government-sponsored buyers (who are not
allowed to pay even a dollar more than the government rate).
Similarly, airlines charge higher prices to those who have to
travel on specific dates and lower prices to those who have
flexible schedules.

Now suppose the government lowers the price it will pay
for hospital care. The cost-shifting argument says that Potter
would accept the lower government price and ‘make it up’ by
charging more in the private market. The economics imply the
contrary. A lower government price signals that government
patents are less profitable. Potter immediately sees that some
private patients are willing to pay more than the new lower
government rate. He shifts some hospital capacity to the pri-
vate market. But to sell these services he has to lower the
private price to everyone. Thus, government action lowering its
price does not lead to higher private prices; rather lower pri-
vate prices result as a profit-maximizing provider tries to shift
capacity to the private segment of the market. Thus, standard
theory indicates that cost shifting will not occur.

Graphically, the result is easily shown. See Figure 2, which
adds a new lower government payment level to the earlier
discussion. Note that the envelope of marginal revenue shifts
down in its second segment. Potter Hospital reduces its total
output from the old Qf to Q% to reflect the lower price avail-
able. The smaller quantity is now reallocated with more going
to private patients and less to government-sponsored patients.
However, the only way that Potter can sell the extra private
services is to lower the price, as the figure indicates, from
P, Il’rivale to P Iz"rivale

Suppose the hospital were nonprofit and therefore did not
‘maximize profits’ To see this, consider George Bailey from the
Wonderful Life movie. He has a good heart and wants to help

Marginal revenue pyjyate

people. Suppose he ran the hospital in Bedford Falls. In par-
ticular, suppose George wanted to have the newest technology
and to provide care to the indigent who are not eligible for the
government care and cannot pay for private care. Note that if
these things paid, Mr. Potter would have provided them
as well.

If the hospital is to be all it can be, George has to generate
as much ‘surplus’ as he can. Surplus, of course, is just another
word for profits. The business problem is exactly the same for
George Bailey as it was for Mr. Potter. If the hospital wants to
provide as much charity care and new technology as it can, it
must charge what the traffic will bear in each of its markets.
The only difference between the two is how they spend the
‘surplus! Thus, when the government cut its price, George
would shift capacity to the private market segment and lower
its price as well. Potter ended up with fewer profits, and
George Bailey ended up being able to provide less charity care
and less new technology. Again, no cost shifting is predicted.

Cost shifting requires that a hospital or provider, more
generally, raises its price for the private patient when the
government price is reduced. This result can be consistent with
standard economics, but it requires some special circum-
stances. First, the provider has to have market power. Without
it, it cannot charge different prices. Second, it has to ‘favor’
paying patients. This means it has to charge them prices that
are below the profit-maximizing price. Another way to say this
is that the provider has to have ‘unexploited market power’
Some commentators have described nonprofit hospital boards
as not permitting charges to be set at levels above that needed
to provide quality. This could be construed as favoring paying
patients with prices below ‘surplus maximizing’ levels.

Under this scenario the hospital could be thought of as
spending surpluses it could have had on lower prices to paying
patients. Then, when the government lowers its price, the
hospital has less surplus to subsidize its paying patients and
raises its private price. This is cost shifting as envisioned by its
proponents.

Several hypotheses emerge from this analysis. First, market
power is a necessary condition for cost shifting. If health-care
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markets are competitive, then cost shifting cannot exist be-
cause efforts to raise prices to one market segment would be
thwarted by a willingness of others in the market to provide
services at the old price.

Second, profit maximization implies no cost shifting. If a
provider is indeed maximizing profits, by definition it has no
unexploited market power. As a consequence, if investor-
owned hospitals are profit maximizers, one would not expect
to see them engaged in cost shifting.

Third, nonprofit status with market power by itself does
not imply the ability to cost shift. The issue is the objectives of
the organization. Cost shifting requires that the organization
value setting prices to private patients at levels below those
that would maximize profits.

Fourth, the model implies that cost-shifting behavior is
limited. Once a provider exploits its unexploited market
power, it has no further ability to cost shift.

Empirical Evidence on Cost Shifting

Ultimately the existence and magnitude of cost shifting is an
empirical issue. The empirical evidence with respect to cost
shifting has been mixed, but the rigorous research largely
concludes that if it exists, its magnitude is modest at best.
Unfortunately, much of the work simply misses the point
because it seeks to show that different payers pay different
prices for essentially the same services. This is true, but price
discrimination is not cost shifting. Other work tries to use
cross-sectional comparisons to test for the presence of cost
shifting. This is difficult to achieve because cost shifting is a
dynamic phenomenon. However, there have been five rela-
tively recent papers that test for cost shifting using hospital
behavior over time. See Morrisey (1994 and 1996) and Frakt
(2011) for detailed reviews of the literature.

Admissions

Marginal revenue pyiyate

Hadley et al. (1996) used a national sample of hospitals
over the 1987-89 period to examine the effects of financial
pressure and competition on the change in hospital revenues,
costs, and profitability, among other things. They found that
hospitals with lower base-year profits increased costs less and
increased their efficiency. With respect to cost shifting, “[w]e
found no evidence to suggest that cost shifting strategies that
might protect hospital revenues in the face of financial pressure
were undertaken successfully” (Hadley et al., 1996, p. 217).

It is also noteworthy that this study, and all of those re-
viewed here, control for hospital ownership status, but do not
formally test for differences in behavior by ownership type.
This is a lost opportunity. The exception is the work by
Zwanziger et al. (2000).

Dranove and White (1998) used 1983 and 1992 California
hospital data to examine the effects of reductions in Medicaid
and Medicare volume on changes in price-cost margins (i.e.,
net price minus average costs all divided by net price) of pri-
vately insured patients in Medicaid-dependent hospitals. They
found “no evidence that Medicaid-dependent hospitals raised
prices to private patients in response to Medicaid (or Medi-
care) cutbacks; if anything, they lowered them” (p. 163). They
also found that service levels fell for Medicaid (and Medicare)
patients relative to privately insured patients and fell by more
in Medicaid-dependent hospitals.

Zwanziger et al. (2000) used California hospital data from
the same source over the full time period 1983 through 1991
and reached decidedly different conclusions. They computed
the average price per discharge for Medicare, Medicaid, and
privately insured patients. Controlling for average costs in a
two-stage model, they found that lower Medicare and Me-
dicaid prices were associated with higher private prices. A one
percentage point decrease in the Medicare average price was
estimated to increase private prices at nonprofit hospitals by
0.23-0.59 percentage points. The larger price increases were
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found in markets with less hospital competition. They also
found evidence that investor-owned facilities also engaged in
cost shifting. Similar analysis by Zwanziger and Bamezai
(2006) for the 1993-2001 period concluded that “cost shifting
from Medicare and Medicaid to private payers accounted for
12.3 percent of the total increase in private payers’ prices from
1997 to 2001” (p. 197).

Cutler (1998) examined whether lower Medicare payments
led hospitals to greater cost cutting or cost shifting. Using data
from Medicare cost reports over the 1885-1990 and 1990-95
periods, he found that in the early period, hospitals shifted
costs dollar for dollar to private payers - an effect larger even
than the Zwanziger et al. study. However, over the later period
he found no evidence of cost shifting. Cutler attributes the
difference in the results to the advent of selective contracting
in the early 1990s that increased the extent of price com-
petition among hospitals.

The most extensive analysis of cost shifting undertaken to
date is that of Wu (2010). She uses Medicare data to examine
the long period from 1996 to 2000 focusing on the effects of
the effect of the Balanced Budget Act on Medicare hospital
prices. Unlike earlier work, she treats the Medicare variable as
endogenous. Wu finds that hospitals shifted approximately 21
cents of each Medicare dollar lost to private payers. Cost
shifting varied by the bargaining power of the hospital. When
a hospital had more power vis-a-vis insurers; it was able to
shift more costs.

Conclusions

The most rigorous of the studies conducted in the past decade
provide mixed evidence of the existence and magnitude of cost
shifting in hospitals. Taken as a whole, the evidence does not
support the claims of its proponents that cost shifting is a large
and pervasive feature of US health-care markets. Only an early
analysis by Cutler (1998) finds dollar-for-dollar increases in
private prices as a result of lower Medicare payments. Even this
finding is contained to a single short-run period. At best, one
can argue that cost shifting, over the 15-20 years covered by
the recent analyses, resulted in perhaps one-fifth of Medicare
payment reductions being passed on to private payers. At
worst, the majority of the rigorous studies found no evidence
of cost shifting.

The theoretical literature strongly suggests that cost shifting
can take place only if providers have unexploited market
power. Once exploited, this avenue of response to changes in
government payment policies disappears. This, together with
the empirical findings, has three implications. First, policy
advocates should worry much less about cost shifting. Al-
though it can exist, other factors appear to be much more
important in determining provider pricing. Second, the bulk
of burden of reductions in government programs are borne by
public patients. The consequences of such decisions cannot be
shuffled off to private payers. Finally, health-care competition
matters. One should look for evidence of cost shifting in
markets and times that are characterized by provider concen-
tration. If one is worried about cost shifting, encourage greater
competition among hospitals, physicians, and insurers.

See also: Competition on the Hospital Sector. Managed Care.
Markets in Health Care. Medicare. Price Elasticity of Demand for
Medical Care: The Evidence since the RAND Health Insurance
Experiment
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Glossary

Cost-effectiveness analysis A method of comparing the
opportunity costs of various alternative health or social care
interventions having the same benefit in terms of a
common unit of output, outcome, or other measure of
accomplishment.

Cost-effectiveness threshold The maximum incremental
cost-effectiveness ratio that is acceptable to a decision-
maker. A rational community health-maximizing decision
maker judges this threshold in terms of the health forgone
elsewhere in the system if resources were to be devoted

to one particular purpose rather than being available
elsewhere in the system - the opportunity cost in terms of
health.

Introduction

There has been a growing use of quality-adjusted life-years
(QALYs) in the assessment of the cost-effectiveness of
healthcare interventions. There are now many agencies around
the world using evidence on the incremental cost per QALY to
inform reimbursement decisions or clinical guidelines. The
QALY provides a metric for valuing the impact of healthcare
interventions on survival and health-related quality of life
(HRQL) on a common scale. It achieves this by assigning a
utility value for each health state on a scale where 1 is for full
health and 0 for dead, with the possibility of negative values
for states regarded as worse than dead. There are many dif-
ferent ways for deriving such health state utility values
(HSUVs). At the same time, there has been an increasing use
of decision-analytic models to provide the main vehicle for
conducting the assessment of cost-effectiveness. These over-
come the limitations of relying on single clinical trials, which
often do not use measures for generating HSUVs, have a
limited sample size (particularly for some rare events), in-
sufficient follow-up periods, an unrealistic protocol and set-
ting, and may be difficult to generalize from. Models provide a
means of combining evidence from a variety of sources on the
clinical efficacy of the interventions, resource use, costs of
resources, and HSUVs in a way that addresses the decision
problem in a more relevant way than a clinical trial. HSUVs
are a key parameter in such models. There is a separate article
on the derivation of HSUVs and the different instruments
used. This article is concerned with the methodological issues
associated with using HSUVs in cost-effectiveness models.
There are many different types of models used to assess
cost-effectiveness including decision trees, Markov models,
and discrete event simulation. All seek to represent reality in
terms of health states likely to be experienced by patients in
the decision problem, transition probabilities between the
states, and costs and utility value associated with each state.

Genomics The science of the function and structure of
genomes, i.e., the DNA within a single cell of an organism.
Incremental cost-effectiveness ratio The ratio of the
difference between the costs of two alternatives and its
effectiveness or outcomes.

Meta-analysis A statistical technique for combining data
from multiple studies used to identify the overall estimate
of treatment effect.

Opportunity cost The value of a resource in its most
highly valued alternative use. In a world of competitive
markets, in which all goods are traded and where there are
no market imperfections, opportunity cost is revealed by
the prices of resources: the alternative costs forgone in order
to pursue a certain action.

The states may be defined in different ways including whether
a patient has a condition, severity of condition, key events
(e.g., fractures in the case of osteoporosis), adverse events, and
various comorbidities. These events may occur multiple times
and there may be cases of multiple conditions. This article
addresses four sets of methodological issues around the use of
HSUVs to populate such cost-effectiveness models. (1) The
selection of the measure for generating the HSUVs that best
meets the requirements of policy makers and measurement
criteria like validity. (2) The source of HSUV data such as the
main clinical efficacy trials or whether to seek more relevant
values for the model population from observational datasets,
or to search, review, and synthesize an ever-growing literature.
(3) Suitable utility data using the required measure may not
be available from relevant studies, and in these cases
regression techniques may be used to map from various health
or clinical measures onto the selected utility measure.
(4) Technical problems in using HSUVs in cost-effectiveness
models, including how to adjust values over time, estimate
values for those not in the condition of interest, and estimate
the impact of conditions (comorbidities) or adverse events.
This article considers the technical issues alongside the com-
mon requirements of policy makers around the world. Many
of the decisions are not technical ones alone but involve
normative judgments that in many cases will be made by
policy makers requiring cost-effectiveness evidence. This is
intended to be a practical guide aimed at analysts who are
building cost-effectiveness models.

What Measures Should he Used?

There are four broad approaches for generating HSUVs: Gen-
eric preference-based measures (also known as multiattribute
utility instrument), condition-specific preference-based meas-
ures, bespoke vignettes, and patient’s own valuation. The most
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widely used of these in recent years has been the generic
preference-based measure of health. These measures have two
components. One is a descriptive system that is composed of
several multilevel dimensions. For example, the EQ-5D has
five dimensions (mobility, self-care, usual activities, pain and
discomfort, and anxiety and depression) each with three levels
(a five-level version has recently been developed) and defines
243 health states. Each one of these states has a value on the
QALY scale that was obtained by interviewing a sample of the
general population. This descriptive system is usually com-
pleted by patients or their proxies in clinical studies and so
provides a direct link between QALY estimates and the re-
ported experiences of patients. By collecting EQ-5D or some
other measures over time, it is possible to calculate the QALY
gain in a trial setting (as the area under the curve) or to value
states used in the model from observing patients in different
clinical states.

These generic measures are designed for use in all con-
ditions and patients. However, there are concerns that no one
measure is sensitive or relevant to all conditions or patient
groups. For this reason condition-specific preference-based
measures have been developed by Brazier and colleagues. The
problem with condition-specific measures is a concern with
the lack of comparability between different instruments. This
will be a problem where the model contains states from dif-
ferent conditions, as is often the case, and where the policy-
maker is making resource allocation decisions between
conditions. Another approach has been to develop specific
vignettes where there is no patient-reported information on
the impact of a condition or its treatment. These vignettes can
be specifically designed to describe the states in the model.
However, in addition to the concern about comparability, vi-
gnettes do not have a direct link to evidence on patient ex-
perience that is achieved by the other two approaches, because
they are not based on patient completion of a descriptive
system but usually involve the views of experts (all be it in-
formed by patient experience). The final approach avoids
having to describe health states altogether and instead ask
patients to value their own state using one of the preference
elicitation techniques, such as time trade-off. Most agencies
prefer health states to be described by patients and then val-
ued by members of the general public, but one or two have
specifically requested valuations directly from patients and
this approach continues to be used.

A key problem is that these different approaches to valuing
health produce different values. Indeed, different generic in-
struments have been shown to generate HSUVs that differ to a
significant degree. The selection of instrument will have im-
portant implications for the incremental cost-effectiveness
ratio. There is a literature on how to select the right measure in
a given case, and this considers issues around the validity of
the descriptive system for the condition, valuation methods,
and source of the values. The decision about the right measure
should not only consider these issues but will also be con-
strained in some cases by the policy makers to whom the
model is going to be submitted. Some agencies have adopted a
reference case that includes a preferred measure or approach.
The most prescriptive has been the National Institute for
Health and Clinical Excellence (NICE) in England who state a
preference for the EQ-5D, and those submitting evidence need

to demonstrate the EQ-5D is not appropriate in order to
submit cost-effectiveness models using HSUVs from other
measures. In some other countries, there is merely a preference
for a generic measure. In others still, there is no preference
expressed as to which type of measure should be used.

The final choice of measure used to derive the HSUVs will
depend on some combination of the requirements of the
policymaker, psychometric and other criteria, and also avail-
ability. In many cases, there is very limited evidence on HSUVs
from a preferred measure or approach, and the analyst must
make best use of available evidence. This may include the use
of nonreference-based measures of health or clinical measures
through the use of mapping (see Section Predicting Health
State Utility Values When Preference-Based Data are Not
Available). It will increasingly involve reviewing a range of
possible sources including trials, observational and routine
datasets, and the literature.

Source of Health State Utility Values

Clinical Trials

An appropriate source for the data on HSUVs may be the main
clinical trial(s) used to inform the evidence on effectiveness.
This enables the trial data to be used directly within the an-
alysis of HRQL, eliminates concerns about the applicability of
the health data to populations from which the effectiveness
estimates are obtained and enables all the effects of treatment
to be included directly in the estimate, including any side ef-
fects of treatment, without the need for adjustment. However,
there may be concerns about the generalizability of effective-
ness and/or HRQL data to the population in the model. There
may be other circumstances where health state utility data are
not best collected within the clinical trials, for example, if
adverse events related to the condition or treatment are rare
and not likely to be captured in the trials, or where the out-
comes of interest are too long-term to be captured in a typical
trial duration, or when the trial does not reflect common
practice. In these circumstances observational studies may be
more appropriate for capturing the impact of the event
on HRQL.

Observational

HSUVs are often sourced from observational sources con-
ducted for the purpose. Such tailored studies have the ad-
vantage of being designed for the purpose of populating a
specific model and so can be designed to value the specific
states defined in the model. However, this will often not be
possible. Another data source is routine datasets such as gen-
eral population health surveys (e.g., Medical Expenditure
Panel Survey in USA and Health Survey for England in Eng-
land) or routine surveys of patient-reported outcomes (e.g.,
the UK Patient Reported Outcome Measures program). For
any observational source a key concern will be the extent to
which HSUVs are caused by the condition. Patients who had a
recent fracture, for example, have a lower score than those who
do not. However, the differences found from cross-sectional
observational studies tend to exaggerate the impact of hip
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fracture because they often do not take into account their
prefracture health status. As for evidence on efficacy, longi-
tudinal evidence is better evidence than cross-sectional, as the
impact of specific events or disease onset can be controlled for
covariates.

Reviewing the Literature

There are published lists of HSUVs for a wide range of con-
ditions and this literature is growing all the time. There is a
risk that model builders will be tempted to use the first
suitable value or even use those values that support the cost-
effectiveness argument that is being made in a submission to a
reimbursement authority. The larger the literature, the more
prone the selection of values is to bias. For this reason, it is
beholden on analysts to justify their selection of values. This
implies a need for HSUVs, like other important model par-
ameter values, be obtained from a systematic review of the
literature in order to minimize bias and through appropriate
synthesis of available values, capture the uncertainty, and
improve the precision in the values used.

There are rarely the resources available to do a full sys-
tematic review in searching, reviewing, and synthesizing the
evidence. Furthermore, reviewing HSUV studies is different
from the conventional hierarchy of evidence used for clinical
effectiveness. Simply looking for HSUVs from a search for
efficacy evidence will fail to retrieve many, if not most, pub-
lished HSUVs for the health states in the model because ran-
domized controlled trial are often not the main important
source for HSUVs and the models may include other con-
ditions and adverse events. A model examining the cost-
effectiveness of strategies for managing osteoporosis had states
for various factures (e.g., hip, vertebra, and shoulder), breast
cancer, coronary heart disease, and no event. A systematic

literature review by Peasgood and others on the impact of
osteoporosis fractures identified 27 articles from an initial set
of 1000 papers reporting potentially relevant HSUVs for the
model. As can be seen in Figure 1, there is a substantial dif-
ference in the HSUVs reported for the same time periods and
although there is a trend for recovery following hip fracture,
none achieve the prefracture values, and one study reported a
decline in HSUVs over a period of 4-17 months.

The key considerations in searching and reviewing HSUVs
are: (1) Do the HSUVs meet the methodological requirements
of the policymaker - in the case of NICE, the focus may be on
obtaining EQ-5D values (using the UK tariff of values), (2)
have the HSUVs been obtained from a population relevant to
the population in the model (e.g., in terms of severity of
condition, age, and gender), and (3) what is the quality of the
study including recruitment and response rates? These con-
siderations do not operate in a dichotomous way because the
analyst is looking for the best estimates and not necessarily
the perfect ones, and these requirements may be relaxed de-
pending on the available evidence base. Concerns about the
relevance or quality of data should be fully explored in the
cost-effectiveness model through the use of sensitivity
analyses.

There are a number of search strategies for identifying
HSUVs. However, a full search of the literature may yield many
hundreds of values, and so the reviewer may wish to use more
focused search strategies limited to identifying existing reviews
or key papers and following up references in those articles, as
described by Papaioannou.

For many conditions, there are a large number of HSUVs
available in the literature and considerable variation in the
values for what seem to be similar states. A review of values for
use in a cost-effectiveness model of osteoporosis, for example,
found values for hip fracture to vary from 0.28 to 0.72 and
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vertebral fracture from 0.31 to 0.8. This leaves considerable
scope for discretion in the selection of values for an economic
model. The variation was partly due to differences in methods.
In this example, the values were limited to EQ-5D for popu-
lating the cost-effectiveness model because the submission was
for NICE. The values still varied considerably between studies.
This may have been due to the different source countries, with
much of the data coming from Sweden. It may also have been
due to the very low response rate in some studies. There has
been little research into the synthesis of HSUVs using tech-
niques similar to those used for clinical efficacy including
simple pooling or metaregression, but such work is at an early
stage and the number of studies available for given conditions
tend to be too small and heterogeneous. For this reason,
current practice often involves selecting the study, which
provides the most relevant values.

In practice, there may be little or no relevant HSUVs
available for the cost-effectiveness model, but there may be
trials or observational datasets that have collected HRQL or
clinical data on relevant patients. The next section considers
an increasingly used solution to this problem of mapping the
relationship between the HRQL or clinical measure and the
required preference-based measure.

Predicting Health State Utility Values When
Preference-Based Data are Not Available

When the required preference-based utility measure is not
collected in the clinical effectiveness studies or any relevant
observational source, a mapping exercise can be undertaken to
predict the required values (e.g., EQ-5D) from an alternative
HRQL or clinical measure collected in the key study or studies.
This exercise (Figure 2) requires an external dataset, which
includes both the preferred preference-based data (the
dependent variable (DV)) and at least one other variable (the
independent variable (IV)) that is also available from the key
clinical effectiveness or observational study. The data in the
external dataset are used to obtain a statistical relationship,
known as a statistical regression model, which can then be
used to predict the required preference-based utility scores
using the data available from the clinical effectiveness study.

The statistical regression model can take many different
forms depending on the relationship between the variables
and the underlying distributions of the data. The simplest
model is a straight linear function (y=o+ fx+¢) where y is
the DV (the preference-based HSUVs), « is the intercept, f is

* |V(s) used
to predict
DV using
SRM

Clinical
dataset

the vector of coefficients for the IVs, and ¢ is the error term.
These regression models can be used to predict the DV in any
datasets, which include the IVs. If some of the IVs are missing
from the second dataset, the mean values from the external
dataset used to obtain the statistical relationship can be used
as proxies.

Predicted DV

Using Clinical Variables and Progressive Conditions

Statistical regression models are also used to determine rela-
tionships between clinical variables and preference-based
utility values when the cost-effectiveness models are driven by
clinical variables, which represent stages or progression in the
primary health condition. In these instances it may be that,
although the clinical effectiveness study collects the required
preference-based data, the distribution of patients across dis-
ease severity is such that the subgroup sizes are too small to
determine HSUVs for each of the individual stages of the
condition. For example, ankylosing spondylitis is a chronic
progressive condition, and the severity of the condition is
described using two clinical measures: the Bath Ankylosing
Spondylitis Disease Activity Index (BASDAI) and the Bath
Ankylosing Spondylitis Functional Index (BASFI). Both
measures range from 0 to 10, which represent no disease ac-
tivity or functional impairment and maximum disease activity
or functional impairment, respectively. Figure 3 shows how
the preference-based utility values (the EQ-5D) vary by
BASDAI and BASFI scores using the function: EQ-5D=
0.9235 —0.0402 * BASDAI —0.0432 * BASFI, which was
obtained using ordinary least square regressions.

Figure 4 shows the BASDAI/BASFI profile (primary y-axis)
and the corresponding EQ-5D values (secondary y-axis) plotted
over time (x-axis) as would be used in a cost-effectiveness model.
The figure shows individuals enter the model with average
BASDAI/BASFI scores of seven units at baseline (time=0). They
initially respond to treatment, and their BASDAI/BASFI score
improves to an average score of 4. After 4 years they stop re-
sponding to treatment and their BASDAI/BASFI scores revert to
the baseline score of 7. These scores gradually worsen as the
condition progresses until reaching the maximum possible score
(BASDAI/BASFI equals 10) at 17 years. The BASDAI/BASFI scores
remain at these levels until the patient dies (time=26 years).
Using the function described earlier to predict EQ-5D values
from the BASDAI and BASFI scores, the predicted EQ-5D values
are 0.241 (0.544, 0.241, —0.062, and 0) at baseline (4-7 years,
17 years, 26 years, and after 26 years).
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Figure 3 Plot of EQ-5D against BASDAI and BASFI.
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Multiple Health States

For a simple cost-effectiveness model involving few health
states, the mean (and variance) preference-based utility values
for each of the health states may be sufficient to describe
the average HRQL and associated uncertainty for the health
condition. However, when the cost-effectiveness model
includes numerous distinct health states and additional pre-
dictors of health status, a statistical regression model and
associated covariance matrix can be used to ensure correl-
ations between preference-based utility values and are main-
tained when exploring uncertainty in the probabilistic
sensitivity analyses.

One example is a cost-effectiveness model exploring the
potential benefits of pharmaceutical interventions used to
induce weight loss in obese patients. Obese patients are
at increased risk of comorbidities (e.g., type 2 diabetes, can-
cer(s), heart attacks, strokes, etc. Figure 5) and the effective-
ness of interventions are quantified in terms of changes
in body mass index. To model this, analysts would need
HSUVs for each of the comorbidities differentiated by body
mass index and potentially age and/or gender. It is unlikely
that this level of detailed information for each of the different

Obese (no

comorbidities)

Heart
attack

diabetes

Figure 5 Possible health states in a cost-effectiveness model in
obesity.

subgroups would be available from clinical effectiveness
studies. In this case, a statistical regression model obtained
from a large external dataset could be used to predict the
values required for each of the health states in the cost-
effectiveness model.

Double Mapping

There are occasions when it is not possible to obtain an ex-
ternal dataset which includes both the required preference-
based utility measure and one or more of the variables
collected in the clinical study. In these instances, although not
ideal, it is possible to obtain preference-based utility values
using a process known as ‘double mapping. Double mapping
involves the use of two external datasets and one statistical
regression model obtained from each of these.

For example, in patients with psoriatic arthritis, a chronic
progressive condition, the clinical study did not collect HRQL
data but did collect information on demography (age, gender,
and current and previous pharmaceutical treatments). In
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Figure 6 Double mapping exercise in psoriatic arthritis.

the cost-effectiveness model, the Health Assessment Ques-
tionnaire (HAQ: range 0-3, 3=worse) was used to describe
both the initial benefits of treatment and the long-term pro-
gression of the condition. Two external datasets were available
(Figure 6). The first dataset (external dataset 1) had data on
demography (age, gender, and current and previous pharma-
ceutical treatments) and HAQ but did not have any HRQL
data. The second dataset (external dataset 2) had HAQ and the
required preference-based data (EQ-5D) but did not have data
on demography. The cost-effectiveness model required a re-
lationship, which would link HRQL data to HAQ, the clinical
variable, which would describe the benefits of treatment and
long-term progression of the condition.

The process used to predict EQ-5D scores in the cost-
effectiveness model is described in Figure 6. Step 1: External
dataset 1 was used to obtain a statistical regression model 1
mapping demography (age, gender, and pharmaceutical
treatments) onto HAQ. Step 2: The statistical regression model
1 was used to predict HAQ using the data on demography
(age, gender, and pharmaceutical treatments) in the clinical
study. Step 3: External dataset 2 was used to obtain the stat-
istical regression model 2 mapping HAQ onto EQ-5D. Step 4:
The predicted HAQ scores from the clinical study were used to
predict EQ-5D in the cost-effectiveness model using the stat-
istical regression model 2.

Predictive Ability

Ideally, any statistical model would be validated in an external
dataset before use in a cost-effectiveness model. However, in
the majority of cases, regressions are performed because the
actual data are not available in a particular group, and there-
fore it is not possible to validate results in this way. Regression
models, which have HRQL measures as the DV, typically

« Demographs used Pri&ged
to predict HAQ
using SRM 1
Clinical
dataset
Step 4
¢ Predicted HAQ Predicted
EQ-5D

from step 2 used
to predict EQ-5D
using SRM 2

Clinical

dataset

underestimate and overestimate values at the top and bottom
of the index, respectively. Consequently, it is important to
demonstrate the accuracy in the predicted values across the
full range of the index. If the objective of the regression is to
obtain a model to predict values in cost-effectiveness model,
then it is also useful to assess the ability of the regression
model to predict incremental values accurately. The predicted
values are typically assessed using the mean absolute error and
root mean squared error. However, these summary scores can
mask inaccuracies at the extremes of the index, and the pre-
dicted values should be assessed by subgrouping across the
range of actual values.

Applying Health State Utility Values in
Cost-Effectiveness Models

Baseline or Counterfactual Health States

Decision-analytic models in healthcare typically assess the
benefits of interventions in terms of the incremental QALY gain
associated with alleviating a health condition or avoiding a
clinical event. To calculate this, in addition to requiring the
HSUVs associated with the condition or event, the analyst will
also need the baseline or counterfactual HSUVs to represent the
HRQL associated with not having the particular health con-
dition or event. For example, if modeling the benefits of intro-
ducing a screening program for breast cancer, analysts would
require the mean HSUVs from a cohort with a history of breast
cancer (including longer term data to model any potential
changes in HRQL as the condition progresses) and the mean
HSUVs for patients who do not have breast cancer. Similarly,
when modeling an intervention that has the potential to avoid
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Figure 7 HSUVs by age and gender from the general population.

subsequent cardiovascular events in patients with acute coron-
ary syndrome, for example, a stroke, the analyst would need to
know the mean HSUV for patients who have experienced a
stroke and the mean HSUVs for individuals who have not ex-
perienced a stroke but have a history of acute coronary
syndrome.

A patient without a particular condition is unlikely to have
an HSUV of one. A better approach would be to use a normative
dataset. Furthermore, the values of those with a condition are
likely to change over time. HSUVs from the general population,
for example, show a negative relationship with age (i.e., as age
increases, the average HRQL decreases, Figure 7). This is due to
several factors such as general decline in health directly
attributable to age and an increase in prevalent health con-
ditions, which are in general correlated with age. As many cost-
effectiveness models use a lifetime horizon to accrue the costs
and QALYs associated with interventions, it is reasonable to
assume that the baseline or counterfactual HSUVs within the
model may not remain constant over the full horizon modeled.
Although there is a substantial volume of HSUVs in the litera-
ture describing the HRQL for specific health conditions, cor-
responding data for individuals without a specific health
condition are more difficult to obtain without access to huge
datasets. Unless the health condition is particularly prevalent, or
unless it has a substantial effect on HRQL, removing a cohort
who has a specific health condition will not have a substantial
effect on the mean HSUVs obtained from the general popu-
lation. In many instances, if the condition-specific baseline data
are not available, it is possible to use data from the general
population as proxy scores to represent the baseline or coun-
terfactual HSUVs in the decision-analytic model.

Adjusting or Combining Health States

Healthcare decision-analytic models depict the typical clinical
pathway followed by patients in normal clinical practice. As such
they can become quite complex involving multiple health states,
which represent the primary health condition with additional
health states representing either comorbidities (e.g., when an
additional condition exists concurrently alongside the primary
condition), or an adverse event associated with the intervention
or treatment (e.g., nausea is a side effect of treatments for cancer,
whereas patients receiving aspirin for hypertension are at
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Figure 8 Combining HSUVs using the additive, multiplicative, and
minimum methods.

increased risk of hemorrhagic strokes). Ideally, each individual
health state within a decision-analytic model would be popu-
lated with HSUVs obtained from cohorts with the exact con-
dition defined by the health state. For example, it has been
demonstrated that statins, which are typically given to manage
cholesterol levels in patients with or at high risk of cardio-
vascular disease, have a beneficial effect on inflammation, thus
may provide an additional benefit in patients with rheumatoid
arthritis. To assess the benefits of statin treatment in a cohort
with both cardiovascular disease and rheumatoid arthritis, the
analyst would need HSUVs obtained from patients with both
these conditions. However, many clinical effectiveness studies
use very strict exclusion criteria relating to comorbidities and/or
concurrent medications. As a consequence, the people who
represent typical patients with comorbidities are excluded from
studies, and analysts frequently combine the mean data ob-
tained from cohorts with the single conditions to estimate the
mean HSUVs for a cohort with more than one condition.

The methods used to combine the data can have a sub-
stantial effect on the results generated from decision-analytic
models, and it has been shown that the result can vary to such
an extent that they could potentially influence a policy decision,
which is based on a cost per QALY threshold. There are a
number of different ways to estimate the mean HSUV for the
combined health condition using the mean HSUVs from the
single health conditions. Traditional techniques include the
additive, multiplicative, and minimum methods. The first two
apply a constant absolute and relative effect respectively,
whereas the latter ignores any additional effect on HRQL asso-
ciated with the second health condition, using the minimum of
the mean HSUVs obtained from cohorts with the single con-
ditions as shown in Figure 8. Additional methods that have
recently been tested include exploring the possibility of re-
gressing the mean HSUVs from cohorts with single conditions
onto the mean HSUVs from cohorts with comorbidities using
ordinary least square regressions. Although this research is in its
infancy, the early results look promising. However, based on the
current evidence base, researchers recommend that the multi-
plicative method is used to estimate HSUVs for comorbidities,
using an age-adjusted baseline as a minimum when calculating
the multiplier used.
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Worked Example

Females with condition A have a mean EQ-5D score of 0.69
and a mean age of 73 years, and females with condition B have
a mean EQ-5D score of 0.70 and a mean age of 80 years. Using
the data from the general population (Figure 8) as the baseline,
these data are combined to determine what the EQ-5D score is
for females with both condition A and condition B. Using data
from the general population, at the age of 73 years and 80
years, the mean EQ-5D score for females is 0.7550 and 0.7177,
respectively. The multipliers for conditions A and B are 0.9138
(=0.69/0.7550) and 0.9754 (=0.70/0.7177). The baseline
data are then adjusted using these multipliers to estimate the
age-adjusted EQ-5D score for the combined conditions A and B
as shown in Figure 8.

Adverse Events

When considering adverse events for inclusion in cost-
effectiveness models, it is important to distinguish between
acute events and chronic sequelae. Although the inclusion of
decrements on HRQL associated with grade 3-4 adverse
events is particularly important, the cohort used for the main
HSUVs may have included a proportion of patients who had
experienced grade 1-2 adverse events and care should be
taken to ensure these are not double counted. As in the pre-
ceding section, treating the decrement associated with the
adverse event as a constant value may be inappropriate and
based on the current evidence, the HSUVs should be multi-
plied (adjusting for age wherever possible) when combining
these data.

Uncertainty

All results generated from cost-effectiveness models used to
inform policy decision making in healthcare are subject to
uncertainty. The uncertainty is examined and reported using
sensitivity analyses. One-way sensitivity analysis is a procedure
in which the central estimates for key parameters in the model

+ Higher level of confidence

are varied one at a time (generally using the 95% confidence
intervals) and inform readers which variables drive the results
generated by the model. Probabilistic sensitivity analysis is a
method of varying all variables simultaneously to assess the
overall uncertainty in the model. The individual Monte Carlo
simulations (e.g., 5000) are generated using random numbers
to sample from the distributions of the parameters. New re-
sults are generated by the model and each of the 5000 results
stored. The recorded results are then used to illustrate the
overall variability in the model results.

Figure 9 shows a scatter plot of the incremental costs
(y-axis) and incremental QALYs (x-axis) generated from a cost-
effectiveness model. The red points represent the individual
results generated when there is relatively little uncertainty in
the parameters used in the model. The blue symbols represent
the individual results generated when there is considerable
uncertainty and thus cover a broader area. The mean results
(£24 500 per QALY) are the same in the results that are rela-
tively uncertain and the results that are associated with a
higher level of confidence. Using a cost per QALY threshold of
£30 000 per QALY (the diagonal line), 41% of results from the
model, which has a high level of uncertainty, are greater than
this threshold, compared to just 7% of results from the model
with a smaller level of uncertainty.

When looking at the uncertainty associated with the HSUVs,
the distribution used to characterize the variables for the prob-
abilistic sensitivity analyses should be chosen to represent the
available evidence as opposed to selected arbitrarily. HRQL data,
in particular the preference-based utility data, are generally not
normally distributed. They are typically skewed, bimodal or
trimodal, bounded by the limits of the preference-based index,
and can involve negative values representing health states con-
sider to be worse than death. Despite this, in the majority of
decision-analytic models, the uncertainty in the mean HSUV
can be adequately described by sampling from a normal dis-
tribution. Exceptions to this rule include when conducting pa-
tient-level simulation models using data from cohorts with wide
variations in HSUVs and a relatively low or high mean value. In
these cases an alternative approach would be to describe the
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utility values as decrements from full health (i.e., 1 minus the
HSUV) and then sample from a log normal or gamma distri-
bution, which would give a sampled utility decrement on the
interval (0, o0). If a lower constraint is required (i.e, —0.594
for the UK EQ-5D index), the standard beta distribution could
be scaled upwards using a height parameter (1) producing a
distribution on a (0, 4) scale.

Conclusions

The use of HSUVs in cost-effectiveness models has not re-
ceived much attention in the literature. However, there are
often no relevant HSUVs to be found in the literature, obser-
vational sources, or even trials. This article has provided
practical guidance to those seeking to build cost-effectiveness
models. In the near future, it is expected that there will be
further developments in the field including methods of
mapping, the synthesis for HSUVs across studies, and in the
measures themselves. Policymaker’s requirements may also
change over time.

See also: Health and lts Value: Overview. Multiattribute Utility
Instruments: Condition-Specific Versions. Specification and
Implementation of Decision Analytic Model Structures for Economic
Evaluation of Health Care Technologies
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Introduction

Cost-value analysis (CVA) is a type of formal economic
evaluation that can be used to inform decision makers in a
public health service about the value to the public of different
health technologies and what ought to be the public health
service’s maximum willingness to pay for them. In estimating
value and limits to willingness to pay, CVA takes into account
that in most countries with a public health service, citizens
and societal decision makers hold concerns for both efficiency
and equity. The concern for efficiency means that value - and
thus willingness to pay - increases with the size of the health
benefit provided by the technology - measured, for instance,
in terms of the number of quality-adjusted life-years (QALYs)
produced. Equity concerns may, for instance, mean that for a
given health benefit, value and willingness to pay increase
with the severity of the condition that is addressed. Other
equity concerns may also be relevant (see History and Value
Basis).

CVA has features in common with cost-utility analysis.
Costs are estimated in the same way, and health benefits are
expressed in QALYs. The difference is that concerns for equity
are included in the determination of value. The replacement of
the term ‘utility’ with the term ‘value’ in the name of the an-
alysis serves to emphasize this difference. Whereas ‘utility’ re-
fers to individuals’ personal valuations, ‘value’ in ‘cost-value
analysis’ refers to a broader societal concept. The basic premise
of CVA is that simple aggregations of QALYs do not yield
reliable estimates of citizen’s overall valuation of different
programs, because concerns for equity are not included in
such simple aggregations.

Example

In CVA, the value of a program can either be expressed in
equity-weighted QALYs (EQALYs) or in a public health care
service’s willingness to pay for QALY gains, given the context
in which the gains occur and the characteristics of the patients
who receive them. A simple example is as follows: Assume a
scale of individual utility of health states from 0 to 1. Assume
that intervention ‘A’ takes one type of patient from utility level
0.4 to level 0.6 for 1 year at a cost of EUR 10 000, whereas
intervention ‘B’ takes another type of patient from level 0.8 to
level 1.0 for 1 year at the same cost. The two interventions are
equally cost effective (because the QALY gain and the cost is
the same). But the societal appreciation (value) of the 0.2
QALYs in intervention A may be, say three times as high as that
in intervention B, given the much greater severity of the pre-
intervention condition in A and thus the much greater need in
this type of patient. The cost-value ratio of intervention A
would then be better than that of intervention B, namely
10 000/(0.2 x 3)=€16 700 EUR per EQALY versus 10 000/
0.2=€50 000 EUR per EQALY, which suggests that A should

be given priority among the two if a choice had to be made. To
put it differently, it suggests that, in a society where such a
concern for severity prevails, the public health care system
should have a three times higher willingness to pay for
intervention A than for intervention B, in spite of B producing
the same amount of QALYs. CVA thus supports context-
dependent, graded willingness to pay for QALYs.

History and Value Basis

The term ‘cost-value analysis’ was first introduced by Nord in
1993. It may be used in a general sense, that is, about any
evaluation that takes into account relevant concerns for fair-
ness (equity) in the weighting of individual benefits, whatever
these concerns may be. However, in the development of CVA
hitherto, some concerns have been treated as particularly sa-
lient. Based on a review in 1999 of existing materials in Aus-
tralia, the Netherlands, New Zealand, Norway, Spain, Sweden,
the UK, and the USA, Nord suggested that ethicists’ and policy
makers’ reflections, and results from public preference meas-
urements, seem to converge on the following points:

A. Society demands that medical interventions satisfy a min-
imum requirement of effectiveness for resource use to be
justified.

B. Society’s appreciation (valuation) of medical interventions
increases strongly with increasing severity of the patients’
condition. (This is often referred to as a ‘concern for the
worse off’)

C. Life saving or life extending procedures are particularly
highly valued, and significantly more highly than inter-
ventions even for patients with severe chronic conditions.

D. When the minimum requirement of effectiveness is satis-
fied (see point A), society worries less about differences in
the size of the health benefits provided by treatment pro-
grams for different patient groups, the underlying attitude
being that people are entitled to realizing their potential for
health, whether that be large or moderate, given the state-
of-art in different areas of medicine.

E. As a special case of point D, society in most cases does not
wish to discriminate between people with different po-
tentials for health in decisions about life saving or life ex-
tension. For instance, society regards the prevention of
premature death in people with chronic disease as equally
worthy of funding as the prevention of premature death
in otherwise healthy people. (Life extending interventions
for people in vegetative states or states of very low
subjectively perceived quality of life is an exception from
this rule.)

Work on CVA hitherto has aimed at incorporating the
specific ethical concerns above in formal valuation models
(Nord et al., 1999; Nord, 2001). The term ‘cost-value analysis’
is thus mostly used in this specific operational meaning rather
than in the more general sense noted earlier.
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Preference Measurements

To incorporate the above concerns in a numerical valuation
model, data are needed on the strength of preferences for
equity. The strength of societal concerns for severity and
realization of potentials has been studied in samples of the
general public in several ways. The most widely used techni-
que is the person trade-off, which was introduced by Patrick,
Bush, and Chen in 1973 under the name ‘equivalence of
numbers’ and was given its present name by Nord in 1995.
Typically, samples of the general public are presented with
pairs of programs targeting two groups of patients that differ
on one characteristic. The subjects are presented with numbers
of beneficiaries in the two programs and asked to judge at
what ratio between the numbers of beneficiaries they find the
two programs equally worthy of funding. For instance, pro-
gram A provides an improvement in utility from 0.4 to 0.6 for
100 people, whereas program B provides an improvement
from 0.8 to 1.0 for a larger number of people. How large must
the latter number be for the two programs to be deemed
equally worthy of funding? The stronger the concern for the
worse off (those in program A), the higher will the stated
‘equivalence number’ in program B be.

Person trade-off responses that take into account special
concerns for severity may be represented by values for health
states on the 0-1 scale from dead to full health used for
QALYs. For instance, a program A prevents death in 10 people
and allows them to live in full health. Program B averts an
illness that leads to nonfatal state S. Assume that people
consider 100 averted cases in program B to be equally worthy
of funding as 10 averted deaths in program A. The value of S is
then given by 1 — (10/100) =0.9. Person trade-off-based values
for health states are typically higher than utilities obtained for
the same states by techniques ordinarily used in the QALY
field.

Other possible approaches to measuring public preferences
for equity include questions about willingness to pay and
questions formulated by Paul Dolan about how large a health
benefit for one group of patients needs to be relative to a given
health benefit for another group of patients for the two
benefits to be deemed equally valuable from a societal
perspective.

Modeling

Technically, there are various ways of incorporating data about
concerns for equity in formal evaluation models. They may all
be seen as modifications of the QALY approach that lead to
evaluation in terms of EQALYs.

One modification, suggested by Nord et al. in 1999, is to
count as one all gained life years, even if they are in less than
full health, as long as they are good enough to be desired by
the individuals concerned. The purpose of this is to avert
discrimination against the chronically ill or disabled in valu-
ations of interventions that extend life (confer (cfr) point E in
the section ‘History and value basis’). A second modification
proposed by the same researchers is to place less weight than
the QALY approach does on the duration of health benefits in
comparisons of programs for patients with different life ex-
pectancies (cfr point D in the section ‘History and value

basis’). This may, for instance, be done by discounting distant
health gains more strongly than at the 3-5% annual rate that
is customary in conventional cost-effectiveness analysis, or by
disregarding benefits that lie beyond a certain point in time. A
third modification is to multiply utility gains as estimated by
conventional QALY tools with explicit equity weights re-
flecting the severity of the preintervention condition and the
degree to which health potentials are realized (cfr points B-D
in the section "History and value basis’). Alternatively, one may
transform conventional utilities into societal values as illus-
trated in Figure 1. A transformation curve that is convex to the
Y-axis and has strong upper end compression can, in principle,
accommodate concerns for both severity and realization of
potentials. For instance, in the figure the curve transforms
conventional utilities of 0.4 and 0.7 to societal values of 0.8
and 0.95. If one replaces utilities from the X-axis with the
values from the Y-axis, the value, for instance, of a cure of A
relative to B increases from 2:1 to 4:1 (concern for severity),
whereas the value, for instance, of taking someone from A to B
relative to from A to healthy increases from one-half to three-
fourth (concern for reduced potential).

Tentative transformation functions of the kind in Figure 1
were published by Nord in 2001 for utilities from various
multiattribute utility instruments commonly used in QALY
calculations. Table 1 contains the same type of information.
Based on meta-analysis of policy documents and public
preference measurements in several countries, the table shows
a set of values for health states that purports to reflect the
structure of societal concerns for severity and realization of
potentials, using limitations in mobility as an example. The
table is included as a potentially helpful analytical tool in
guidelines for pharmacoeconomic evaluations in Norway.

Consider first the columns 1-3 in the table. The examples
of states on the 8-level scale in column 1 were chosen with a
view to making any one step move upwards on the scale to be
roughly of the same importance from the viewpoint of af-
fected individuals. In other words, the scale purports to be an
equal interval scale in terms of individual utility. This suggests
an even distribution of the 8 levels over the 0-1 utility space,
i.e., utility scores for the various levels, roughly as in column 2.
The numbers in column 3 are societal values. Concerns for

Values for valuing change from a societal viewpoint
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Figure 1 Utilities versus societal values for priority setting.
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Table 1 Health state values encapsulating concerns for severity and realization of potential. Implied public willingness to pay (WTP) assuming

WTP of €10 000 EUR for saving a life year

1. Problem level 2. Utility 3. Societal value 4. Value of raise to level 1 for 1 year 5. Limit to 6. Implied

(approximate) (approximate) willingness to willingness to
(@) (b) pay (euro) for pay for a QALY,
Utility SV raise to level 1 based on column
for 1 year 4(a) and 5

1. Healthy 1.00 1.00

2. Slight problem 0.86 0.995¢ 0.14 0.005 500 3500

3. Moderate 0.72 0.987 0.28 0.02 2000 7000

4. Considerable 0.58 0.92 0.42 0.08 8000 19000

5. Severe 0.44 0.80 0.56 0.20 20 000 36 000

6. Very severe 0.30 0.65 0.70 0.35 35000 50 000

7. Completely disabled 0.15 0.40 0.40 0.60 60 000 70 000

8. Dead 0.00 0.00 1.00 1.000 100 000 100 000

Walues adjusted after original publication.
Abbreviation: QALY, quality-adjusted life year.

Source: Adapted from Nord, E., Pinto, J. L., Richardson, J., Menzel, P. and Ubel, P. (1999). Incorporating societal concerns for fairness in numerical valuations of health programs.

Health Economics 8, 25-39.
Examples at levels 2—7:
2. Can move about anywhere, but has difficulties with walking more than 2 km.

3. Can move about without difficulty at home, but has difficulties in stairs and outdoors.

4. Moves about without difficulty at home. Needs assistance in stairs and outdoors.
5. Can sit. Needs help to move about — both at home and outdoors.

6. To some degree bedridden. Can sit in a chair part of the day if helped by others.
7. Permanently bedridden.

severity are reflected in the fact that movements one step up-
wards on the scale are assigned more value the lower the start
point. Concerns for not discriminating too strongly against
groups with reduced potentials for health are reflected in the
fact that from any given start point, improvements of different
size (i.e., consisting in different numbers of steps on the scale)
do not differ as much in value as they do in terms of indi-
vidual utility gains calculated from column 2.

Health state values with a pattern as that in column 3 may
be used to weight life years and improvements in health status
in the same way as is done in QALY calculations. But valu-
ations of outcomes are then in terms of EQALYs rather than
conventional ones. They may be related to costs in cost-value
ratios that in theory indicate value for money of different
interventions in a broader way than cost-utility ratios do.

An alternative to calculating EQALYs by using numbers like
those in column 3 is to keep QALYs themselves untouched
and instead practice context-dependent willingness to pay for
QALYs. Consider columns 4-6 in Table 1. The figures in col-
umns 4(a) and 4(b) follow from columns 2 to 3, respectively.
The figures in column 5 presuppose an anchoring value for
willingness to pay. If, for instance, the willingness to pay to
save a life year in normal health is €100 000 EUR, the rest of
the figures in column 5 follow by rescaling the figures in
column 4(b) by a factor of 100 000. The column shows that
willingness to pay increases much more than proportionally
to the severity of the start point. As a consequence, the will-
ingness to pay for a QALY increases with the severity of the
start point (column 6).

This can be developed further. One may, in principle,
construct a hierarchical set of priority classes that takes into
account various equity concerns that society deems relevant in
priority setting. For each class, a maximum societal willingness

to pay for a QALY is decided, such that the higher the priority
class, the higher is the willingness to pay. Any outcome in
terms of QALYs is assigned to its appropriate class, which will
be higher in the hierarchy the more the outcome has equity
concerns counting in its favor. The cost of the QALY gain will
then be compared to the maximum willingness to pay for a
QALY in that class. For instance, QALYs gained in people with
severe conditions will, all else equal, be placed in higher
classes than QALYs gained in people with moderate con-
ditions and thus justify higher costs. An approach of this kind
is considered for implementation in the Netherlands, with a
social willingness to pay for a QALY ranging from roughly
€10 000 EUR to 80 000 depending on preintervention severity.

Although technically different, a scheme consisting of pri-
ority classes and context-dependent willingness to pay is in its
actual content equivalent to a system in which QALYs them-
selves are weighted and compared to a uniform willingness to
pay for a QALY. In both approaches, judgments need to be
made regarding how much weight the QALYs in question
deserve to be given. In one approach, the chosen weight is
connected to willingness to pay by assignment to priority
class, in the other approach the same weight is connected to
the QALY gains themselves and thus indirectly to willingness
to pay. Preference data that have been elicited by means of the
person trade-off or other methods in order to determine
equity weights for QALYs may thus also be relevant in deter-
mining the gradient of willingness to pay in a hierarchy of
priority classes. To judge whether the cost per QALY of a given
intervention is within the willingness to pay for QALYs in the
priority class in question may thus be seen as a variant of CVA
in the general sense of the term.

Alan Williams suggested in 1997 that QALYs should be
assigned more value the more the beneficiaries’ expected
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health over the whole life time falls short of a normal amount
of health (including longevity) over a whole life. This fair
innings approach is essentially a proposal to include a societal
concern for equity in the formal economic evaluation. The fair
innings approach to weighting QALYs for equity may thus be
seen as yet another variant of CVA in the general sense of
that term.

Issues

Population preference data to support CVA are presently not
satisfactory. Data on what would be reasonable separate equity
weights are almost nonexisting. This also applies to the fair
innings approach. For the values in Table 1, column 3, the
empirical basis in preference measurements is substantial, but
the values are the result of an informal meta-analysis of the
relevant preference literature conducted by one researcher. As
noted in a review by Shah in 2009, other researchers could
reach different conclusions.

Another current limitation is that Table 1 refers to health
problems in terms of reduced mobility. This is because so
much of the existing societal preference data pertain to this
particular dimension. To apply the numbers to other kinds of
health problems, one needs to know where they belong on the
severity scale of Table 1. This may be judged by judging the
effect on quality of life of those other problems compared to
the effects on quality of life of the various mobility problems
indicated in the table. Alternatively one may regard columns 2
and 3 as roughly indicating the relationship in general be-
tween individual utilities and societal values. So for instance, if
one has utilities from the multi-attribute utility instrument
EQ-5D columns 2 and 3 may be used to roughly estimate
corresponding societal values.

One common criticism of societal value numbers is that
people’s responses to numerical preference questions in
mailed questionnaires are unreflective and unreliable. This is
to some extent true. However, researchers have also collected
preference data in more high quality ways, for instance, in
focus groups that discuss ethical issues carefully before each
participant gives their responses to specific quantitative
questions.

Finally, the idea of incorporating concerns for fairness in a
numerical valuation model is controversial. Some researchers,
for instance, Dolan and Olsen (2003), are concerned that such

incorporation may overload the model and perhaps makes it
more difficult to understand and less reliable. The alternative
is to leave it to decision makers to take concerns for fairness
into account informally when dealing with the results of cost-
effectiveness analyses. This is an important practical issue for
continued debate. It is also a theme for further research. At the
end of the day, it is an empirical question whether decision
makers feel helped or not by CVA, or feel more helped when
provided with such analyses in addition to conventional cost-
effectiveness analyses.

See also: Incorporation of Concerns for Fairness in Economic
Evaluation of Health Programs: Overview. Quality-Adjusted Life-Years.
Valuing Health States, Techniques for. Willingness to Pay for Health
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Introduction

The specialty of radiology, diagnostic imaging, has revo-
lutionized the practice of medicine across the globe. No other
form of diagnostic medicine has had such a dramatic impact
on disease detection and mapping progression of treatment in
the preceding decades. In a 2001 survey of physicians, mag-
netic resonance imaging (MRI) and computed tomography
(CT) scanning ranked number 1 amongst 30 medical innov-
ations of the last 25 years, beating cholesterol-lowering HmG-
CoA reductase inhibitors (statins), coronary arterial bypass
graft, and newer generation antibiotics (Fuchs and Sox, 2001).

With the diagnostic imaging technological revolution has
come the inherent increased costs of the technology itself.
With CT scanners and MRI scanners costing upward of $3
million (US), the utilization of these machines at an ever in-
creasing pace has helped drive up the medical bills of patients
everywhere.

One of the benefits to having diagnostic imaging technol-
ogy disseminated throughout the world is to provide a win-
dow into how the differing health care delivery systems tackle
this issue of managing cost and utilization in the face of
limited resources. In this article, four countries are studied: the
us, the UK National Health Service (excluding Scotland),
Canada, and Japan. The US provides a window into their
blend of private and government-sponsored health care sys-
tems. The UK and Canada allow a glimpse into two variants of
government-run health care. Japan allows for an analysis of
their social insurance health care system, which has the
highest per capita number of CT and MRI scanners of the
comparison countries. As can be seen from Tables 1 and 2,
these countries differ substantially in their numbers of ad-
vanced diagnostic equipment (CT and MRI scanners) as well
as radiologists per capita. This article will document these
differences and provide some suggestions of possible con-
tributing factors. More rigorous analysis of determinants of
cross-national differences in technology uptake and their
effects on health outcomes remains an important subject for
future research.

United States

Health care in the US is a mix of private and government-
sponsored methods of financing and care delivery. Insurance
coverage largely depends upon age, income, and employment.
For the majority of the adult population under the age of 65,
private insurance is obtained through the workplace. Em-
ployer-sponsorship of health insurance takes advantage of tax
preferences, facilitates contract negotiation for employees, and
creates an insurable pool of enrollees. Those who are not
employed or who do not have employer-sponsored health
care (sole business owners, independent contractors), can buy

insurance directly from insurance companies in what is
known as the individual market. Much of the Patient Protection
and Affordable Care Act of 2010 is devoted to reforming this
individual market, such as removing preexisting condition
exclusions, setting medical-loss ratios for insurance com-
panies, and creating health insurance exchanges to provide
information and subsidies to individuals who purchase these
policies.

For senior citizens over the age of 65, there is government-
sponsored Medicare. This program, which is administered by
private carriers, sets provider payments for hospitals and
physicians nationally, including reimbursement for radiology.
The program is funded by a combination of payroll taxes on
workers, general revenues and premiums paid by beneficiaries.
Finally, a subset of people below the poverty line are eligible
for Medicaid. Medicaid is government-sponsored by both
Federal and state governments. Provider payments are set on a
state-by-state basis and the program is funded via taxes. People
who fall outside of these public and private programs remain
uninsured, except for minor additional programs. Private in-
surance programs (employer-sponsored and individual) for
those under the age of 65 tend to follow the national fee
structure provided by Medicare.

Among the four countries considered, the US has the most
radiologists per capita. In addition, the US has the second
highest number of MRI and CT scanners compared with the
other countries. The high number of scanners can in large part
be attributed to the fee-for-service system, a system that re-
wards doing more per patient. The majority of the country has
no limits regarding the number of scans performed or the
number of scanners in operation, with only a few state-based
exceptions where a certificate of need is required prior to the
purchase of a scanner. For every scan performed, a fee is col-
lected, and thus the incentive to perform higher volume of
scans. The higher volume of scans translates to a higher
volume of scanners.

Payment for imaging services in the US is, in general
(driven by Medicare), split into two categories: technical fee
and professional fee. The technical fee is that which goes to the
owner of the imaging equipment. The professional fee goes to
the radiologist for interpretation of the study. Typically, the
professional component is much less than the technical
component, reflecting the relatively high equipment costs. In
2011, for example, a CT scan of the head carried a professional
fee around $40, as compared to the technical fee of around
$150.

A major legislation undertaken by the Federal government
to curb cost and growth in imaging was enacted in the Deficit
Reduction Act of 2005 (DRA 2005). This legislation reduced
the technical fee payment for contiguous body part scanning.
Hence, a CT scan of three contiguous body parts, such as the
chest, abdomen, and pelvis, where the reimbursed technical
fee was 100% for each, became 100% for the chest and 50%

Encyclopedia of Health Economics, Volume 1

doi:10.1016/B978-0-12-375678-7.01214-1 143


dx.doi.org/10.1016/B978-0-12-375678-7.01214-1

144 Cross-National Evidence on Use of Radiology

Table 1 Data on MRI and CT in US, England, Canada, and Japan from OECD

OECD Total health  Radiology ~ Per capita MRI units MRI exams  Yearly CT units per  CT exams per  Yearly

data care as % of spending per million — per 1000 of  utilization million of 1000 of utilization
expenditure THE? on of population  per MRI population  population per CT
(THE) as % radiology” population scanner scanner
of GDP (calculated) (calculated)

us 17 6 (2010) 4.9 $403.42 31.6 (2010) 97.7 (2010) 3091.8 40.7 (2011) 265.9 (2010)  6533.2

UK 6 (2010) 14 $48.06 5 9 (2011) 38.6 (2009) 6542.4 8 9 (2011)  72.8 (2009) 8179.8

Canada 11 4 (2010) 1.2 $55.29 6 (2011) 47.7 (2010) 5546.5 5(2011) 126.9 (2010)  8460.0

Japan 5(2009) 5.2 $157.82 431 (2008)  65.4 (2002)? 1518.37 97 3 (2008) 155.3 (2002)” 1596.0°

“Japan yearly utilization calculated based on 2002 data, where there were 92.62 CT units per million of population and 35.32 MRI units per million of population.

Kandatsu, 2002

“Calculated based on OECD per capita health care expenditure in combination with percentages from 1st and 2nd columns. Per capita health expenditure for the US and the
UK is 2010. Per capita health expenditure for Canada is 2011 (estimated). Per capital health expenditure for Japan is 2009.

Percentages from text.

Note: Data for UK are based on hospital numbers, as ambulatory numbers were unavailable.

Table 2 Radiologists per million of population with data obtained
calculated as described

Country Radiologists per  CT scans per MRI scans per
million of radiologist per radiologist per
population year” year”

us 100 (2009)* 2279.0 912.0

UK 45 (2012)° 1693.0 897.7

Canada 67 (2011)° 1871.6 641.8

Japan 36 (2004, OECD) 1725.5° 727.1°¢

American College of Radiology, practice of radiology in the US, 2009.

bCenter for Workplace Intelligence, 2012.

“Based upon 2294 Canadian radiologists (Canadian Medical Association- Number
and percent distribution of physicians by specialty and sex, Canada 2011).
%Based on assumption of stable number of radiologists over short period of time
and based on calculations from Table 1.

“Corrected for 40% of scans interpreted by radiologists.

for the abdomen and pelvis (Moser, 2006). In 2012, Medicare
further reduced payments to radiologists by decreasing the
professional fee on a second body part for patients scanned on
the same day by 25%. Although these changes primarily im-
pact Medicare patients, insurance carriers tend to follow
Medicare rates, giving this legislation tremendous impact. In-
deed, Medicare rates indirectly serve as a ‘national fee sched-
ule/ As a result of the DRA 2005, imaging volumes in
radiology offices decreased 2.0% between 2006 and 2007, as
compared to yearly increases of 8.4% between 2002 and 2006
(Levin et al., 2009).

The Organization for Economic Development and Co-
operation (OECD) data indicate that the US, as compared to
UK, Canada, and Japan, has the highest total health expend-
iture on imaging as a percent of gross domestic product (GDP)
(Table 1). The US ranks second among this group in terms of
number of CT and MR scanners per million, with Japan taking
the top spot. The US also has by far the highest number of scans
- both MRI and CT - per capita population, implying that there
is a relatively high level of access to imaging technology in the
US. However, when utilization per scanner is estimated
(number of scans per scanner), the country falls to the second
to last in terms of MR and CT utilization, indicating a relative

under utilization of imaging equipment compared to other
countries. Indeed, the US and Japan are the only high-income
countries in the world, which allow for essentially unrestricted
acquisition of high-technology scanners in a fee-for-service
environment (Cutler and Ly, 2011). It is, therefore, not sur-
prising that both of these countries have more scanners and
lower utilization of scanners compared to the UK and Canada.

The number of radiologists practicing in the US is around
100 per million population (Table 2), the highest of the
analyzed countries. In contrast to the relatively low scanner
utilization in the US, the radiologist utilization is the highest,
indicating that the US radiologist is reading more studies per
year than their peers in other countries. Thus the overall evi-
dence shows that the US has a relatively high number of
scanners, radiologists, and scans per capita, which is consist-
ent with it having relatively few controls on investment in new
equipment and on licensure of new radiologists.

According to the Center for Medicare and Medicaid Ser-
vices and Blue Cross Blue Shield Association, expenditure on
diagnostic imaging has been approximately 5% of total ex-
penditure on health care. The total amount of money spent on
diagnostic imaging in the US in the year 2000 was approxi-
mately $75 billion. In 2000, the national health expenditure
was $1.377 trillion, making imaging costs 5.4% of total health
care expenditure. The total cost of diagnostic imaging for 2005
was estimated to be $100 billion. In 2005, the national health
expenditure was $2.029 trillion, making imaging costs ap-
proximately 4.9% of total expenditure on health care.

Between 1998 and 2005, the annual growth rate in diag-
nostic imaging in the Medicare population was 4.1%. This has
slowed down in recent years, likely as a result of a combin-
ation of cost-containment strategies from the government as
well as the economic slowdown. Between 2005 and 2008, the
annual growth rate of imaging in the Medicare population was
1.4% (Levin et al., 2011).

United Kingdom/England

England has a universal public health care system (National
Health Service, NHS) with a supplementary private insurance
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system. Taxes are used to fund the NHS, where most care is
provided at no cost to the patient at the point of service.
Patients register with and go to a general practitioner (GP)
who then serves as a gatekeeper between them and the hos-
pitals/specialists, including radiologists who normally are
employed in radiology departments within hospitals. Sup-
plementary private insurance is purchased by about 12% of
the population. It mostly pays for quicker access to specialists
and elective surgeries, which may be performed in private
hospitals or private beds in NHS hospitals. Anecdotally, pri-
vate insurance provides a greater degree of access to imaging
than the NHS. The private system is staffed largely by the same
physicians who serve in the NHS.

In general, over the preceding decades, radiology in the
NHS has been characterized by limited quantity of radiology
equipment, limited number of radiologists, and waiting lists
for patients. These issues have been tackled and have steadily
improved.

While the density of radiology equipment per capita in
England remains far lower than in the US, there has been a
substantial upgrading of imaging equipment in England over
the past decade. According to the UK Department of Health,
during 2000-07 the NHS spent £564 million (£80 million per
year) on CT, MRI, and LINAC (linear accelerator, for radio-
therapy) machines in inflation-adjusted currency. The esti-
mated cost to replace this equipment over the next decade is
£1 billion, noting yearly NHS annual budgets of around £100
billion.

In 2001, there were 1586 consultant radiologists. In 2010,
the number of full-time equivalent radiologists was 2194,
representing an approximate 38% increase over the decade.
This translates to approximately 45 full-time equivalent radi-
ologists per million of population. Despite this increase, it is
still below the Royal College of Radiologists recommendation
of eight full-time equivalent radiologists per 100 000 of
population, according to a December 2012 Center for Work-
place Intelligence report. Universal evening and weekend
coverage is not prevalent as is the case in the US. There is a
drive toward longer hours, and 12-14 h days per radiologist,
working 7 days per week has been implemented at Royal
Sussex County Hospital in Brighton with reported success. In
order to provide around the clock coverage, 24 h a day and 7
days per week, the number of radiologists would need to in-
crease to 6000, which implies roughly doubling the current
number.

In addition to high case volume, radiologists in England
face additional work pressures. The NHS Cancer Plan requires
that a radiologist be present at multidisciplinary meetings,
which have increased in duration and frequency since 2007.
These, on average, occupy 10% of the radiologists’ clinical
time. In contrast, this is not a requirement in countries such as
the US, where it is occasionally provided as a voluntary effort.
This results in additional radiologist time taken away from
reading films, exacerbating shortages. As in the US, an aging
population and increasingly complex imaging examinations
with an increased number of images per study, have also in-
creased the clinical burden on radiologists. A Center for
Workplace Intelligence report from August 2011 reports on
burn out resulting in radiologists leaving the work force for
sick leave or early retirement, as well as an increased rate of

mistakes such as overlooked lung cancers on radiographs. A
study from the Royal College of Surgeons of Ireland in March
2011 surveying Irish radiologists describes understaffing issues
in a system in which radiologist numbers are centrally con-
trolled by government agencies. The authors argue that current
methods of determining radiologist productivity are outdated
and do not give adequate weighting to responsibilities such
as teaching, procedures, double reading, and interpreting
outside films.

Private practice radiology does exist on a more limited
scale than the US, providing 10-15% of radiology services, as
per a July 2002 Audit Commission report. Fees for diagnostic
exams vary from provider to provider, but in general align
with fees charged in the US.

England has made progress in terms of patient wait times
for imaging. An audit commission report in 2002 found the
average wait time for outpatient MRI services was 20 weeks,
while for CT this was over 6 weeks. In 2004 the NHS con-
tracted with an independent sector radiology provider, Alli-
ance Medical, to provide 635 000 MRI scans to assist with MRI
backlogs. This served as a short-term solution to the waiting
lists. However, there is concern from within the NHS radiology
departments as to direct competition with the independent
sector for limited NHS funds. According to the Department of
Health, as of 2009, wait times over 6 weeks for CT and MRI
have been essentially eliminated.

The OECD data show that as of 2012, health care spending
in England is lower than in the US, accounting for 9.8% of
GDP compared to 17.4% in the US. However, rising health
care costs have led to recent reforms in the NHS. As per the
Department of Health spending review, the budget of the NHS
for 2011 is £103.8 billion, and the current budget provides a
0.4% increase in real terms through 2015. Overall planned
cost cutting include £20 billion in efficiency savings and a
33% decrease in administrative costs. Specific to radiology,
there will be an expected £8 million in savings annually to be
achieved by having some plain radiographs interpreted by
radiographers (nonphysicians) rather than radiologists.

In 2008/2009, £1.1 billion was spent on radiology services,
equating to 1.4% of the NHS budget. This is a smaller per-
centage when compared to the US (Grant et al., 2012). About
38.8 million imaging examinations were performed in Eng-
land in 2010, including 4 million CTs, 2.1 million MRIs, and
22.2 million radiographs, as per the Center for Workplace
Intelligence. This volume amounts to approximately 73 im-
aging examinations per 100 population per year. There has
been a rapid increase in volume of imaging in the UK, and
between 1996 and 2010 there has been a 445% increase in
MRI, 279% increase in CT, 94% increase in ultrasound, and a
16% increase in radiographs. As in the US, the increase has
primarily involved the more advanced and expensive imaging
modalities. Based upon calculations from the OECD health
data, the US, in comparison, has had an increase of 208% in
MRI, and 262% in CT.

Tables 1 and 2 show fewer CT and MRI scanners in the UK
relative to the US. When accounting for the total number of
scans performed, on average the UK seems to have a higher
utilization of their imaging equipment. On a per radiologist
basis, despite the aforementioned concerns of high case load
and clinical burden, radiologists read on average less number
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of CT and MRI cases per year than their US counterparts.
The difference between the countries might in part be
attributable to the differential payment structure of radi-
ologists. In the US, there is a financial gain for reading more
studies, while in the UK there is no such overt financial benefit
in their salaried model.

Canada

Canada has a single-payer universal health care system paid
for through taxation. Cost containing strategies, such as pa-
tient copayments, are effectively prohibited for ‘medically
necessary services' by federal mandates. The roots of the
Canadian health care system date back to the Federal Health
Insurance and Diagnostic Services Act of 1957. The act pro-
vided that provinces funded 50% of the health care cost with a
federal match of 50%. Federal funding was contingent upon
the provinces providing medically necessary care, portability
of coverage, and universal coverage. In 1977, the open-ended
federal funding of health care was replaced with a federal per
capita block grant, meaning a fixed amount of money would
be provided to provinces every year, initially with indexing to
the GDP. In the early 1990s, the federal contribution was
frozen at 1989 levels, making the provinces responsible for all
growth of spending. By 1999, the federal share of health care
costs had fallen to between 10% and 20%. Until 2005, the
Canadian system banned private insurance from providing
services covered by public health insurance. In 2005, the
Quebec Supreme Court ruled in Chaoulli versus Quebec that
Quebec’s prohibition of private medical insurance in the face
of long wait times for public federally mandated care violated
‘rights to life’ and ‘security of person’in Quebec’s charter. The
provincial government has so far responded to this ruling by
managing waiting times, rather than encouraging growth of
private insurance.

The provincial contribution to health care is generally from
income or payroll taxes that are not earmarked specifically for
health care, and hence the amount of money individuals pay
for health care is not obvious to the taxpayer. From 2001 to
2010, the rate of health care spending has increased at greater
than three times the rate of inflation. Health care spending is
projected to equal or exceed 50% of all revenue in 6 of 10
Canadian provinces by 2017 (Skinner and Rovere, 2011).

Every year the provincial government negotiates annual
global budgets with the hospitals. The fixed budget covers all
operating costs and is based on estimated volume of patients
(occupied beds). New capital expenditures are allocated sep-
arately. There is a theoretical disincentive on the part of the
hospitals to provide expensive services, unless this would re-
sult in increased revenue, which would typically only happen
with a lag.

Physicians are primarily in solo practices (about 50% are
GPs), and collect their revenues via a fee-for-service system but
subject to an annual aggregate spending limit. Provinces and
medical associations determine a uniform fee schedule that
typically applies throughout the province. Expenditure and
income caps per physician are put into place (varying from
province to province), which are intended to prevent over-
utilization. After achieving a certain level of income (total

fees), the physician is paid only a percentage of the remaining
fees. Radiologists, in particular, are facing such ‘clawbacks’
proposed by provincial governments. Once total billings reach
a certain level, the clawback reduces payment of subsequent
services by a fixed percentage. A 2012 Ontario proposal re-
duces payment by 5% for billings above $400 000, 10% over
$750 000, 25% for billings over $1 million, and 40% for
billings over 2 million. This reduced marginal benefit attempts
to balance the incentive of reading too many scans. The con-
cern of the clawback scheme is the potential exacerbation of
current waiting lists.

Canadian radiologists are paid primarily in a fee-for-service
system. Based on data from the 2010 National Physician sur-
vey, 80% of diagnostic radiologists who responded received
greater than 90% of their income from fee-for-service, while
10% received income from a blended source (which can
include fee-for-service, salary, capitation, contract, on-call
remuneration, etc.).

A small number of private radiology clinics do exist in
Canada. As of 2007, there were 42 for-profit MRI/CT clinics in
Canada. Traditionally these clinics have performed scans as a
fee-for-service out of pocket payment and radiologists at these
sites do not work in the public sector. Rates for scans in
Alberta range between $500 and $800 per scan, while rates per
scan in British Columbia range between $500 and $2200. To
help combat public sector wait lists, they are now being used
to help increase imaging capacity in the provinces via con-
tracting with the public health service (Mehra, 2008).

As per 2010 data from the OECD, Canada spends 11.4% of
its GDP on health care costs (Table 1). Estimated per capita
spending for radiology in Canada is $55.29. This is closer to
the spending of the UK, and considerably less than that of the
US. According to the Canadian Association of Radiologists in
2012, costs of medical imaging in Canada (including main-
tenance of equipment and physician payment) is approxi-
mately $2.14 billion (US). Total health care expenditure is
11.4% of a GDP of $1.6 trillion (US), or $180.8 billion. Based
on this, diagnostic imaging costs in Canada are approximately
1.2% of total health care expenditure. However, it should be
noted that this does not include capital costs of scanner pur-
chase. Taken at face value, the percentage is on par with the UK
share of 1.4%, however much lower than the US share of
4.9%.

While a majority of Canadian citizens and physicians have
an overall positive impression of the Canadian health care
system, the system is not without criticisms. One criticism of
the Canadian health care system has been with regard to long
wait times. There is a low density of physicians in Canada that
serves as one potential rate-limiting step with regard to overall
health care spending. This holds true in radiology, with 67
radiologists per one million population, compared to 100
radiologists per million in the US. In addition to lower
manpower availability, the density of expensive medical
equipment such as MRI and CT scanners is also lower in
Canada, potentially limiting access and resulting in long wait
times. According to one survey released in 2009, the wait list
for urgent MRIs ranged from 24 h to greater than 1 month,
and the wait list for elective MRIs ranged from 28 days to 3
years. Other criticisms that have been raised in the past decade
relate to slower adoption of new technology, which may in
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some cases and in some parts of the country lead to patients
undergoing diagnostic and interventional procedures per-
formed with less modern equipment than would be possible
with more resources. Furthermore, due to the single-payer
system, diagnostics and procedures that are reimbursed at a
low rate or not at all by the public health system may be
difficult for patients to obtain. As noted in Table 2, the
number of CT and MRI scans interpreted per radiologist is less
than their US counterparts, whereas Canada ties with the UK
in having the highest number of scans per scanner. This sug-
gests that availability of scanners or budget allocation to pay
for scans are on average more often the limiting factors on
patient access, rather than manpower.

Comparison between the UK and Canada, both with sin-
gle-payer health care systems, shows similarities in the percent
of radiology expenditure as a share of total health expenditure,
as well as the per capita expense of radiology services. There
are also strong similarities in scanner utilization. These simi-
larities are in place despite the difference in payment models
to radiologists, with Canada being fee-for-service and the UK
being a salary model. It might be surmised that radiologists
are not, therefore, in the driver seat of imaging utilization, and
that it is the organization of the health care system that plays a
more critical role.

Japan

Japan has a universal health insurance system. Health insur-
ance is mandatory, with individuals receiving insurance either
via employer-sponsored plans or via one of several govern-
ment-sponsored health insurance plans. Health care spending
as a percent of GDP is low in Japan relative to other indus-
trialized nations - largely a result of the government's tight
regulation of health care prices. The system operates via a
national fee schedule, reviewed biennially, which determines
government reimbursement for all health care services. This
single payment system has served as a remarkable control
mechanism for costs.

Despite tight government control over reimbursement for
imaging, there is no central government control on the in-
stallation of high-technology scanners in Japan. Japan has
the most MRI and CT scanners per capita. The high density of
MRI and CT scanners in Japan is an interesting phenomenon,
because reimbursement for imaging in Japan is far lower
compared to the US. For instance, the reimbursement for a
CT scan in Japan in 2008 was equivalent to $80, with the
reimbursement for an MRI equivalent to $155-180, these
prices being approximately one-fifth to one-tenth of the
reimbursement for the same studies in the US (Ehara et al.,
2008).

The low level of reimbursement begs the question as to
why Japanese hospitals and clinics would purchase so many
scanners and perform such a high volume of imaging, and
whether imaging in Japan is profitable. The answer in part is
cultural and relates to the expectation for rapid diffusion of
medical technology in the Japanese society, which is quick to
believe in its benefits even in the absence of clinical effect-
iveness data. Medical imaging in Japan is in fact not typically
profitable, yet hospitals reportedly seek high-technology

scanners so as to maintain their prestige and competitive
edge. The prestige of having an MRI scanner may attract more
patients and increase profits indirectly from margins on other
services. Furthermore, while the government reimburses im-
aging at a low rate, it does provide subsidies for purchasing
imaging equipment by major public hospitals and academic
medical centers (Ikegami and Campbell, 2005). Outside of
major academic centers, private sector imaging providers
who do not receive any government support tend to operate
with lower cost Japanese-made scanners. The cost of imaging
equipment in Japan is significantly lower than in the US,
which also helps to explain the high density of scanners.
Toshiba, Hitachi, and Shimadzu produce less expensive
models of imaging equipment for sale to Japanese providers
(Kandatsu, 2002).

A 2001 survey of scanners in Japan by the Japan Radio-
logical Society revealed that approximately 30% of MR
scanners were high-field 1.5 T scanners. A survey from 2005
showed that 53% of installed MRI scanners were 1.0 T or less.
In comparison, a 2006 IMV market research survey of the US
reported 90% of MRI scanners at 1.5T field strength or
greater. The strength of the magnetic field in MRI is measured
in Tesla units, and higher Tesla scanners are stronger scan-
ners. This increased magnetic field strength in MRI results in
higher signal-to-noise ratio (SNR) in the resulting image.
With high SNR, smaller structures and finer details are more
easily visualized, which theoretically improves diagnostic
accuracy. When comparing costs between superconducting
scanners, in 2004, a 0.3 T scanner can cost around 70 million
Yen (approximately $753 000), while a 1.5 T scanner can run
120 million Yen (approximately $1.3 million) (Hayashi et al.,
2004).

Japanese fee schedules have been adjusted over time to
reflect the increased use of MR and CT. As the volume of
imaging increases, the government decreases reimbursement
to control overall expenditures. For instance, in 2002 the
reimbursement for an MRI brain exam was decreased from
16 600 Yen ($180 in US dollars, using early 2013 exchange
rate) to 11 400 Yen ($124), an approximate 30% decrease.
Over the past decade, there has been recognition that the
higher cost of operation and the higher quality of imaging
provided by higher field strength MRI scanners and multi-
detector CT deserves higher levels of reimbursement.

Other issues that distinguish the practice of radiology in
Japan from that in the US, Canada, and England include the
prevalence of interpretation of images by nonradiologists. In
1996, the government began offering higher reimbursement for
studies interpreted by board-certified radiologists. While the
proportion of studies interpreted by radiologists has increased
since that time, only 40% of imaging examinations were inter-
preted by radiologists as of 2003 (Nakajima et al., 2008).

Of all of the countries included in this article, Japan has the
lowest density of radiologists, with 36 per one million of
population as of 2004. Japanese radiologists worked an average
of 63.3h per week in 2006. Cases read per radiologist, or
radiologist utilization, are on par with the US when accounting
for the 40% radiology interpretation rate. A 2002 survey from
the European Society of Radiologists of 14 European countries
showed that essentially all CT and MR examinations are
reported by radiologists.
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Japan's total health expenditure is on the lower end of the
spectrum when compared to the other countries analyzed in
this article. In 2003, radiology costs were estimated to be ap-
proximately 5.2% of total health care expenditures (Imai,
2006). This is closer to the radiology share of spending in the
us (4.9%), than in the UK and Canada.

Conclusion

Comparison of the four countries used in this study demon-
strates important cross-national differences in the utilization
of diagnostic imaging, both absolutely and as a percent of
total health care spending.

On the side of total spending, the US and Japan have the
highest percentage of total health expenditure utilized for
radiology, at 4.9% and 5.2%, respectively. By contrast, the UK
and Canada have the lowest percentage of total health ex-
penditure utilized for radiology, at 1.4% and 1.2%. However,
note that data for Canada do not include costs of scanner
purchase, only operational costs. One of the major differences
between these groups of countries is that the former (US and
Japan) are not single public payer systems. And although the
latter group (UK and Canada) do have a degree of private
practice running alongside the single public payer, the public
system is by far the dominant mode of health care delivery.
Publicly owned providers are fundamentally not designed to
make a profit on the delivery of care.

From the provider reimbursement standpoint, fee-for-ser-
vice versus salaried model of radiologist pay does not, with
this limited glance, account for significant differences. Canada
is a fee-for-service system, while the UK is a salaried model,
and both systems achieve a relatively low percentage of total
health expenditure utilized for radiology.

In terms of access, Japan has the most scanners per capita
but ranks second, after the US, in number of scans per capita.
Utilization of equipment numbers, however, indicates that the
UK and Canada use their equipment more intensively than the
US and Japan, which is perhaps unsurprising given the former
two countries’ lower number of scanners per capita. Access to
imaging is related to the percentage of total health expenditure
utilized for radiology.

Ultimately, it might be surmised that an ‘if you build it,
they will come’ mentality exists within health care, and that
single-payer models serve as a better mechanism to limit both
imaging access and costs. Both the UK and Canada have
government budget constraints that can tightly control num-
ber of scanners in the market. And while Canada pays the
radiologist a fee-for-service model for interpretation of the
scan, the performance of the scan is not reimbursed in this
manner. Therefore, a potential strategy for countries at-
tempting to reign in radiology expenditures is the elimination
of technical fee-for-service, while preserving current mech-
anisms of radiologist interpretation reimbursement. Simply

reducing the technical component fee may not be enough, as
Japan has shown with its reduced fee schedule. The market
response in Japan has been to utilize lower cost scanners, and
the country has continued high radiology costs as a percentage
of total health expenditure.

Further research is needed into whether technical fee-for-
service reimbursement is a causative factor for higher costs,
not just for medical imaging, but also for health care as a
whole. The removal of technical fee-for-services, not merely
the reduction of fees, in laboratory services, surgical and
clinical services, in addition to imaging services could serve as
a future direction of health care cost containment and health
care policy.

See also: Diagnostic Imaging, Economic Issues in. Health Insurance
Systems in Developed Countries, Comparisons of
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Glossary

Covariate A variable that is possibly related to the
outcome under study.

Credible interval An estimate of the range of values
possible within a specified degree of credibility, usually 95%.

Introduction

Decision-modeling is increasingly used or required by health
technology funding/reimbursement agencies as a vehicle for
economic evaluation. The process of developing and analyzing
a decision analytic model as part of a health technology as-
sessment (HTA) involves many uncertainties. Some relate to the
assumptions and judgments regarding the conceptualization
and structure of a model, others to the quality and relevance of
data used in the model. Where data are absent or inadequate to
inform model uncertainties, the decisionmaker is faced with the
options of using whatever data are available, or commissioning
and/or waiting for further research. Delaying a decision is not
without negative consequences, however, as patients may not
receive what is actually the most cost effective intervention and
population health will be negatively affected. As an alternative
to delaying decisions, eliciting expert opinion can be useful to
generate or complement the missing evidence.

Elicitation can transform the subjective and implicit
knowledge of experts into quantified and explicit data. Char-
acterizing experts’ uncertainty over the elicited values of par-
ameters further used within a decision model, and assessing
the consequential impact on decision uncertainty, is particu-
larly important in HTA. It is also useful in exposing disagree-
ments and different degrees of uncertainty among experts. By
specifying the ‘current level of expert knowledge’ as distri-
butions, these can be used to generate estimates of the value of
conducting further research to resolve these uncertainties.

There are many possible uses for elicitation in HTA (Box 1).
In general, it is relevant where otherwise less informed, implicit
or explicit assumptions have to be made. Expert knowledge

Box 1 Uses of elicitation in HTA decision-modeling

The possible uses of elicitation in HTA decision-modeling include:

Generating an appropriate set of comparators.

Identifying appropriate patient pathways and relevant events.
Describing parameters and their associated uncertainty.

Quantifying the extent of bias, or improving generalizability from one
context to another.

Characterizing structural uncertainties either through generating dif-
ferential weights for scenarios or by eliciting distributions of para-
meterized uncertainties.

e \alidating or calibrating model estimates.

Elicitation Method to obtain subjective beliefs from an
individual.

Heuristics Experience-based techniques for problem
solving, learning, and discovery such as rules of thumb.

can, therefore, help to characterize uncertainties that otherwise
might not be explored.

Techniques for eliciting uncertain quantities have received
a lot of attention in Bayesian statistics. However, it is a rela-
tively new technique in HTA and there are few examples of its
use. This article attempts to distill a large literature so as to
outline the methods available and their applicability to HTA,
using relevant examples from the field. It is not intended to be
a comprehensive summary but is instead a general guide with
further reading for those wishing to dig deeper.

The stages of an elicitation are divided into: the design of
the exercise, its conduct, methods for synthesizing data from
multiple experts, and assessments of adequacy of the exercise.

The Design Process

Decisions on what quantities to elicit and how to do it should
be determined by the intended purpose. There are a number of
issues to consider, and these can be categorized as: whose
beliefs to collect, what and how to elicit, and specificities of
elicit complex parameters such as beliefs regarding correlation.

Whose Beliefs?

There is a large literature on the selection of experts. The cri-
teria range from citations in peer reviewed articles to mem-
bership of professional societies. There is no consensus on the
best approach. It is generally agreed that an expert should be a
substantive expert in the particular area. However, the issue of
whether an expert should possess any particular elicitation
skills (e.g., previous experience of elicitation) is less clear and
will depend on the complexity of the task. Experts with stat-
istical knowledge may be required for elicitation of quantities
such as population moments or parameters of statistical dis-
tributions, though most experts can be assumed to provide
reasonable estimates of observable quantities, such as pro-
portions. In selecting experts, ideally only those without
competing interests should be chosen so as to reduce motiv-
ational bias. Once the analyst has selected the expert group,
one needs to decide how many experts to include in an
exercise. Generally, multiple experts will provide more infor-
mation than a single expert; however, there is a lack of guid-
ance regarding the appropriate number of experts.
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What to Elicit?

Although previous elicitations have often sought to elicit prob-
abilities or numbers of events, costs, quality of life weights, and
views on relative effectiveness can also be elicited. Once the
analyst has decided on the parameters to elicit, the methods of
doing so come to the fore. There are several methods available.
When eliciting, for example, a transition probability, experts can
be asked to indicate their beliefs regarding the probability itself,
the time required for x% patients to experience the event, or the
proportion of patients who would have had experienced the
event after y amount of time. In other words, conditional on
particular assumptions, evidence on each of these aspects can
inform the same parameter. In selecting an appropriate method,
there is a need to consider the compatibility of the format with
that of other evidence in the model to be used jointly with the
elicited judgments. Where multiple parameters are to be elicited,
the analyst may promote some homogeneity in the quantities
used, avoiding, for example, seeking judgments on transition
probabilities by using proportions of patients for some par-
ameters and the time required for x% patients having had ex-
perienced the event for others. It is also generally accepted that
experts should neither be asked regarding unobservable quan-
tities nor regarding moments of a distribution (except possibly,
the first moment, the mean) or coefficients for covariates.

How to Elicit?

After choosing which quantities to elicit, the expert needs to be
able to express his/her uncertainty over each. Previous appli-
cations of elicitation techniques have found that nonnumerical
expressions of uncertain quantities can be useful. However,
obtaining quantitative rather than qualitative judgments on the
level of uncertainty is required in a decision model. This is
usually done by asking experts to specify their beliefs over a
manageable number of summaries characterizing their un-
certainty surrounding the quantity of interest. Ideally, the focus
should be on eliciting summaries with which the experts are
familiar and it is generally agreed that experts do not perform
well when asked directly to provide estimates of variance. It can
also be useful to elicit quantities that are conditional on ob-
served or hypothetical data.

Experts can be asked to reveal credible intervals directly (the
range of values that an expert believes to be possible within a
specified degree of credibility, usually 95%) or other percentiles
of the distribution. Variable interval methods can be used, where
percentiles are prespecified and the expert is asked to indicate
intervals of values in accordance with their beliefs regarding the
particular parameter. Alternatively, the fixed interval method,
which is also based on percentiles, requires the analyst to specify
a set of intervals that a specific quantity X can be contained
within. The expert then gives the probability that X lies within
each interval.

A method that has been applied previously in HTA is the
histogram technique or probability grid. This is a graphical
derivation of the fixed interval method where the expert is pre-
sented with possible values (or ranges of values) of the quantity
of interest, displayed in a frequency chart on which he/she is
asked to place a given number of crosses in the intervals or ‘bins'.
Histograms are appealing to even the least technical of experts
(see Box 2 for an example of this method in practice).

Eliciting Complex Parameters

Complex parameters include joint and conditional quantities,
regression parameters, and correlation, and transitions in a
multistate model (e.g., a Markov model). Perhaps the most
common challenge arising with parameters that are inter-
dependent is that a joint distribution may need to be elicited.
The analyst can assess the model’s sensitivity to variations in
the correlation coefficient, or estimate the correlation as part
of the elicitation exercise. There are a number of methods for
eliciting correlations but no consensus regarding the most
appropriate method. The methods include descriptions of
likely strength of correlation, direct assessment, and the spe-
cification of a percentile for quantity X contingent on a spe-
cified percentile for quantity Y. However, the complexity of
eliciting probability distributions that is conditional on other
probability distributions is likely to be too cognitively difficult
for many experts. In these circumstances, it may be appro-
priate to adopt a second best approach and elicit distributions
conditional on means or best guesses. This was the approach
used by Soares et al. (2011), where experts were first asked to
record the probability (and uncertainty) of a patient’s pressure
ulcer being healed when they received treatment with
hydrocolloid dressing. For experts who believed that the ef-
fectiveness of other treatments was different from the hydro-
colloid dressing, the distribution of the relative treatment
effects was elicited by asking experts to assume that the value
they believe best represented their knowledge about the ef-
fectiveness of the comparator treatment, hydrocolloid dress-
ing, was true (reference value). The reference value was the
mode (or one of multiple modes, selected at random).

Conducting the Exercise

Explaining the Concept of Uncertainty

Eliciting measures of uncertainty can be complicated, par-
ticularly because one wants to ensure that data reflect un-
certainty in the expected value rather than its variability or
heterogeneity. This is largely a question of the format of the
exercise; however, it can also be useful to present contrasting
examples of uncertainty and variability to help the expert
understand the key distinctions. Visual aids (such as the
histogram) can be useful for the elicitation exercise and can
help to reduce the burden on experts. It is also helpful to train
them, especially when they have limited experience of elicit-
ation. Experts will often respond better to questions and give
more accurate assessments if they are familiar with the pur-
pose and methods used in the elicitation exercise. Frequent
feedback should also be given during the process and, if
possible, experts should be allowed to revise their judgments.

Understanding the Impact of Bias and the Impact of
Heuristics

It can be useful to understand how experts judge unknown
quantities, in particular, whether they use specific principles or
methods in order to make the assessment of probability
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Box 2 Application of the histogram method (Soares ef al., 2011)

The histogram method is a fixed interval method. The range of values that the quantity may take is partitioned into intervals, and for each interval, information is
collected on the probability of observing values. In an empirical application where uncertain quantities were elicited to inform a cost effectiveness model of negative
pressure wound therapy for severe pressure ulceration, 23 nurses elicited 18 uncertain quantities. All uncertain quantities elicited were probabilities, thus a
common scale was used (from zero to 100). A snapshot of the instrument used, to display the questions, is represented in Figure 1.

Section 1 - Population (1/4)

Think of UK patients with at least one debrided grade 3 or 4 pressure ulcer (greater than 5 cm?in area).
If patients have multiple grade 3 or 4 ulcers, focus on the deepest ulcer (we will refer to this as the reference ulcer).

What proportion of patients do you think would have a grade 3 reference ulcer

(rather than a grade 4 reference ulcer)?
Click here to .—v—v—v—PH—u—Fnlu-FH—t—J—.—u—u—.—.—.
answer 0 10 20 30 40 50 60 70 80 90 100

Proportion of patients (%)

Continue to next
screen

Back to exercise
menu

Figure 1 Graphic set-up of the instrument used in the elicitation exercise.

For each uncertain quantity, individual experts were asked to place 21 crosses on a grid defined to have 21 x 21 cells (Figure 2). Note that, for ease, the
possible values that the quantity could take were made discrete (i.e., 0, 5, 10, ..., 100). By placing the 21 crosses in the grid, the expert is effectively attributing a
probability mass to each of the possible values, where each cross represents 4.765% probability. The expert can either express certainty by stacking all of the
crosses in the same value (vertical column) or express the full certainty that a value is not possible by not attributing any crosses to it. By attributing one cross to
each possible value, the expert is expressing the view that any value could be possible, i.e., full uncertainty.

Think of UK patients with at least one debrided grade 3 or 4 pressure ulcer (greater
than 5 cm2 in area).

What proportion of patients do you think would have a grade 3
reference ulcer (rather than a grade 4 reference ulcer)?

crosses.

X
60 65 70 75 80 85 90 95 100%

0 5 10 15 20 25 30 35 40 45 50

Return to the
previous screen

Figure 2 Graphic set up for the data capture histogram.

Clear grid

You have inserted 18
crosses in the grid,
please insert 3 more

Please include a total
of 21 crosses

Think of UK patients with at least one debrided grade 3 or 4 pressure ulcer
(greater than 5 cm2 in area).

What proportion of patients do you think would have a grade 3
reference ulcer (rather than a grade 4 reference ulcer)?

0 5 10 15 20 25 30 3540 45 50 55 60 65 70 75 80 85 90 95 100%

Return to the
previous screen

Submit your

lear gri
Oz gitt answer

simpler. These heuristics are useful but can sometimes lead to
systematic errors. Garthwaite et al. (2005) described the fol-
lowing heuristics: judgment by representativeness, judgment
by availability, judgment by anchoring and adjustment, con-
servatism, and hindsight bias. All these issues should be
considered when eliciting probabilities, as each can bias the

assessments derived from experts, although the direction of
bias is unlikely to be known. In addition, any motivational
biases, bias from operational experience, and confirmation
biases must be considered and appropriate measures taken to
address their implications. Examples of biases in elicitation are
described in Box 3.
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Box 3 Examples of biases in elicitation

Biases in elicitation can include:

A Biases associated with experts:

—  Motivation biases: for example, when experts have an incentive (e.g.,
financial) to reach a certain conclusion.

—  Cognitive biases: these commonly involve the use of heuristics to
help reach decisions, solve problems, or form judgments quickly.
Examples are:

Conijunction fallacy: When the probability of conjunction (combined)

gvents is judged to be more likely than either of its constituents.

Availability: Where easy to recall events (like natural disasters) are

judged to have high probabilities of occurring.

Hindsight bias: The tendency to overestimate the predictability of past

gvents.

Anchoring effect: The tendency to rely on an anchor value that does

not provide any information regarding the actual value.

A Biases associated with elicitation methods:

— Structuring elicitation questions: biases may arise from how the
question is framed, for example, if relevant events have been omitted,
experts are unlikely to consider them in replying. But biases can also
occur when scales are used; for example, contraction bias occurs
when the full range of a scale has not been presented to the expert.

—  Elicitation medium (e.g., interview or email survey) or aggregation
method. Experts in group meetings (typically conducted when con-
sensus aggregation methods are applied) tend to adopt a stronger
position often resulting in overconfident statements.

Although it is not clear from the literature how most biases can be
reduced/avoided, it is good practice to provide experts with an appropriate
and comprehensive training session, which may make it clear what biases
they might exhibit. The analyst can also attempt to avoid bias in designing
the elicitation task, and avoid motivation biases in the selection of experts.

Synthesizing Multiple Elicited Beliefs

When judgments from several experts are required, it is often
desirable to obtain a unique distribution that reflects the
judgments of all of them. There are two broad methods for
achieving this: behavioral and mathematical.

Behavioral approaches focus on achieving consensus. A
group of experts is asked jointly to elicit its beliefs, as if it were
a single expert, through the implicit synthesis of opinion and
without aggregating individual opinions. In this approach,
experts are encouraged to interact in order to achieve a level of
agreement for a particular parameter. There are a number of
behavioral aggregation techniques. The Delphi technique is
probably the best known of these and it has been frequently
applied to decision-making in healthcare. It involves sequen-
tial questionnaires interspersed by feedback and has charac-
teristics that distinguish it from conventional face-to-face
group interaction, namely, anonymity, iteration with con-
trolled feedback and statistical response. The Nominal Group
Technique is another popular consensus method. Here indi-
viduals express their own beliefs to the group before updating
these on the basis of group discussion. The discussion is fa-
cilitated either by an expert on the topic or by a credible
nonexpert. The process is repeated until a single value (or
distribution) is produced.

However, there are problems with group consensus.
First, consensus may not be easily achieved, and in some cir-
cumstances, there may be no value that all experts can agree on.
Second, dominant individuals may so lead a group that they
effectively determine the view of the whole group. Perhaps most
importantly, however, is that a focus on achieving consensus
means that behavioral approaches miss the inherent uncertainty
in experts’ beliefs regarding a parameter. There is a tendency for
the group to be overconfident when reaching consensus re-
garding an unknown parameter.

Mathematical approaches to synthesizing multiple beliefs
do not attempt to generate a consensus. Rather, they focus on
combining individual beliefs to generate a single distribution
using mathematical techniques. Aggregating individual ex-
perts’ estimates into a single distribution is the preferred ap-
proach in applied studies. However, some studies have also
used individual experts’ assessments as separate scenarios for
exploration. Synthesis of data from multiple experts often
involves two steps: fitting probability distributions and com-
bining probability distributions.

Fitting Probability Distributions

Fitting probability distributions to elicited data can be
undertaken by the analyst either post elicitation or by asking
the experts to assess fitting as part of the elicitation exercise.
Parametric distributions can be fitted if an expert’s estimates
can be represented in such a way. The choice of parametric
distribution is usually governed by the nature of the elicited
quantities. If elicited priors are to be updated with sample
information, then choosing conjugate distributions is
advantageous for analytical simplicity. However, the devel-
opment of computational methods has made it possible to
choose nonconjugate distributions (i.e., distributions not
from the same statistical family). Nonparametric methods
can also be used. These do not assume that the data structure
can be specified a priori; in effect, they have an unknown
distribution.

Combining Probability Distributions

There are two main methods for combining probability dis-
tributions: weighted combination and Bayesian approaches.
Weighted combination is referred to as opinion pooling, more
specifically either linear opinion pooling or logarithmic
opinion pooling. If p(0) is the probability distribution for
unknown parameter 0, in linear pooling, experts’ probabilities
are aggregated using the simple linear combination:
p(0) = w; - pi(0), where w; represents a weight assigned to
expert i. In logarithmic opinion pooling, averaging is under-
taken using multiplicative averaging. These two methods can
differ greatly, with the logarithmic method typically producing
a narrower distribution for the parameter, implying less un-
certainty in the estimate.

An example of the use of linear pooling is described by
White et al. (2005), they have elicited expert opinion on
treatment effects and the interaction between three trials.
Experts are asked to assign a weight of belief (up to 100)
to intervals of annual event rates. Experts’ weights were
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then combined by taking the arithmetic mean of indivi-
dual assessments (linear pooling with equal weighting of
experts).

More recently, there has been a move toward using Baye-
sian models for combining probabilities. Aggregation in a
Bayesian model uses the experts’ probability assessments to
update the decisionmakers’ own prior beliefs regarding an
uncertain parameter. These methods have not yet been applied
in HTA and the need for the decisionmakers’ input is likely to
be difficult to implement in practice.

If experts have been asked to express their beliefs regarding
the value of an unknown quantity using a histogram, number
of options are available for aggregation. Linear opinion
pooling and Bayesian models can be used to aggregate para-
metric distributions, fitted to each expert’s histogram. Alter-
natively, the empirical distributions derived can be combined
to generate one overall empirical distribution.

Interdependence of Experts

Regardless of the method used to combine experts’ probability
distributions, an additional level of complexity is introduced
when the assumption that experts provide independent beliefs
is not sustainable. This is more likely if experts are chosen
from the same professional organization or base their beliefs
on shared experience or information. In this case, joint dis-
tributions should be used, incorporating the covariance matrix
for the experts’ assessments.

Assessing Adequacy

Four alternative measures have previously been described
in the literature for assessing the adequacy of an elicitation:
internal consistency, fitness for purpose, scoring rules, and
calibration.

Internal Consistency

Internal consistency is particular relevant when eliciting
probabilities. An expert’s assessment of one (or more) un-
known parameters should be consistent with the laws of
probability. Achieving coherence may, however, involve more
complex reasoning and, in the presence of such complexity,
either incoherent judgments are transformed for further use or
the exercise is constructed in order to minimize or eliminate
incoherence. Qualitative feedback can also be useful in as-
sessing internal consistency. Any discrepancies can be fed back
to the experts and appropriate adjustments to assessments can
be made.

Fitness for Purpose

Inevitably, some degree of imprecision will remain in elicited
beliefs and their fitted distributions. Sensitivity analysis can
be useful in discovering whether the ultimate results of the
analysis change if alternative (but also plausible given the
expert's knowledge) distributions are used. A commonly
used sensitivity analysis in a Bayesian framework explores

alternative prior distributions. If results do not change ap-
preciably, then the distributions can be said to represent the
experts’ knowledge and are thus fit for purpose.

Scoring Rules

For parameters that are known or subsequently become
known to analysts, comparisons can be made between elicited
distributions and those known distributions. This provides an
opportunity for assessing the ‘closeness’ of the elicited and
actual distributions. The ‘scoring rule’ then attaches a reward
(a score) to an expert using some measure of accuracy, with
those gaining higher scores being regarded as performing
better. Commonly used scoring rules are the quadratic, loga-
rithmic, and spherical methods. In the example from Chal-
oner et al. (1993), elicitation was used to inform a model
using the intermediate results of a randomized trial. On
completion of the trial, comparisons were made between eli-
cited estimates and those based on actual data. It was con-
cluded that the elicitation exercise, although producing some
thought-provoking results, did not necessarily predict trial
outcomes with much accuracy. Although not done explicitly as
part of the exercise, it would have been possible to score ex-
perts’ beliefs retrospectively, possibly with a view to com-
bining these with the experimental data.

Calibration

The most commonly used method for assessing the adequacy
of elicitation is to measure experts’ performance through
calibration. The basic premise of calibration is that a perfectly
calibrated expert should provide assessments of a quantity that
are exactly equal to the frequency of that quantity. By asking
experts to provide estimates of known parameters, their per-
formance, in terms of distance between their estimates and the
true value, can be determined. Unlike scoring rules, measures
of performance such as calibration can then be used to adjust
estimates of future unknown quantities. Alternatively, a recent
example by Shabaruddin et al. (2010), used the mean number
of relevant patients to derive a weighting for each expert. This
was then used to generate weighted means in the linear
pooling.

Discussion

Formally elicited evidence to parameterize HTA decision
models is yet to be used widely. However, it has huge poten-
tial. Compared with many other forms, elicitation also con-
stitutes a reasonably low cost source of evidence. However, the
potential biases in elicited evidence cannot be ignored, and
due to its infancy in HTA, there is little guidance to the analyst
who wishes to conduct a formal elicitation exercise.

This article has summarized the main choices that an
analyst will face when designing and conducting a formal
elicitation exercise. There are a number of issues, of which
the analyst should be particularly mindful, especially the
need to characterize appropriately the uncertainty associated
with model inputs and the fact that there are often numerous
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parameters required, not all of which can be defined using
the same quantities. This increases the need for the elicitation
task to be as straightforward as possible for the expert to
complete.

There are numerous methodological issues that need to be
resolved when applying elicitation methods to HTA decision
analysis. In choosing to use more complex methods of elicit-
ation, it is also important to note that the complexity of many
HTA decision models and the need to capture experts beliefs,
as inputs into these, creates a tension between generating
unbiased elicited beliefs and populating a decision model
with usable parameters. However, where experimental evi-
dence is sparse, controversial, and difficult to collect, as far as
emerging technologies, the need to explore the added value of
elicited evidence seems particularly pressing.

See also: Adoption of New Technologies, Using Economic
Evaluation. Economic Evaluation, Uncertainty in. Incorporating Health
Inequality Impacts into Cost-Effectiveness Analysis. Infectious
Disease Modeling. Information Analysis, Value of. Observational
Studies in Economic Evaluation. Policy Responses to Uncertainty in
Healthcare Resource Allocation Decision Processes. Problem
Structuring for Health Economic Model Development. Specification
and Implementation of Decision Analytic Model Structures for
Economic Evaluation of Health Care Technologies. Synthesizing
Clinical Evidence for Economic Evaluation. Value of Information
Methods to Prioritize Research
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Glossary
Offset effects
use of another.

When use of one service ‘offsets’ or reduces

Introduction

The typical analysis of health insurance and service use con-
siders coverage for a single aggregate commodity, ‘health care’
It is natural to extend the analysis to more than one service,
raising a number of issues in health insurance design. Fun-
damentally, two covered services can be substitutes or com-
plements. ‘Offset effects, a term common in the empirical
literature, refers to the substitute case, when use of one service
‘offsets’ or reduces use of another. The main insight regarding
optimal insurance with multiple services is straightforward:
When one service substitutes for another covered service, the
increase in demand from insurance generates an efficiency
gain from the decreased use of the other covered service. The
reason for this is that the other service is itself insured and
therefore to a degree ‘overused. The under appreciated subtlety
in this result is the role of coverage for the ‘other’ service.
Without coverage and overuse, there is no efficiency gain/loss
with a change in demand for the other service. The role of
coverage emerges in the analysis of multiple services, and has
important implications for the way ‘offset effects’ should be
measured and interpreted.

Concern about multiple services and substitutability and
complementarity in insurance design need only be concerned
with relationships with other covered services. Other services,
if these are not part of the insurance plan even if they are
health care services, are irrelevant for questions of optimal
insurance. For example, suppose coverage for a certain pre-
scription drug for pain offsets use of over-the-counter an-
algesics. Because these are not insured, there is no inefficiency
associated with their use, and any ‘offset’ in the use of over-
the-counter drugs is irrelevant for insurance design.

Coverage for the ‘other good’ plays a role in the empirical
literature studying cross effects in demand. A large literature in
health economics and health services research tests for ‘offset
effects! The most active area for current research is on the cross
effect of coverage for prescription drugs. Drug coverage is
relatively new and variable. Furthermore, effective drug treat-
ment for many, particularly chronic illnesses, might reason-
ably be expected to prevent/offset the need for other forms
of care.

A related question is insurance coverage for ‘prevention,
health care that affects the probability of illness. The argument
for coverage for preventive services is similar to the offset ar-
gument, and rests on the presence of coverage of the service
for the illness that would be prevented.

Sufficient statistic In welfare analysis, when a sufficient
statistic is available, no data are informative about a welfare
effect.

The article begins with a brief review of some of the em-
pirical literature on offset effects, and then considers the issue
from the standpoint of welfare economics and insurance
design.

Empirical Literature Cross Elasticities

Much of the empirical research on cross elasticities in health
care has focused on drugs. Ellison et al. (1997) studied
cephalosporins, a class of anti-infectives, using IMS monthly
time series data from 1985 to 1991, and found significant
elasticities between some therapeutic substitutes. More re-
cently, Ridley (2009) investigated cross-price elasticities for
antiulcer drugs and drugs to treat migraines using data for 3
million people from a large pharmacy benefit manager (PBM)
in the early 2000s. He found large effects on demand when
drugs differed in the co-payment from other drugs in
their class.

A particularly interesting case of a cross elasticity has
emerged in statins, used to treat high cholesterol. In June
2006, the second largest-selling statin, Zocor, became available
as generic simvastatin. Statin drugs had very high sales. In
2004, Zocor was the fifth largest selling drug worldwide in
terms of dollar sales, and another statin, Lipitor, was the
worldwide leader among all drugs from any class greater than
$12 billion of sales annually. In response to the availability of
generic simvastatin, managed care plans moved Lipitor to
higher (less favorable) tiers (Aitken et al., 2008 p. W157). One
PBM moved Lipitor to tier 3 in January, 2006 in anticipation
of generic simvastatin, and saw more than 40% of patients
switch from Lipitor to a lower-tier statin (Cox et al., 2007).
Among those with co-payment differences of $21 or more,
80% switched.

It is typical in this literature to measure the ‘offset effect’
by the effect on total spending not just covered or plan
spending on the ‘other service! For example, Shang and
Goldman (2007) use Medicare Current Beneficiary Survey
(MCBS) data from 1992 to 2000 to show that extra spending,
measured by plan plus consumer medical costs, on drugs use
induced by Medigap coverage, is more than offset by re-
ductions in total health care spending. Hsu et al. (2006)
compared medical spending for Medicare beneficiaries with a
cap on drug coverage to those without a cap at Kaiser Per-
manente of Northern California before Medicare Part D.
Drug spending was 28% less in the capped group but other
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categories of expenditures were higher and total spending for
all care was not significantly different between the groups,
implying a near dollar-for-dollar offset in total costs. Gaynor
et al. (2007) studied the effect of increases in co-payments
charged for drugs among private employees on total (plan
plus consumer) spending. Increases in nondrug spending,
largely in outpatient care, offset $0.35 of each dollar saved in
drug costs. An exception to the singular focus on total
spending is the paper by Chandra et al. (2010), finding that
the savings in costs due to higher co-payments for drugs were
partly offset by higher spending on hospital services among
retired state employees in California. They tracked offsets by
payer because a primary (Medicare) and secondary (em-
ployer-provided supplemental) shared in offsets unequally.
Approximately 20% of the cost savings from higher cost
sharing for physician services and drugs was ‘offset’ by higher
costs of hospitalization overall, with the offset concentrated
among those with a chronic illness. Interestingly, as the
authors point out, in the CalPERS case, this offset largely
takes the form of a negative fiscal externality from the Cal-
PERS supplemental policy (which saves from the elevated co-
payments) to Medicare (which pays most of the costs of
hospitalization).

The implicit logic in offset papers is that if total medical
costs fall due to an increase in coverage, then the change in
coverage is welfare improving (i.e., ‘pays for itself’). This article
argues that change in total medical spending, meaning the
sum of plan and patient out-of-pocket spending, is not the
right measure of the economic value (or cost) of a change in
insurance coverage due to offset effects. Rather, changes in
health plan costs alone measure the economic value of savings
due to reductions in the use of other services. Applying
methods reviewed by Chetty (2009) and Glazer and McGuire
(2012) showed that a ‘sufficient statistic’ for evaluating the
welfare effect of change in coverage for one that is good is the
change in total plan-paid costs less the change in costs trans-
ferred to/from consumers. They derived an elasticity rule for
when the offset effects of an improvement in coverage in-
creases welfare.

A simple argument shows why total costs are not the right
welfare measure of an offset effect. Suppose the plan covers just
one service, ‘health care, and an increase in coverage of health
care increases a consumer’s total expenditures on health care.
The consumer budget constraint implies that spending on some
other noncovered services has to fall. This ‘offset’ says nothing
about efficiency because coverage expansions are always exactly
‘offset’ in this trivial sense. What if the other affected spending
were on another form of health care that was minimally cov-
ered in the plan, say for 1% of costs with consumers paying
99%? Logically, token coverage cannot imply that the full
spending change as an offset should be counted.

A Model of Offsets in Health Insurance

Suppose a health plan covers services 1 and 2. Quantity of
each received by a representative individual in the plan is x;
and x, measured in dollars. Benefits to the individual are
B(x1,x), where B; >0, B;;<0, i=1,2, with subscripts indicating
partial derivatives. Letting ¢; denote the co-payment charged

for each unit of service i, then the individual demands service i
to satisfy:

Bi(x;,x)=¢ i=1,2 (1]
Let R denote the plan premium paid by the enrollee. As-
suming the plan makes zero profit, the premium is
R(c1,6) =1 =c1)x1 + (1 —c2)x2 2]
where (x1,x,) are given by eqn [1].
The individual’s total utility from the plan is thus
U(cy,c2) = B(x1,%2) —c1x1 — 2% —R(c1,¢2) [3a]
where (x;,x;) are from eqn [1] and R is from eqn [2].
Substituting for R to recognize that the individual pays for

services by a combination of the cost sharing and the
premium:

U(cl,CQ):B(xl,xz)—xl—xg [3]3}

Consider now what happens to utility (welfare) eqn [3b] if
the plan were to change the co-payment for service 2:

6U(Cl,62) 6x1 axZ
— = =(B; —1)— B, —1)—=
aCQ ( ! ) aCz + ( 2 ) aCz
6x1 axZ
=(c; — 1)+ —1)==2 4
=5+ (= 1) g 4

The second equality follows from eqn [1].

Suppose co-payment for service 2 is reduced. If
0x,/0c; >0, there is an offset effect and consumption of x,
falls with this change. What happens to welfare? Equation [4]
tells us how to value the offset. Reversing the sign of eqn [4] to
get an expression in terms of plan shares, when co-payment
for service 2 goes up (down), utility of the individual goes up
(down) if and only if eqn [5] holds:

6x1 axz
(1_(:1)6762 +(1_C2)67[;2 <0 [5}

Offset effect Own-price effect

The intuition for this result is the following: The second
term on the left-hand side of the inequality captures the
inefficiency in consumption induced by the reduction in co-
payment for service 2. With health insurance, the marginal
benefit of health care is less than the marginal cost
(Bo=c¢,<1), and the extra consumption of x, due to the
reduction in co-pay creates additional welfare loss. In the
conventional analysis of optimal health insurance, this
welfare loss is weighted against the risk spreading gain to
find the optimal co-payment, ¢,. The first term on the left-
hand side in eqn [5] is the offset effect due to the change in
consumption (in this case reduction) of x;. Just as with the
own-price effect, benefits and costs both matter in valuing
welfare of any offset effect. The 1(0x;/0c,) part is the re-
duction in total cost from the change in x; and, because
By=c;, the —¢;(0x;1/0c,) part is the loss in benefits. Thus,
the net welfare measure of offset effects is plan’s savings:
(1 — C])axl/aCQ.

Changes in (consumer’s) welfare to changes in plan costs
can now be related. From eqn [2] it is known that when co-
payment for service 2 changes, the change in the plan costs is
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given by

OR(c1,62) B 0x; 0xy
6(32 !

Equation [4] for changes in welfare, and eqn [6] for
changes in plan costs, are the same except for the presence of
x,, the cost shifting effect of a change in ¢,, a transfer ultim-
ately paid by the consumer in any case. Using eqns [4] and [6]
a rule for a welfare change, in terms of changes in plan-paid
costs, can be stated.

Rule for Welfare Effects

The welfare effect of a change in coverage is equal to minus the
change in plan costs net of the cost-shifting effect of the cov-
erage change.
Proof. From eqns [4] and [6] the result is
aU(Cl,Cz) aR(Cl,Cz)

662 - 662 = [7]

This rule for welfare effects constitutes, in Chetty’s (2009)
term, a ‘sufficient statistic’ for welfare evaluation of health
insurance changes. The measure, change in plan costs less cost
shifting, is equal to the welfare change, and thus yields an ‘if
and only if rule”: Welfare goes up if and only if plan costs less
transfers go down.

The rule brought out in this article can be used to interpret
the existing logic of the offset literature which focuses on total
costs, plan paid plus patient paid, and concludes that an im-
provement in coverage for good 2 is worthwhile if it ‘pays for
itself’ in savings on good 1. Consider a reduction in ¢, that
decreases use of covered good x; (an offset effect). Suppose the
improvement in coverage for x, ‘pays for itself in the sense
that the reduction in the total cost of x; exceeds the increase in
plan costs for x,. This rule tells us that this condition is neither
necessary nor sufficient for an increase in welfare. It is not
necessary because the cost-shifting effect of the change in ¢, is
disregarded for welfare. It is not sufficient because it is not
total costs that measure the value of the offset, but plan-paid
costs. Instead of looking for a coverage improvement to ‘pay
for itself, the following simple rule, expressed in terms of
demand elasticities for when an improvement in coverage
improves welfare via an offset effect, is proposed.

A Simple Rule for When Offsets Increase Welfare

Welfare goes up with a decrease in ¢, (improvement in cov-
erage) when the partial derivative in eqn [4] is negative, or
alternatively

(1—C1)Z—i>—(1—52)— (8]

Putting this in elasticity form and dividing through by - ¢,,
(a positive number), the criterion for a welfare improvement
with a decrease in ¢, becomes

e 1-—
_t (1-6)n 9]
€22 (1 —C1 )x1

In eqn [9], €1, is the cross and ¢,, is the own-price elasticity
with respect to ¢,. The RHS of eqn [9] is positive and equal to
the ratio of plan paid costs for service 2 to service 1. The
following rule can now be stated: For a decrease in ¢, to im-
prove welfare, the goods must be substitutes (&,,>0); and the
ratio of the absolute values of the cross to the own-price
elasticity must exceed the ratio of the plan paid costs for the
two services.

The offset rule for welfare is simple to apply. Suppose it is
known that the own-price elasticity of drugs is — 1.0 and the
cross-price elasticity for hospital services is +0.2. If the
plan paid drug costs are less than 20% of the plan-paid hos-
pital costs, an improvement in coverage for drugs improves
welfare.

Attention to plan rather than total cost can change the
tenor of the policy implications of offset effects, particularly
for drug coverage where plan shares are relatively small.
Turning to some results in significant recent offset papers il-
lustrates the quantitative importance of the plan-cost per-
spective. Comparing the change in total costs for drugs and
hospitals, Chandra et al. (2010, p. 208) found that a decrease
in coverage for drugs reduced total drug costs by $23.06 per
member per month, but increased total hospital costs by only
$7.23 - the offset amounted to only a 1:3 ratio of hospital cost
increases to drug cost savings, and in the authors’ judgment
was ‘unlikely to be enough’ to reverse the perceived value of
the co-payment increase. However, taking the plan rather than
total cost perspective it can be said that because drugs are
covered at roughly 50% and hospital cost at 100%, the offset
ratio doubles, to approximately 2 to 3. It should be noted here
that the California change studied in Chandra et al. (2010)
also involved increases to outpatient co-pays, which are ig-
nored in this illustrative example. These increases also saved
money, making the offset ratio 1:5. By ignoring this other
benefit change in this discussion, it is, in effect, assumed that it
is the drug coverage change that causes the offset.

Final Comments

In applied policy research, offset effects played an important
role in the discussion about the design of optimal health in-
surance for mental health treatment, and more recently they
do so in the case of coverage for drugs. Most public and private
plans cover drugs, but the coverage is partial in the sense that a
drug formulary typically excludes many drugs, and for those
drugs that are covered, the percent paid by the plan is much
less than for other health care services. Interestingly, the co-
payment for generic drugs is often so high that it exceeds
the acquisition cost to the health plan. The ideas in this article
about valuing offset effects have the most current direct ap-
plication to the question of coverage for drugs. If health
insurance markets worked perfectly, competition would maxi-
mize welfare of the representative consumer, implying the
efficiency issues discussed here would be taken care of in
competitive equilibrium. Health insurance markets are fraught
with sources of market failure, however, such as moral hazard,
adverse selection, imperfect competition, externalities due to
the participation of multiple insurers, as well as concerns
about equity. In many cases there can be little assurance that
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market forces alone will lead to optimal coverage, leaving a
role for calculations of the type illustrated here.

The major limitation of this rule for offsets and model
setup generally, stems from the assumption that quantity is
determined by the equality of marginal benefit to the con-
sumer/patient and patient co-payment. Although the standard
demand model is widely applied in theoretical and empirical
health care research, it is also seriously questioned as a basis
for describing the outcome of patient-provider interactions.
Effective physician agency on behalf of the patient would be
consistent with this approach, but it is acknowledged that the
marginal benefit-marginal cost equality is still a strong as-
sumption. Relatedly, health economists doubt whether con-
sumer demand should be interpreted as marginal benefit
when assessing the efficiency of changing coverage. Per-
spectives from ‘value-based insurance design’ and behavioral
economics both question the conventional welfare framework
for assessing the efficiency cost of added coverage for a service.

See also: Efficiency in Health Care, Concepts of. Evaluating
Efficiency of a Health Care System in the Developed World. Resource
Allocation Funding Formulae, Efficiency of. Value-Based Insurance
Design
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Introduction

Importance of the Theory

Why do consumers purchase health insurance? To purchase
anything, the consumer must give up something, and in the
case of health insurance, that ‘something’ is the premium
payment. Although the nature of the premium payment is
clear (to both consumers and economists), what is not clear is
the nature of the benefits that consumers receive in return. This
represents the central objective and the challenge of health
insurance theory: to describe just what it is that consumers
receive in return for the premium. If this is known, then why
consumers purchase health insurance will be known.

This is an important question because it can affect con-
sumer welfare in fundamental ways. From the perspective of
the insurance firm, if insurers knew precisely what it is that
people value in insurance, they would be able to design more
competitive insurance contracts, contracts that provide more
of what consumers want to purchase. From a public policy
perspective, policy makers would be able to design more ef-
ficient and effective government health insurance programs,
implement more equitable subsidies and taxes, and encourage
more efficient behavior with regard to the types and amount
of health care insured consumers purchase. From a larger so-
cial perspective, if it were known why consumers purchase
health insurance, politicians would better know the value of
health insurance relative to other goods and services, and
thereby better understand the importance of health insurance
programs compared to all the other programs that govern-
ment could sponsor.

Complexities of Health Insurance

Although this might seem like a relatively straightforward ex-
ercise, it is not. Insurance contracts have a number of com-
plexities that make them difficult to analyze. Here is a listing
of the most important ones. It should be noted that many of
these complexities were identified by Kenneth Arrow in his
famous 1963 paper on the characteristics of the medical care
portion of the economy that make the sector unusual.

First, there is the uncertainty with regard to illness itself:
not everyone becomes ill during the contract period and many
of the benefits that consumers derive from paying a premium
occur only if they become ill. Payoffs that are contingent ap-
pear in many types of contracts so they are not unusual, but
they always make things more complex because they require
the consumer to think about what might happen in the future.

Second, because illnesses vary, there is uncertainty with
regard to the cost of treating illness. Some illnesses require
health care expenditures that are relatively affordable to the
typical consumer, but other illnesses are catastrophically ex-
pensive. Not only do the costs of different illnesses vary, but
also the resources available to individuals if they were to

remain uninsured and had to pay for health care themselves.
That is, some consumers who become ill are rich and some are
poor. On top of that, the diseases and the procedures used to
treat them may also reduce the budget if the consumer is no
longer able to work and make income. The variation in eco-
nomic circumstances of consumers interacts with the variation
in the cost of the illness, and both conspire to make a large
portion of health care expenditures unaffordable to a sub-
stantial segment of the population. This complexity must also
be accounted for in the theory.

Third, uncertainty also occurs with regard to the effective-
ness of the health care in treating the disease. Sometimes the
health care cures the disease, and sometimes it does not. In-
deed, sometimes the health care is represented only by the
palliative care during the short period before death. Although
the variability in the effectiveness of the health care is a con-
sideration in the purchase of insurance, it is clear that modern
health care is often effective and for that reason, can be very
valuable to the consumer. Thus, the value of the health care
covered by the insurance benefit is a consideration in deter-
mining why consumers purchase insurance. This is especially
true in light of implication of the second complexity that
sometimes the health care would not be affordable and thus
accessible to the consumer without insurance.

Fourth, the contingent benefit of insurance is based on the
consumer transitioning from a state of being healthy to a state
of being ill. The change in health state clearly affects how one
values medical care - what 'healthy’ person would value
chemotherapy or a leg amputation enough to ‘consume’ it?
Sometimes, the change in health state can also affect how
consumers value the other goods and services that can be
purchased. For example, some illnesses can be in the form of a
broken bone or a minor respiratory disease, where it is clear
that one is feeling poorly on a temporary basis and the state of
illness represents largely an inconvenience. Other illnesses,
however, may have severe symptoms in terms of pain and
ability to function normally, be chronic, or threaten the lives
of the individuals suffering from them. Thus, when thinking
about the value of all the benefits of an insurance contract, the
consumer would likely need to consider how they would re-
gard the benefits of insurance if they were filtered through the
perspective of being in an ill state. In the ill state, consumers
may appreciate the various aspects of life — both the medical
care and the income to spend on entertainment, travel, and
other consumer goods - differently than in a healthy state, and
this would bear on how the benefits of insurance are perceived
and evaluated. Theorists who desire to model why people
purchase insurance would need to acknowledge this change in
perspective in order to produce a complete theory.

Fifth, health insurance contracts are not perfect. Although
we may think about illness as an exogenous event that we have
no control over, in actuality, we have a great deal of control
over whether we become ill. For example, whether we develop
heart disease is associated with a number of discretionary
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behavioral choices - whether we smoke, are overweight, ex-
ercise, eat cholesterol-laden foods, etc. Insurance contracts (so
far) do not distinguish between illnesses that are brought on
by the behavior of the insured and those that are caused by
factors beyond the control of the individual. The problem this
creates for insurance is that sometimes being insured might
alter the extent to which a consumer acts to avoid disease.
‘Moral hazard’ is the term that those in the insurance business
use to describe the changes that occur in behavior of the in-
sured and ‘ex ante moral hazard’ is the term used by econo-
mists to describe the type of behavioral change where the
probability of becoming ill increases when an individual
becomes insured.

Sixth, most health insurance contracts simply pay for the
sick consumer’s health care. As a result, the amount of the
insurance benefit when ill is not fixed in advance of becoming
ill (nor is the benefit even totally dependent on becoming ill).
Insurers often pay for more health care than the ill consumer
would pay for if they had remained uninsured. ‘Ex post moral
hazard’ is the term used to describe the type of behavioral
change where once insured persons become ill, they purchase
more health care and incur greater expenditures than they
would if they were not insured and were paying for the care
themselves.

And finally, the basic idea behind insurance is that many
people who are not ill pay into a pool in order to benefit the
few members of the pool who become ill during the period of
insurance coverage. This means that one of the fundamental
incentives for prospective purchasers of insurance is to try to
join the pool ‘after’ one becomes ill, in order to avoid paying
premiums during the years when one is not ill. This phe-
nomenon is called ‘adverse selection’ and is represented by the
tendency of those who purchase insurance to be sicker or
more prone to becoming sick, and therefore more costly to
insure, than the average person. If the insurer does not catch
this bias and charge these people higher premiums, the firm
would pay out benefits that are greater than the premiums it
takes in. Again, health insurance contracts are not perfect.

Modern health insurance plans often provide other bene-
fits — the ability to bargain down producer prices, the evalu-
ation of new technologies for effectiveness, the screening of
physicians and other providers for quality - that add to the
complexity, but those that are listed above represent the major
complexities associated with the quid pro quo of the traditional
insurance contract. In the discussion that follows, we consider
how improvements in our understanding of insurance have
coincided with increases in the benefits that are recognized to
derive from insurance. We begin, however, with the con-
ventional theory that the demand for health insurance is
simply related to the avoidance of the uncertainty associated
with illness and the loss of income that paying for one’s own
health care would entail.

Conventional Insurance Theory

The Gain from Certainty

The conventional theory of demand for ‘health insurance’
was originally borrowed from the theory of the demand for
‘insurance, which was concerned primarily with a type of

indemnity policy where the consumer possesses a certain asset
for which they desired protection from loss. For example, a
homeowner might want protection from fire. The consumer
has the choice between remaining uninsured and accepting
the chance that the asset and its value might be lost to fire, or
paying a premium for an insurance contract that would pay
the consumer a lump-sum payment equal to the value of the
asset if the asset were lost. Assuming that there is no difference
between the premium payment and the expected loss if un-
insured - that is, assuming that the insurance premium is
actuarially fair and nothing extra is included in the premium
to cover the administrative costs of the insurer - the consumer
is better-off with insurance.

The insurance decision for this type of loss was laid out in
1948 by Milton Friedman and L. J. Savage in what has come to
be regarded as the seminal article in the health economics
literature (Friedman and Savage, 1948). Figure 1 shows the
fundamental relationship that economists assume exists be-
tween utility, on the one hand, and either income or wealth,
on the other. Utility increases with income or wealth, but at a
decreasing rate. The shape of this curve, U, derives from that
intuitively appealing principle that consumers would gain
more utility from a given amount of additional income or
wealth (that is, consumers would value or appreciate it more)
if they were poor than if they were rich. For example, a con-
sumer with $20 000 in wealth gains more utility from an
additional $1000 than he would if he had started out with
$100 000 in wealth.

The gain from purchasing insurance can be demonstrated
using Figure 1. A consumer starts out with assets (or income,
but for simplicity, the discussion will use assets) of $100 000
and is faced with a 50% chance of becoming ill and in-
curring a $80 000 loss due to the need to purchase a medical
procedure. The utility function, U, indicates the utility of
$100 000 is U/($100000) and the utility of $20000 is
U($20 000). Without insurance, the expected value of the
consumer’s assets is $60 000 because he starts out at $100 000,
but loses $80 000 with a 50% probability, so the expected loss
is $40 000. Similarly, with regard to utility, without insurance,
the consumer starts out at utility of U($100 000) but falls to
U($20 000) with a 50% probability, so the expected utility is
EU($60 000) as in Figure 1. Thus, point A represents the ex-
pected position of the uninsured consumer facing a loss of
$80 000 with a 50% chance.

Assume that the insurer charges the actuarially fair pre-
mium, one that reflects only the expected payout and none of
the administrative costs or profits. The actuarially fair pre-
mium is $40 000 because that is the amount that the insurer
expects to payout for each person that is insured for this illness
(that is, $80 000 payout times the 0.5 chance of illness, for
each person who is insured). If the consumer pays such a
premium and purchases insurance, she will have $60 000 re-
gardless if healthy or ill. If the consumer stays healthy, she
would start out with $100 000 in assets, would have no health
care expenditures and receive nothing in payout from the in-
surer, but would pay a $40 000 premium, leaving $60 000 in
assets. If the consumer becomes ill, she would start out with
$100 000 in assets, would incur health care expenditures of
$80 000, would receive $80 000 from the insurer, but must
pay a $40 000 premium, again leaving $60 000 in assets. Thus,
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Figure 1  Gain from insurance under conventional theory.

regardless of whether the consumer stays healthy or becomes
ill, if she purchases this insurance, she has $60 000 in assets.
The utility of $60 000 with certainty is determined by the
utility function as U($60 000), and so with insurance, the
consumer would be at point B in Figure 1. The gain in utility
from insurance is measured by the vertical distance between
points B and A, or the difference between U($60 000) and
EU($60 000) on the vertical axis. This difference in utility is
the welfare gain from buying health insurance under the
conventional theory, and represents the sole reason for
purchasing it under this theory.

To this theory was added the complexity of loading fees
(the additional amount that the insurer includes in the pre-
mium to cover administrative costs and profits), but the basic
source of the gain remained the same. Friedman and Savage
interpreted this gain as satisfying the consumer’s preference for
certainty, as opposed to uncertainty, and many have viewed
the benefits of health insurance from this perspective. Based
on this theory and the utility gain from the certainty that
health insurance contracts provide, Arrow concluded in his
1963 article that the case for health insurance was ‘over-
whelming! This is the theory that has been used over the years
to explain why consumers purchase health insurance.

Limitations of the Theory

The theory, however, has a number of limitations. First, the
theory would only apply to those medical procedures that are
affordable. This is because there is no uncertainty if the loss
cannot occur, and this would most likely be the case if the cost
of the procedure is so high that the ill consumer cannot pay
for care. It is possible that the consumer might be able to
borrow the additional resources, but an uncollateralized loan
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for a risky procedure would be difficult to obtain and so this
option is limited at best. Saving for the procedure is also
possible, but saving when ill may be out of the question be-
cause of the ill consumer’s diminished earning capacity and
the limitations on time available. Thus, this theory does not
recognize that many procedures and health care episodes may
be too expensive to be financed privately, save for insurance.
This is an important omission because, given that about half
of all health care expenditures in the US are incurred by the
top 5% of spenders (Stanton and Rutherford, 2006) and that
those under 65 in the lowest quartile of the income distri-
bution in the US have virtually no net worth and those in the
second lowest quartile of the income distribution have net
worths that average close to their annual income (Bernard
et al., 2009), procedures that are too expensive for consumers
to afford to purchase privately make up a substantial pro-
portion of health expenditures in the US.

Second, the ‘loss’ in this theory is the income or assets lost
due to the spending on the medical care. In contrast to the
simple destruction of an asset (e.g., a house burning down),
the spending on medical care is not really a loss, but part of
quid pro quo transaction where the consumer spends income or
wealth to obtain medical care. The medical care that the
consumer obtains in return for this ‘loss’ may be very valuable,
but the value of the medical care does not appear in
the model.

Third, the model assumes that the utility that the consumer
gains from income or assets when ill is the same as the utility
when healthy. For example, it assumes that $100 000 in assets
is just as valuable when healthy and being spent on restaurant
meals, gas for the car, etc., as it would be when ill and being
spent on restaurant meals, gas for the car, and a $50 000
medical procedure that saves the consumer’s life. In fact, this
model implicitly assumes that the utility from income is
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derived ‘only’ from the nonmedical care purchases that one
can make with income, and that becoming ill does not alter at
all the utility that is derived from these purchases. And as was
noted, the utility from income that can be used to purchase
medical care when ill simply does not enter the model.

Fourth, as mentioned, the motivation for purchasing in-
surance under this model was interpreted by Friedman and
Savage to reflect the consumer’s natural preference for certain
ones over uncertain ones and that this preference for certain
losses summarized the reason why consumers purchase health
insurance. Whether consumers actually do have a preference
for certain losses over uncertain ones has been tested by
Kahneman and Tversky. In a series of experiments that led to
the formulation of prospect theory (and to a Nobel prize in
economics for Kahneman), these researchers found that con-
sumers generally prefer uncertain losses to certain ones of the
same expected magnitude, the opposite of what the con-
ventional insurance theory asserted (Kahneman and Tversky,
1979). If this preference for uncertain losses is generally true
of consumers, as the experiments appeared to show, then the
demand for health insurance cannot be attributed to a pre-
ference for certain losses.

Fifth, the payoff in this theory is in the form of a lump-sum
transfer of income to the insured. Although such a policy is
possible and actually exists for some types of insurance, such
as personal accident insurance (e.g., policies that pay $50 000
for the loss of sight in one eye), most health insurance policies
pay off by paying for care (or a portion of it after some
copayment by the insured). Moreover, spending (that is, the
loss) with and without insurance is assumed to be the same in
this simple model. As a result, this model does not allow for
moral hazard.

Moral Hazard Welfare Loss

Of all the limitations of this risk avoidance model, the one
that was seized on initially was the lack of recognition of
moral hazard - but not all moral hazard, only ex post moral
hazard. As mentioned earlier, economists distinguish between
two types of moral hazards. Ex ante moral hazard occurs when
the consumer takes less care to avoid losses if insured than if
not insured. For example, because health expenditures are
covered, a consumer might have an increased probability of
illness if insured, compared with if uninsured. Ex post moral
hazard was defined originally as the additional spending that
occurs after one becomes ill, insured versus uninsured. Re-
cently, some economists have suggested that ex post moral
hazard is represented only by the portion of the change in this
behavior that is due to a response to prices, but that was not
the original view. This distinction has come about only re-
cently, because for a long time it was thought that ex post
moral hazard was ‘only’ a response to prices.

In a 1968 comment on Arrow’s (1963) article, Pauly wrote
what was to become ‘one of the, if not ‘the, most influential
articles in the health economics literature. Pauly’s article led to
almost a ‘preoccupation” among American health economists
with the notion that the basic problem with the high health
care costs in the US was the consumption of too much care
(and, implicitly, not the high prices of health care). This

perspective, in turn, led to important policy initiatives in the
US over the next 30 or 40 years that focused on reducing the
quantity of care: The introduction of copayments into insur-
ance policies, the adoption of managed care, and the pro-
motion of consumer-driven health care (where policies with
large deductibles are paired with health savings accounts).
Indeed, some economists argued during this period that high
prices of medical care were beneficial because they choked off
demand by making coinsurance rates more effective.

Pauly’s argument recognized that health insurance policies
paid off not by paying a lump-sum amount when the con-
sumer became ill, as the Friedman and Savage model as-
sumed, but by paying for any health care that the individual
consumed. Thus, the impact of insurance on the consumer’s
behavior was essentially to reduce the price of health care, to
which the consumer responded by demanding a greater
quantity of care. Figure 2 shows the observed or Marshallian
demand for health care, D, by the individual consumer and
the quantity of health care consumed, m,, if uninsured and if
1 is the price of a unit of medical care, m. If the consumer
becomes insured under a contract where the insurer pays for a
percentage of care represented by (1-c) with ¢ representing the
coinsurance rate, then the price of care that the consumer faces
effectively drops to ¢ and the consumer purchases m; quantity
of health care. So, ex post moral hazard is represented by the
increase in consumption from m, to m;.

The problem with moral hazard according to Pauly’s
model is that the additional care is worth less than the cost of
the resources used to produce it. If the health care market is
competitive, then the market price of health care, 1, would
also represent the marginal cost of the resources used to
produce the care, that is, the value of the goods and services
that the same resources could have been produced in their
next most valuable use. The marginal cost curve represents the
cost of producing each of the units of health care, given the
assumptions of the model. The value of health care is meas-
ured by the willingness to pay for it, as shown by the height of
the demand curve at each level of m. For example, according to
the demand curve, the willingness to pay for the m, unit of
medical care is just equal to 1, the market price. If the price
were to drop to ¢ because of insurance, the additional health

$'m

Marginal
cost
my m; m
Figure 2 Welfare loss from moral hazard under the conventional
theory.
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care consumed, that is, the moral hazard, is (m; —m,). The
value of this additional care is represented by the area under
the demand curve, area aem;m,. The cost, however, is the area
under the marginal cost curve, or abm;m,. Costs exceed the
value by the area abe. This area, then, represents the welfare
loss associated with moral hazard.

Empirical and Professional Support

With the publication of Pauly’s paper, the conventional theory
of the demand for health insurance was now set. The demand
for health insurance was represented by the gain from averting
the risk of loss, but it was necessary to subtract from this gain
the welfare loss from ex post moral hazard. Pauly thought that
the loss was potentially so important that the net effect, ‘could
well be negative’ (Pauly, 1968, p. 534), implying that insur-
ance could make the consumer worse-off, especially if the
government mandated its purchase. In 1973, Martin Feldstein
empirically estimated the net gain from health insurance in
the US based on conventional theory and concluded that “the
overall analysis suggests that the current excess use of health
insurance produces a very substantial welfare loss” (Feldstein,
1973, p. 275). Feldstein argued that raising the coinsurance
rate to 67% across the board would improve welfare. This view
persisted over the remainder of the century and into the next.
In 1996, for example, Willard Manning and Susan Marquis
found that low coinsurance rate health insurance policies also
resulted in a net welfare loss based on conventional theory
and concluded that a coinsurance rate of approximately 45%,
also across the board and with no limit on out of pocket
spending, would be optimal.

During the same period, a health insurance experiment —
the most costly social experiment ever performed in the US -
was also conducted by the RAND Corporation. The RAND
Health Insurance Experiment randomly assigned some par-
ticipants to receive free care and others to care with some form
of cost sharing. As was expected, those assigned to free care
consumed more medical care - both physicians services and
hospital admissions - than those who had to pay for a portion
of the cost of their care, but more importantly, aside from
better correction of vision problems, there was no significant
improvement in health for those who received more care
(Newhouse, 1993). Thus, the influential findings of the RAND
health insurance experiment fit the Pauly’s model like a glove:
Insurance generated additional care, but the additional care
was not very valuable because it did not result in any im-
portant improvements in health.

Why Pauly’s focus on ex post moral hazard caught on
among American economists is not clear: after all, two other
sources of inefficiency in health insurance contracts - ex ante
moral hazard and adverse selection - were also broadly rec-
ognized at the time. Ex ante moral hazard would have gener-
ated a similar welfare loss from the reduction in purchase of
efficient health preservation services and the increase in the
purchase of inefficient health recovery services once ill (med-
ical care), because the prices of the recovery services were
made to be artificially low relative to the prices of the health
preservation activities. The inefficiency associated with adverse
selection (the nonpurchase of insurance by those who would

have purchased insurance were it not for the high premiums
caused by adverse selection) was also broadly recognized at
the time, but this inefficiency did not rise to the level of a
component of the basic theory. Although the confirmatory
studies by influential economists were clearly a factor, perhaps
even more important for its appeal was that it underscored the
importance of competitive prices, which was consistent
with the prejudices of economists. Moreover, its diagrammatic
argument was accessible, elegant, and easily taught.

Alternative Theory

The Gain from an Income Transfer When Il

Recently, an alternative theory has been suggested that in-
corporates all the factors that were limitations to the con-
ventional theory (Nyman, 2003). The basic notion is that
health insurance represents a quid pro quo contract where the
consumer pays an actuarially fair premium to the insurer
when healthy in order to receive a lump-sum income payment
if the insured were to become ill during the period of time
covered by the insurance contract. If the insured consumer
does not become ill, the contract holder simply relinquishes
the insurance premium. An actuarially fair health insurance
contract is therefore purchased because the utility gained from
the additional income if ill exceeds the utility lost from paying
the premium if the consumer remains healthy.

This theory is fundamentally different from the Friedman
and Savage theory because it does not incorporate a desig-
nated loss when ill as part of the insurance decision. That is,
there is no loss of assets or income from illness recognized by
the theory. As a result, there is no ‘preference for certainty’ in
this model and no ‘smoothing of income’ across the states of
the world, as some have interpreted the Friedman and Savage
approach to imply. The only loss of income that occurs in the
alternative model is the loss of the insurance premium if the
insured person remains healthy. Because the theory does not
incorporate a designated loss, the income payment when ill
can be any amount and does not need to reflect the spending
that would occur without insurance.

Advantages over Conventional Theory

This theory has a number of advantages over conventional
theory. First, the theory is not limited to explaining the
demand for insurance coverage for only that portion of
medical care that the consumer could otherwise purchase if
uninsured (the portion that would generate a loss of income
and/or wealth due to such spending), but it also explains why
consumers purchase insurance coverage for medical care
spending that would exceed the consumer’s resources. Indeed,
the access that the insurance payoff provides to that medical
care that would otherwise be unaffordable is one of the main
reasons why insurance is purchased under this alternative
theory.

Second, the value of insurance is directly linked to the
value of the medical care that the consumer can purchase as a
result of being insured and receiving an income payoff
when ill. As was mentioned, some modern medical care is
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ineffective, but much of it is very effective and can generate
large health improvements, both in terms of limiting the
negative effects of illness and expanding life expectancy.
The health improvements derived from this medical care can
be very valuable to consumers, and there is often no alter-
native (private) means for obtaining this care other than to
purchase insurance. This value, entirely missing from the
conventional model, is emphasized in the alternative model.

Third, this model recognizes that consumer preferences can
be altered when the consumer becomes ill by specifying two
utility functions for both consumer commodities and medical
care: one when healthy and another when ill. This allows for
the consumer to incorporate a different evaluation of con-
sumer goods and services in the two states. For example, is
spending on traveling or home improvements as valuable
when ill as when healthy? But, more importantly, it allows for
a different evaluation of medical care by the consumer in the
two states. For example, is spending on a new heart valve
or leg amputation as valuable when healthy as when ill?
It recognizes that illness changes preferences so that a coro-
nary bypass procedure or course in chemotherapy now be-
comes valuable, whereas it would reduce utility if purchased
when healthy. Under this theory, insurance is the mechanism
by which an increase in income occurs at precisely the same
time as the onset of illness generates a change in preferences,
making it possible to purchase the medical care services that
would not be valued or purchased, given preferences when
healthy.

Fourth, rather than trying to explain the purchase of
insurance by claiming that consumers generally exhibit a
preference for certain losses over uncertain losses of the same
expected magnitude - a claim that has been thoroughly
discredited and indeed proved to be diametrically opposed to
the preferences of most consumers by the empirical studies
underlying prospect theory - the alternative theory suggests
that preferences for certainty are not part of the demand
for health insurance at all. Uncertainty exists in life, clearly,
but insurance cannot do anything about it other than to
coordinate the uncertain occurrence of illness with an equally
uncertain payment of income.

Fifth, the conventional theory focuses on a welfare loss
from ex post moral hazard, all of which is deemed to be welfare
decreasing because it is generated by a reduction in price and
a subsequent movement along the consumer’s demand curve
with a payment of income. It is as if a hospital suddenly
announced a sale on coronary bypass procedures and add-
itional shoppers flocked to take advantage of the bargain,
whether they were ill and needed a bypass operation or not.
With the alternative theory, the price reduction is the vehicle
by which income is transferred from those who purchase in-
surance and remain healthy to those who purchase insurance
and become ill. As a result, the price reduction applies only to
those who are ill enough to need an important health
care intervention and the income transfer within the price
reduction works to shift out the demand curve of those who
are ill. It is as if a hospital suddenly announced a sale on
coronary bypass operations and those additional patients who
now flocked to the hospital are only those who suffered from
coronary artery disease and could not afford to purchase the
procedure at the existing market prices.

Welfare Implications of Moral Hazard

Actually, the moral hazard response to the price reduction
under the alternative theory requires some additional ex-
planation because it can be partly a response to the price de-
crease that is used to transfer income and partly due to the
income transfer itself. Indeed, this is one of the important
implications of the new theory: Some of the additional
spending due to insurance (moral hazard) is efficient and due
to the income transfer, and some is inefficient and due to
using the price reduction to transfer income. It is the efficient
moral hazard that represents one of the most important rea-
sons for purchasing insurance. At the same time, inefficient
moral hazard also exists, but it is not quite the same as de-
scribed by Pauly (1968). A short explanation is required.

As described earlier, conventional theory suggests that the
response to insurance can be described as a movement along
the observed or Marshallian demand curve. In Figure 2, at the
market price, 1, a certain amount of medical care, m,, is
demanded. If insurance was purchased, the price of medical
care faced by the consumer is ¢, then m; would be purchased.
Thus, conventional theory uses the Marshallian demand curve
to show the response to insurance. With insurance, however,
the price does not simply drop due to exogenous market
forces as would be consistent with the Marshallian demand,
but instead, the price reduction must ‘be purchased’ by paying
the premium for an insurance contract. Moreover, the greater
the price reduction or lower the coinsurance rate specified
in the contract, the greater the premium that must be paid.
The payment of the premium reduces the amount of income
remaining that can be used to purchase medical care after
insurance is purchased, and thus reduces the amount of care
that is purchased at the lower insurance price. (Medical care is
a 'normal good’ implying that less would be purchased if the
consumer had less income.) For example, for a family of 4
making $40 000, an 80% reduction in the price that occurred
as a result of market forces would generate a greater increase in
the quantity of medical care purchased than would an 80%
reduction in the price which the family had to pay for with a
$20 000 health insurance premium. This implies that the in-
surance demand curve is steeper than the Marshallian demand
curve used by Pauly, and that the actual moral hazard welfare
loss is smaller than would be the case if evaluated by a
movement along the Marshallian demand curve.

More importantly, however, the price reduction is the
mechanism 