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Preface

The second edition of the Blackwell Encyclopedia of Management: Managerial Economics, like the first

edition, provides a reliable, comprehensive, and valuable resource for business practitioners, students,

and researchers. The scope of the entries ranges from basic definitions such as the law of demand to

advanced topics such as estimating demand and time series forecasting models. The entries are written

clearly and concisely and often include references for those who wish to research the topics in more

detail. The entries are also cross referenced so that readers may easily find information on related

topics to obtain a thorough understanding of the concepts and their interrelationships.

The second edition of the encyclopedia also includes new references on the economics of the Internet,
network externalities, and the Microsoft antitrust case (in both the US and the European Union). These

entries help explain why the Internet was such an important development in business, why so many

Internet firms failed (see lock in), and what the Internet has done to change government policy toward

businesses.

As was the case in the first edition, this volume provides a careful exposition of the statistical and

econometric issues that arise in applied work. Many editions of managerial economics texts include

basic analysis of linear regression and statistical tests but frequently fail to mention the limitations of

those tools. Entries in this volume on simultaneous equations bias, the identification problem, and

estimating demand address these problems so that practitioners and researchers may avoid them in

their work.

Robert E. McAuliffe
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accommodation

Robert E. McAuliffe

When established firms are threatened by entry,

those firms can retaliate against the new firm by

cutting prices and increasing advertising, or the

firms can accommodate the entrant. Entry will

be accommodated when the incumbent firms

cannot maximize profits by deterring entry and

they will not react aggressively to the entrant

because it would lower their profits to do so.

The incumbent firms may have f irst mover

advantages since they can take actions before

entry which may affect the entrant’s profitability

and market position. For example, existing firms

may under or overinvest in capital equipment to

influence the entrant’s choice of its scale of op

eration, even though the existing firms cannot

prevent the entry (see Jacquemin, 1987; Tirole,

1988).

Whether or not the existing firms over or

underinvest in capital depends on how the in

vestment will affect the existing firms’ competi

tive position in the period(s) after entry has

occurred and on the expected reaction of the

entering firm if entry were to occur. For

example, investment in productive capacity or

in producing additional output to experience

lower costs from the learning curve all

make the incumbent firms tougher competitors

in the second period. If entry can be deterred,

the established firms will then overinvest in the

current period. But if the incumbents cannot

deter the entrant and the entrant is expected to

react aggressively, they should underinvest in

these activities to avoid the aggressive response

from the entrant in the next period. Advert i s

ing , however, can make incumbent firms less

likely to respond aggressively to entry since they

can enjoy higher profits from the ‘‘captive’’ con

sumers who have received advertising messages

(Schmalensee, 1983). Therefore in some cases

established firms should underinvest in adver

tising to indicate their willingness to aggressively

compete against an entrant should entry occur.
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accounting profit

Robert E. McAuliffe

Accounting profit is defined as total revenues

from output sold in a given period minus those

costs incurred during that period (including

deprec iat ion expenses). The difference be

tween the accounting definition of profits and

economic profit lies in how costs and depreci

ation are calculated (see economic prof it ).

Under generally accepted accounting practices,

all costs incurred by the firm in a given period

are expensed in that period (except expenditures

on tangible assets, which are depreciated over

several periods). This means that expenditures

on research and development, training, trade

marks, goodwill, and patents – all sources of

intangible capital – are expensed in the current

period, even though they may yield benefits well



into the future. As a result, accounting profits

will overstate economic profits whenever cur

rent period profits were generated in part by

previous investments in intangible assets be

cause there are no accounting costs applied in

the current period for those intangible assets and

those assets are not often included in calculations

of the firm’s total value. In addition, the depreci

ation expense for tangible assets allowed under

accounting rules is not the same as the eco

nomic deprec iat ion for those assets.

These problems with accounting measures of

economic profits have led some economists to

argue that there is no relationship between ac

counting profits and economic profits (Fisher

and McGowan, 1983). This strong assertion

has been challenged by several economists and

remains controversial (see Long and Ravens

craft, 1984; Martin, 1984). Salamon (1985) and

Edwards, Kay, and Mayer (1987) provide rec

ommendations regarding proper adjustments of

accounting profits and those circumstances

where they will more reliably approximate eco

nomic profits. Salamon suggests using condi

tional internal rate of return (IRR)

estimates from financial statements as a proxy

for the economic rate of return which can be

used to infer the measurement errors from

using accounting profits. He found that account

ing rates of return, while strongly correlated

with the estimated IRR, nevertheless showed

considerable variation that the IRR could not

explain. The measurement error from using ac

counting rates of return was systematically re

lated to firm size and therefore cast doubts on

cross section studies of the relationship between

concentration and profitability.
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adverse selection

Alexandra Bernasek

Adverse selection refers to a class of problems

that are created by asymmetr ic informa

tion between parties to a transaction. Adverse

selection problems arise because the characteris

tics of products sold in markets differ, and one

party (generally the seller) has valuable infor

mation about those characteristics which is not

available to the other party or parties (generally

the buyers). The classic illustration of this kind

of problem is Akerlof ’s (1970) modeling of the

used car market (see lemons market ). Ad

verse selection problems are also a consequence

of individuals having different abilities, and

there being imperfect information about

a specific individual’s abilities. In those cases one

party to a transaction has valuable information

about their ownability, but that information isnot

available to the other party or parties. Adverse

selection problems often arise in the context of

principal–agent problems (see pr inc ipal–

agent problem ). They are common in insur

ance markets, financial markets, and labor

markets.

Adverse selection has consequences for

market eff ic iency . In the presence of adverse

selection, the allocation of resources is almost

always inefficient, and under certain conditions

equil ibr ium may not exist. Rothschild and

Stiglitz (1976) establish these effects of adverse

selection in insurance markets. The adverse se

lection problem in insurance markets arises be

cause those with the highest probability of

experiencing a negative event are the ones who

want to purchase insurance, but they are the

least desirable customers from the perspective

of the insurance company because of their high

probability of becoming claimants. The insur

ance company problem is that it has difficulty

distinguishing between the different types of

individuals.

Stiglitz and Weiss (1981) examine the effects

of adverse selection in financial markets. Ad

verse selection problems arise in credit markets

2 adverse selection



because it is difficult for lenders to distinguish

between individuals who have a high probability

of default and those who have a low prob

ability. Stiglitz and Weiss find that when banks

employ screening devices such as raising interest

rates or collateral requirements, these can affect

the behavior of borrowers and the distribution of

borrowers (for example those who are willing to

borrow at high interest rates may be worse risks

on average) and can increase the riskiness of the

bank’s portfolio; thus banks may be more likely

to ration credit instead. Their results have im

plications for landlord–tenant relationships and

employer–employee relationships as well.

A classic work on how agents try to overcome

problems of adverse selection is Spence’s (1974)

work on market s ignal ing . He suggests that

the more able (higher quality) individuals will

want to signal their ability to the other parties in

the transaction. In the context of the labor

market, for example, those individuals may be

willing to incur costly education or training in

order to signal their quality to an employer. In

the context of the used car market on the other

hand, sellers of the ‘‘good’’ cars may be willing to

incur the cost of offering a warrantee with the

sale of the car.

See also asymmetric information; imperfect in
formation; principal–agent problem
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advertising

Robert E. McAuliffe

Advertising refers to expenditures in various

media (such as radio, television, newspapers,

magazines, etc.) made by firms to increase

sales. Firms may often use advertising to differ

entiate their products from competing brands.

If successful, advertising could increase the

demand for a product, reduce the price elas

t ic ity of demand, and allow the firm to charge

a higher price and earn higher profits. Advertis

ing has been the subject of some controversy in

terms of both how it affects the demand for a

firm’s product and if unregulated markets gen

erate too little or too much advertising. One

important issue is whether advertising increases

sales by changing consumer tastes (persuasion)

or by informing consumers of alternative brands.

If advertising increases sales merely by persuad

ing consumers, then society is not necessarily

better off as a result of advertising expenditures

since these outlays have arbitrarily altered tastes

in favor of the advertised product. But if adver

tising provides information, these expenditures

may enable consumers to make better choices in

the market and reduce their costs of finding

appropriate products. When advertising pro

vides information to consumers the expend

itures may increase eff ic i ency .

Optimal Advertising Levels

The profit maximizing level of advertising

occurs when the marginal revenue from

additional advertising expenditures is just equal

to the marginal cost . If advertising allows

the firm to sell one more unit, then the marginal

benefit from the sale is the firm’s profit per unit,

price minus the marginal cost of production – or

(P �MC) – and this should be equated to the

marginal cost of advertising. The additional sales

revenue a firm can expect from advertising will

depend upon the number of potential consumers

exposed to the advertisement and that advertise

ment’s effectiveness in creating a sale. The mar

ginal cost of advertising should be rising as more

advertising messages are sent to consumers since

additional advertising messages will have de

creasing effectiveness as the number of mes

sages increases (see the Dorfman–Ste iner

condit ion ).

To maximize profits from a given advertising

budget, firms should advertise in different media

until the marginal profit per dollar spent on each

of the media is equal. If a firm earns a profit of

(P �MC) per unit sold, and PTV is the price of

advertising 3



an advertising message on television, the mar

ginal profit per dollar spent on television is

(P �MC)=PTV for every additional sale

brought about by a television advertisement.

Similarly, the marginal profit per dollar

spent on newspaper advertisements will be

(P �MC)=PNEWS and the firm should advertise

until it earns the same expected net profits in

each of the media. That is:

ESTV (P �MC)=PTV

¼ ESNEWS(P �MC)=PNEWS

¼ . . .

¼ ESRADIO(P �MC)=PRADIO

where ESi represents the expected additional

units sold from advertising messages in each of

the i media, Pi is the price of an advertising

message in each of the media, and PRADIO is

the price of an advertising message on radio.

Following this principle, the firm will maximize

expected profits from its advertising budget.

Advertising intensity has often been measured

by the advertising–sales ratio, that is, total ad

vertising expenditures divided by total sales.

While the Dorfman–Steiner condition shows

that the profit maximizing level of advertising

depends on this ratio, it may not be an appropri

ate measure of advertising intensity. Consumers

do not respond to the dollar amount a company

spends on advertising, they respond to the

number of messages they see. Therefore the

appropriate measure of advertising intensity for

managers should be total advertising expend

itures deflated by an index of the cost per million

viewers in that medium. This adjusted measure

will indicate the number of people potentially

exposed to an advertising message and could be

divided by sales to measure advertising intensity

(see Ehrlich and Fisher, 1982; McAuliffe, 1987).

Does Advertising Increase or Reduce

Competition?

If advertising creates a barrier to entry (see bar

r iers to entry ), established firms could

enjoy long run economic profits (see eco

nomic prof it ). Advertising could create

brand loyalty, for example, and decrease the

price elasticity of demand. According to Coma

nor and Wilson (1974), advertising expenditures

could create a barrier to entry by increasing the

capital required for entry, creating economies

of scale , or creating brand loyalty for estab

lished brands. If a new entrant has to advertise

more to overcome brand loyalty, the entrant

could be placed at a disadvantage relative to

existing firms. Simon and Arndt (1983) pointed

out that it is incorrect to argue that advertising

(or any other single input) can create economies

of scale because the concept refers to changes in

all inputs. When costs decline as more of a single
input is employed, there are increasing returns

to that input. But Simon and Arndt found there

are dimin i sh ing returns to advertising.

Spence (1980) developed a model where adver

tising is treated as an input in the production of

sales revenue for the firm and suggested that

advertising could combine with other factors of

production to create economies of scale advan

tages for established firms. He showed that es

tablished firms could use these economies of

scale to their advantage to deter entry.

Since established firms are already in the

market, Cubbin (1981) argued they could

have f irst mover advantages . Incumbent

firms could use this strategic advantage by in

creasing their advertising so that potential en

trants would have to advertise more as well. But

as Schmalensee (1983) and Fudenberg and Tir

ole (1984) have indicated, advertising to prevent

entry, much like l imit pr ic ing , is a reversible

decision. The threat to increase advertising or

output may not be the profit maximizing choice

once entry has occurred, since established firms

may earn higher profits if they accommodate the

entrant. In such a case, the threat of higher

advertising or higher output is not a credible

strategy (see cred ible strateg ies ). When

Schmalensee examined the post entry equilib

rium, he found that established firms always

advertised less when threatened by entry. This

unusual result occurs if the established firm has

become a ‘‘fat cat,’’ to use Fudenberg and Tir

ole’s terminology. When advertising creates

goodwill it will have two effects on potential

entry. First, advertising by the incumbent will

reduce the market share that remains free to the

potential entrant and this reduces the incentive

to enter the industry. But as this goodwill

4 advertising



increases, the established firm becomes fat and

lazy. Since the established firm has a loyal cus

tomer base from its past advertising, it is less

inclined to react aggressively to a new entrant

and will not increase its advertising expenditures

or reduce prices. When the latter effect is

stronger, the established firm must underinvest
in advertising to signal to potential entrants that

it will aggressively cut prices and increase adver

tising if entry were to occur. What is important

from this literature is that even if established

firms have the ability to prevent entry, that

does not mean that it is in their best interests to

do so. Profits may be higher if the rate of entry is

reduced (see accommodat ion ; cred ible

strateg ies ; s ignal ing ).

Nelson (1974) suggested that the elasticity of

demand for a product depended on the number

of known alternative brands. Since advertising

provides information about the existence of

competing products, he argued that advertising

could increase the elasticity of demand and make

entry into an industry less difficult. Further

more, Nelson argued that the information con

tent of advertising and the best media to choose

would differ depending upon whether the prod

uct was a search good or an experience good (see
search goods ; exper ience goods ). Since

consumers can easily determine the characteris

tics of search goods by inspection, advertising

for search goods will tend to be informative and

concentrated in more informative media such as

newspapers and magazines. But consumers must

actually use experience goods to determine their

quality, so informational advertising will not be

as helpful. Therefore advertising for experience

goods relies more on product imagery and seller

reputation while being concentrated in more

experiential media such as television. Further

more, Nelson showed that even if advertising for

experience goods was not informative, the very

fact that the product was advertised conveyed

information to consumers about the product’s

quality. Nelson suggested that only high quality

producers would have the incentive to advertise

heavily and this served as a signal of quality to

consumers of the good.

Ehrlich and Fisher (1982) agreed that adver

tising provided information and that it reduced

the costs to consumers of finding those products

which best fulfilled their needs. They also dis

tinguished between media advertising expend

itures and other promotional efforts. Since

advertising provides information, both firms

and consumers can produce the information,

though at different costs. The full price of a

product to the consumer is the price paid plus

information costs, which Ehrlich and Fisher

assert are primarily the consumer’s time search

ing for the appropriate product. Firms can

reduce these costs through media advertising

expenditures or through other promotional

efforts such as trade shows, customer services,

and other selling efforts. They predicted adver

tising and selling efforts would be greater the

higher are consumer wages and the larger the

market for the brand. Higher wages imply

higher time costs to consumers from search

while a larger market implies a lower cost to

the manufacturer of providing information

through advertising. Furthermore, media adver

tising should be less for producer goods since

these buyers are very knowledgeable and identi

fiable relative to buyers of consumer goods.

Therefore they predicted that trade shows and

other direct selling methods would be more pro

ductive for these products. The empirical results

using US data from 1946 to 1969 support

their hypotheses: advertising and promotional

efforts are positively related to wage rates in

the economy and advertising–sales ratios are

negatively related to the price elasticity of

demand. Ehrlich and Fisher also found that ad

vertising expenditures did not have long lived

effects and were completely depreciated within

one year, a finding that is also consistent with

McAuliffe (1987).

McAuliffe (1987) tested the hypothesis that

advertising reduced competition and increased

firm profitability. If advertising causes higher

profits, then current advertising levels should

have significantly positive effects on future

profits. Out of 27 firms for which there were

data from 1955 to 1983, advertising had signifi

cant, consistently positive effects on future

profits for only three firms. While there was

strong correlation between current advertising

and current profits for the firms in the sample,

the effects of advertising did not last beyond a

year.
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There is an important difference between

advertising expenditures and other capital ex

penditures from the entrant’s perspective, how

ever. If the attempt to enter the industry does

not succeed, the entrant can recover some of its

original investment costs by selling its plant and

equipment. But advertising costs cannot be re

covered and thus represent a sunk cost to the

entering firm (see sunk costs ). When entry

requires significant levels of advertising, it is

more risky, the costs of failing are that much

higher, and this could deter entrants (see Kes

sides, 1986; Sutton, 1991). In his study, Sutton

suggested that advertising and research and de

velopment represent endogenous sunk costs be

cause firms can vary the amounts of these

expenditures, while the sunk costs of investment

in plant and equipment is dictated by technol

ogy. This means that in some industries firms

may engage in ever escalating expenditures in

these areas as they compete to gain advantage.
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antitrust policy (US)

Gilbert Becker

The last half of the nineteenth century intro

duced a period of rapid industrial growth in the

US. According to Brock (see Adams and Brock,

2001) and others, Congress, which a century

earlier had been focused on gaining independ

ence from growing British political power over

the US colonies, now became concerned with

the amassing of economic power in the hands

of a few. It chose not to nationalize these de

veloping oligopolies (see oligopoly ), and in

only a few instances turned to regulatory com

missions (see natural monopoly ), which

tend to replace basic market functions such as

pricing and entry decisions with their own

process. Instead, Congress opted to design a set

of antitrust laws which could promote the dual

overriding goals of (1) retaining and supporting

cap ital i sm and its economic freedoms, while

(2) controlling monopoly and fostering a more

competitive environment. The antitrust ap

proach enabled the continuance of a central

tenet of capitalism, that of privately held eco

nomic power, while at the same time helped to

disperse that power among many. Thus, anti

trust policy was an effort to ‘‘substitute the

decentralized decision making system of the

competitive market for central planning,

whether by the state or, alternatively, by private

monopolists, oligopolists, or cartels’’ (Adams

and Brock, 2001: 366).

Antitrust policy in the US and European

Union (EU) is based on several statutes which

identify various forms of business behavior that

may be anticompetitive and therefore illegal.

Managers should be aware that these business

practices include price fixing, mergers, preda

tory pr ic ing , pr ice d i scr iminat ion ,

ty ing , attempting to create a monopoly ,

developing and maintaining cartels , and

other conduct. The three main antitrust statutes

in the US are the 1890 Sherman Act , the

1914 Clayton Act , and the 1914 Federal

Trade Commiss ion Act . There are coun

terparts concerning competition policy in the

EU which are found in Articles 85 and 86 of

the 1957 Treaty of Rome (see EU compet i

t ion pol icy , 2004). The laws of these

two regions share certain broad conceptual

6 antitrust policy (US)



foundations yet retain differences in their appli

cation, enforcement, and to a certain extent their

underlying objectives. Each of these laws has

several sections that are written in language

which is open to interpretation. As a result, the

implementation of policy is dependent (in part)

on the philosophies of the members of the gov

ernmental agencies and judiciary who are em

powered, at any given point in time, to enforce

the law.

Debate in the US has continued for decades as

to the original intent of the framers of the Sher

man and Clayton Acts. Bork (1966) believes that

Senator Sherman was concerned with the reduc

tion of output and deadweight loss ineffi

ciency resulting from monopoly. Martin (1994)

and others believe that their original intent was

also to protect consumers from unfair prices

yielding excess economic profits (see eco

nomic prof it ) and in some instances to pro

tect small businesses from unfair practices

of their larger rivals. Still others, including

Katzman (1984), argue that the original intent,

in part, grew out of the concern that economic

power, from both large absolute size and large

relative size of firms, may translate into political

power, to the detriment of democracy and the

country’s social structure. The interpretation of

these statutes and the rigor with which they are

enforced have varied over time and likely will

continue to do so. In a historical analysis of the

first century of antitrust in the US, Schwartz

(1990) details cycles of approximately 25 years

between peak periods of aggressive antitrust en

forcement.

There is also controversy concerning the

economic theory supporting these statutes

(see structure conduct performance

paradigm ). Kovaleff (1990) has compiled the

works of numerous current antitrust scholars

who provide an array of studies on the merits

of US antitrust law at the conclusion of its first

century. Much of this work continues to focus

on the perceived trade off between abuses of

economic power and the benefits of economic

eff ic i ency resulting from large firm size. In

addition, new economic concepts such as net

work externalit i e s have recently brought

into question the application of century old anti

trust laws to modern industrial markets (see
Mi crosoft ant itrust case ).

See also antitrust remedies (US); merger guide
lines, 1992–7; Microsoft antitrust case: remedies
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antitrust remedies (US)

Gilbert Becker

There are numerous methods by which the US

antitrust laws allow for remedial action or penal

ties to be levied subsequent to a finding that the

law has been violated. Sherman Act viola

tions are criminal felonies. Thus, where the law

is clear and the intent to violate it can be inferred

by the existence of certain conduct (e.g., price

fixing), criminal penalties may be imposed.

These include corporate fines of up to $100

million, individual fines of up to $10 million,

and prison sentences for individuals of up to

three years. A recent example is that of the

former Chairman of Sotheby’s who, in 2002,

was sentenced to one year in prison and a fine

of $7.5 million for his guilt in a price fixing

conspiracy (see Markon, 2002).

Where the law is less clear, civil action cases

may be brought wherein remedial action without

penalties may result. This is the case for most

Sherman Act and all Clayton Act and Fed

eral Trade Commiss ion Act violations.

These remedial actions include equitable relief,

which can be achieved through the restraint of

antitrust remedies (US) 7



anticompetitive conduct or the cancellation of

contracts or even the divestiture of certain assets.

Remedy may also arise from a consent decree in

which a corporation admits no guilt but agrees to

relief which is acceptable to the government and

sanctioned by the courts. With respect to the

Federal Trade Commission Act, the Commis

sion holds additional remedial powers including

the ability to issue cease and desist orders to

violators of Section 5 of the Act.

As Howard (1983) points out, defendants in

antitrust cases brought by the government may

choose to plead nolo contendere, not contending

the charge(s) brought against them. This strat

egy, which does not require admission of any

wrongdoing, results in no prima facie evidence

being established against the firm. Here, the

court may administer whatever remedy it sees

as being necessary and appropriate. One possible

benefit to the firm from such a plea, along with

avoiding lengthy and costly court proceedings,

concerns additional private antitrust suits which

may be brought against the firm by injured

parties. As a result of the plea, injured parties

seeking damages would have to develop their

own evidence establishing that a violation of

the law had in fact occurred. The cost of the

case development may deter some injured

parties from initiating action.

In monopolization cases, a basic decision con

cerning remedies is whether the relief should be

structural or behavioral in nature. Structural

relief follows the economic theory that market

structure often generates certain forms of

conduct and may ultimately result in undesirable

market performance . It calls for some

form of breaking up of the monopolist in an

effort to return the market to a more competitive

state (see structure conduct perform

ance parad igm ). This may include the dis

solution of a company into several smaller rivals,

as was the case in US v. Standard Oil Company of
New Jersey in 1914, or the divestiture of some

assets and the creation of separate firms, as was

the result of the court approved settlement be

tween the government and the AT&T Corpor

ation in 1982.

A less harsh behavioral approach would focus

on the firm’s conduct and prevent the firm from

taking certain anticompetitive actions. This ap

proach may also be used in conjunction with

structural relief (see Mi crosoft ant itrust

case : remedies ).

Antitrust law also allows for relief to be

reached by private lawsuits for monetary dam

ages. Section 4 of the Sherman Act allows in

jured parties to recover sums which are three

times the amount of the monetary damages in

curred. In addition, the antitrust violator must

compensate the injured party for all reasonable

attorney’s fees and other legal expenses resulting

from the lawsuit.

The vast majority of antitrust cases filed in

court are private suits, perhaps in large part

because of these treble damage awards. The

benefits and potential abuses of the treble dam

ages system, and the incentives of the antitrust

law penalty system in general, have come under

heightened scrutiny by Breit and Elzinga (1986),

Werden and Simon (1987), Grippando (1989),

and others. Moreover, the business strategies of

several firms today (especially those with rapidly

changing technology) have enlivened the debate

surrounding antitrust policy in the US and other

nations. Boudreaux and Folsom (1999) argue

that antitrust action inevitably harms consumers

in markets with rapid technological develop

ment, in part by dampening entrepreneurial cre

ativity (see Schumpeter, 1950), but also because

the specialized knowledge necessary for entre

preneurial decision making today leaves anti

trust enforcers incapable of judging business

decisions in such a way as to improve on

market generated outcomes. Flynn (2001) dis

agrees, finding that the anticompetitive behavior

of Microsoft holds ‘‘intriguing parallels’’ to

those of Standard Oil 90 years earlier, and as

such he sees the Sherman Act equally applicable

today.

Finally, the traditional antitrust remedies

have come under attack due to the recent devel

opment of economic concepts such as net

work externalit i e s . As both the antitrust

laws and the success of these industries are im

portant to the economy, the evolution toward

any new public policy outcome is likely to be

gradual.

See also antitrust policy (US); EU competition
policy, 2004; Microsoft antitrust case
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arbitrage

Robert E. McAuliffe

Arbitrage is the process of buying goods or assets

in one market where the price is lower and

selling them in markets where the price is higher

for riskless profits. To successfully practice

pr ice d i scr iminat ion firms must prevent

arbitrage from occurring between the markets in

which they sell the product at different prices.

The act of arbitrage will tend to equalize prices

between the two markets as demand is increased

in the market where the price is lower, causing

its price to rise, and supply is increased in the

market where the price is higher, causing its

price to fall. This process may profitably con

tinue until the difference in price between the

two markets is equal to the transportation costs

of moving the good from one market to the

other.

Since arbitrage occurs frequently and easily in

financial markets, modern finance theory relies

on arbitrage arguments to understand asset

pricing (see Varian, 1987).
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arc elasticity

Gilbert Becker

Arc elasticity is the measure of elast ic ity to

be used when the effect of a large change in a

variable (e.g., price) is examined. Price elasticity

of demand, ep, defined as the percentage change

in quantity demanded for a given percentage

change in price, can be calculated as

ep ¼
(Q2 � Q1)

(P2 � P1)
� P

Q

where the subscripts indicate initial (1) and final

(2) values for price (P) and quantity (Q). When

large price changes are used, the value of the

second term (P/Q), and thus of ep, may vary

sharply depending on whether the initial or

final price and quantity values are used. Arc

elasticity solves this problem by using the aver

age price and quantity over the ranges in ques

tion. This gives an approximation of the

consumer responsiveness for the entire range.

As business pricing strategies typically involve

discrete changes (for example, a 10 percent off

sale), arc elasticity is often the appropriate meas

ure for management to examine.

See also elasticity
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asset specificity

Robert E. McAuliffe

An asset is specific if it has high value only when

used in certain applications and does not have

much value in alternative uses. Asset specificity

is also an attribute of a given transaction and

since it represents a greater risk to one party in

the transaction, the costs of that transaction will

be higher. This can create problems in contract

ing between firms in cases where, say, a supplier

might have to make investments that are specific

to its customer. The problem is that such an

investment leaves the supplier vulnerable to the

whims of its customer and the customer could

put the supplier at a disadvantage – what the

transaction cost literature refers to as the ‘‘hold

up problem’’ (Milgrom and Roberts, 1992; see
transact ions costs ). Both parties have an

interest in resolving this problem, and economic

incentives suggest that they will in those cases

where transactions costs are not too high. But it

is possible that the supplier might avoid making

the necessary investments in specific assets if the

uncertainty is too great, and asset specificity is

one element that raises transactions costs. All

else equal, a transaction will be more easily

undertaken when both parties have little to

risk. To limit its risk, a supplier might require

complex, long term contracts with its buyer

to safeguard its investments in specific assets

(see Joskow, 1987), or the two firms may inte

grate vertically to internalize these transactions

costs and avoid the hold up problem. In fact,

Williamson (1986) has argued that asset specifi

city provides the major motivation for vert i

cal integrat ion .

Williamson identifies four different kinds of

asset specificity which affect the decision to or

ganize activities within the firm versus through

the market.

1 Site specificity: when an asset such as a plant

must be located at a particular site to meet

the requirements of the buyer. This can arise

when, for example, railroads provide service

to deliver coal to an electric utility. The track

investment is not valuable for any other cus

tomers other than the utility.

2 Physical asset specificity: if the rail cars

needed to transport the coal to the utility

are unique and have little value outside of

that purpose, then the railroad’s investment

in these cars would represent a specific phys

ical asset.

3 Human asset specificity: when people ac

quire skills specific to their work at the firm

or in particular teams, their skills may not be

as valuable in any other firms or with other

teams. In these cases, an employment ar

rangement rather than a market arrangement

would be the expected form of organization

because workers are less likely to invest in

acquiring skills that are valuable (specific) to

only one firm.

4 Dedicated assets: if a producer must expand

capacity to meet the needs of a buyer, that

producer now bears more risk and may re

quire contractual assurances from the buyer.

These transactions costs affect the optimal

size of the firm, the minimum eff ic ient

scale . As Coase (1937) suggested, there are

costs to using the market just as there are costs

to organizing activities internally within the

firm. Decisions made within the firm are made

by hierarchy and can be less costly than

relying on the market. The boundary of the

firm is determined at the point where it is less

costly to use the market to obtain goods and

services than to produce them within the firm.

As Williamson (1986) notes, this is essentially a

make or buy decision for the firm (see make or

buy dec i s ions ). Transactions costs are higher

from using the market when contracts are diffi

cult to write that will prevent one party from

taking advantage of the other or when contracts

are incomplete. Awell known example discussed

by Klein, Crawford, and Alchian (1978) is the

arrangement between GM and the Fisher Body

plant. Fisher was unwilling to make the invest

ments in specific assets required by GM because

the plant would be of little use to any company

other than GM. Ultimately, GM integrated

backward and purchased Fisher Body.
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asymmetric information

Robert E. McAuliffe

Asymmetric information exists when one party

in the market or transaction has more or better

information than the other party. Furthermore,

the party with less information cannot rely on

the other for the necessary information and

cannot easily acquire it. For example, Akerlof

(1970) noted that sellers of used cars have more

information about the quality of the used car

than buyers. This asymmetry can place the

party with less information at a disadvantage

and can interfere with market exchange to the

point where market transactions break down.

Akerlof showed that if buyers in the used car

market considered all cars to be ‘‘average’’ in

quality, no sellers of above average quality cars

would want to sell. This would reduce the

average quality of the cars remaining in the

market until only the worst cars (lemons)

were traded (see adverse select ion ; im

perfect informat ion ;lemons market ).

There is a tendency in these markets for qual

ity levels to fall if consumers cannot discrimin

ate between high quality and low quality

products. The problem of asymmetric infor

mation also arises in employment decisions,

insurance markets, and credit markets where

the person who is applying for a job, insurance,

or credit knows more about his or her abilities,

health, or risk than the employer, insurer, or

creditor. Firms have incentives to acquire

more information in these situations while job

applicants and consumers have incentives to

provide more information, perhaps through

s ignal ing .

High quality producers have incentives for

signaling in these markets to convince consumers

that their products are better than average.Guar

antees or warranties can be provided to assure

consumers that a product will perform above the

average. Firms also have incentives to invest in

their reputation and in brand names to indicate

that the product is a high quality product. The

product’s price itself may convey information

about quality in the appropriate circumstances.

For example, Milgrom and Roberts (1986) found

that both price and advert i s ing could provide

signals to consumers for new exper ience

goods that are frequently purchased. High

quality firms have incentives to set a low price

because theywill benefit more from future repeat

purchases than low quality producers. However,

Bagwell and Riordan (1991) suggest that for a

new durable product the initial price should be

high to signal that it is a high quality product to

uninformed consumers. As sales occur and more

of the market becomes informed that this is a

high quality product, the firm should decrease

price to maximize profits.
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auctions

Brett Katzman

Auctions are institutions used to sell products or

award contracts (such as government procure

ment). They are commonly employed when

there is no established market for the good and

thus no existing price. A single seller of the

auctions 11



product to be auctioned has some degree of

market power as a monopolist or as the

buyer of services as a monopsonist (see monop

oly ; monopsony ). However, at sites such as

eBay, this market power is often diluted by a

multiplicity of sellers.

There are four primary types of auctions. Per

haps the best known is the English (or oral

ascending) auction where buyers compete by

signaling (usually done with oral outcries) in

creasingly higher bids until no further bids are

offered. The winner is the buyer who placed the

last bid. The Dutch auction is the reverse of

the English auction where the auctioneer calls

out a very high bid to begin the process and

then lowers the bid price until one buyer accepts

the price. Dutch auctions tend to transpire faster

than other auction formats and are thus used to

sell perishable products such as plants and food.

First price auctions consist of collecting sealed

bids from participants and awarding the buyer

(or supplier) submitting the highest (lowest) bid

the good (government contract). In second

price auctions buyers also submit sealed bids.

But, while the highest bid wins the auction, the

winner buyer only pays the second highest bid.

eBay has recently begun using a computer mech

anism that mimics the second price auction.

See also multi unit auctions
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autocorrelation

Robert E. McAuliffe

When estimating a l inear regress ion with

t ime ser ies data the error terms (the re

siduals in regression analysis) are assumed to be

random. A random error is one that, on average,

is not related to any preceding errors. When

autocorrelation exists, the error term in one

period is related to the error terms in previous

periods. Such a relation will bias the estimated

standard errors of the coefficients in the regres

sion because the expected value of the error

term this period and the error term last period

will not be zero. That is,

E(et,et 1) 6¼ 0

where et is the error term for period t, and et 1 is

the error term one period ago.

Autocorrelation can be positive, in which case

the error term this period is likely to be above

average (zero) if the error term last period was

above average (zero). When autocorrelation is

negative, the error term this period is likely to

be below average (zero) if the error term last

period was above average (zero). First order

autocorrelation means that the error term this

period is related, on average, to the error term

one period ago. Evidence of first order autocor

relation is provided by the Durb in–Watson

Stat i st ic . An error term with first order

autocorrelation is represented as

et ¼ ret 1 þ ut

where et is the error term for period t, r is the

autocorrelation coefficient (which may be posi

tive or negative but must be less than one in

absolute value), and ut is a random error.

Second order autocorrelation occurs when the

error this period is related to the error last period

and the period before that. Higher orders of

autocorrelation are also possible.

When the residuals from the regression are

autocorrelated, it means that there are persistent

errors in explaining the dependent variable with

the fitted regression equation. As a result, auto

correlation may indicate that the regression is

misspecified and that a significant explanatory

variable is missing from the regression equa

tion. Procedures such as the Cochrane–Orcutt

method can correct autocorrelation in the re

gression equation but this should be regarded

as a second best solution if additional explana

tory variables have not been considered.

See also time series forecasting models
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average total cost

Robert E. McAuliffe

This measures the total economic costs of pro

duction per unit produced in the short run and is

also referred to as short run average cost. Aver

age total costs include the opportunity cost of

capital employed (that is, the normal, risk

adjusted rate of return on capital), so a firm

operating on its average total cost curve is

earning zero economic prof it (see oppor

tunity costs ). Since economic profits are the

signal for entry and ex it from the industry,

the average total cost curve represents a bench

mark curve in the short run for predicting

whether entry or exit will occur (see long run

cost curves ; short run cost curves ).

Average total costs in the short run consist of

average fixed costs and average variable costs.

Fi xed costs are those costs of production

which do not vary with the level of output and

are fixed in the short run . Therefore average

fixed costs (fixed costs per unit produced) de

crease as the quantity produced increases. Vari

able costs are those costs which vary with the

level of output produced such as labor, material

inputs, etc. Average variable costs are the vari

able costs per unit produced and will decrease

initially but will eventually increase because of

dimin i sh ing returns to the variable inputs.

Thus the ‘‘typical’’ average total cost curve is U

shaped, representing decreasing per unit costs

initially as more units are produced, but reach

ing a minimum and then rising as output rises

per period.

See also average variable costs; economic profit;
fixed costs; short run cost curves
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average variable costs

Robert E. McAuliffe

Variable costs are those costs which vary with

the level of output produced by the firm in the

short run and average variable costs are

total variable costs per unit produced. If the

firm did not produce output in a given period,

these costs would not be incurred. The variable

costs of production will be affected by the

per unit cost of each variable input in production

(for example, hourly wage rates for workers),

the productivity of the inputs in production,

and the production technology available to the

firm.

The average variable cost curve is important

for short run decisions when the price received

for producing output is so low that the firm may

choose not to produce. A firm should shut down

its operations when, in the short run, it cannot

earn revenues sufficient to pay its average vari

able costs. The firm has no choice regarding its

f ixed costs in the short run since these costs

must be paid whether or not the firm shuts

down. Therefore, fixed costs should have no
effect on the firm’s short run decisions. How

ever, the firm does not have to pay the variable

costs of production in the short run, so if oper

ating the plant costs more than the revenues

earned, the firm should shut down and simply

pay its fixed costs. For a perfectly competitive

firm, the shutdown point occurs where mar

ginal cost equals average variable cost (that

is, when average variable cost is at a minimum).

At any price below this point, revenues earned

from operations will fail to cover the costs of

operations. The firm will have greater losses if

it operates and should shut down.

average variable costs 13
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backward integration

Robert E. McAuliffe

A firm which buys one of its suppliers or

chooses to produce inputs for itself has inte

grated backwards in the production process.

Such a decision may be motivated by concerns

that supplies might be interrupted or because of

asset spec if ic ity problems that prevent

successful contractual negotiations with existing

independent suppliers. Firms may also choose

to integrate backwards for strategic benefits

such as improving product quality or lowering

costs. Backward integration gives the acquiring

firm more control over its input supplies but it

also requires more careful attention from man

agement and coordination with the upstream

firm. The upstream firm frequently wants to

obtain input supplies at a lower cost, but if the

market for these inputs is competitive, the

firm’s profits will not be maximized by arbi

trarily lowering the price of inputs (see Keat

and Young, 2002; Porter, 1980; Shughart,

Chappell, and Cottle, 1994).

See also opportunity costs; vertical integration
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bankruptcy

John Edmunds and Roberto Bonifaz

A firm or individual which is unable to meet its

financial obligations passes into a status called

bankruptcy after a court of law issues an order

declaring it bankrupt. Bankruptcy may be vol

untary, if the firm or individual petitions the

court to be placed into bankruptcy status. Or it

may be involuntary, if creditors of the firm or

individual petition the court to declare the entity

bankrupt and place it under the stewardship of a

trustee. An entity might seek voluntary bank

ruptcy to gain time to work out a plan to meet its

obligations. Creditors might seek to have an

entity declared bankrupt to protect its remaining

assets from being squandered, dissipated, or

stolen; they might also try to force an entity

into bankruptcy because the court and the

trustee will pay the claims on the bankrupt in

order of priority, not according to the whims or

preferences of the entity.

Firms may go bankrupt because of illiquidity,

or because of insolvency. A firm suffers from

illiquidity if, for example, its only asset is a

parcel of land worth $100, and its only liability

is a debt of $20 payable immediately. The firm is

solvent because its asset is worth more than its

liability; but it is bankrupt because it does not

have the cash to pay the debt that is due. That

firm would probably seek bankruptcy voluntar

ily, to keep the debtholder from getting the

parcel of land, to the detriment of the stockhold

ers. Another firm would be liquid but insolvent

if its only asset were $50 in cash and it had debts

of $100. That firm might be pushed into bank

ruptcy by its creditors, so that the creditors

would share the $50 in order of priority, and



not in the order that the management might

choose if it were allowed to continue managing

the firm.

The bankruptcy courts have some latitude in

settling claims against the bankrupt enterprise.

The current practice is to promulgate a settle

ment that gives every class of claimant some

thing, with only relative priority to the senior

claims. Prior to 1978 in the US, the ‘‘absolute

priority’’ rule was in effect; that rule gave the

senior creditors 100 percent of their principal

and interest before giving anything to junior

creditors. In recent years the bankruptcy courts

have made settlements that give some payment

or future claims to every class of creditors, in

cluding stockholders.
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barriers to entry

Robert E. McAuliffe

Barriers to entry describe the disadvantages of

potential entrants relative to established firms in

an industry. Barriers to entry play an important

role in determining the structure of an industry,

such as the number of firms and the size distri

bution of firms (see market structure ).

There is some controversy regarding the proper

definition and consequences of barriers to entry,

however. For the purposes of evaluating the

likelihood of entry into any specific industry

and the basic structure of an industry, these

controversies are less significant. As will be

clear below, the differences are more important

in the areas of social welfare and public policy.

Sources of Barriers to Entry

As initially described by Joe Bain (1956), barriers

to entry allow established firms to raise prices

and earn long run economic prof it without

causing new firms to enter the industry. In per

fectly competitive markets, short run economic

profits attract entry which in the long run causes

prices and profits to fall to normal, risk adjusted,

competitive levels (see entry ; perfect com

pet it ion ). If there are barriers to entry in an

industry, economic profits will persist even in

the long run. For Bain and his followers, higher

long run economic profits indicate higher bar

riers to entry, all else equal. Bain considered

economies of scale , product differ

entiat ion , absolute cost advantages of estab

lished firms, and capital requirements as sources

of barriers to entry.

Established firms in an industry have absolute

cost advantages when they can obtain resources

at a lower cost than potential entrants. This

advantage can occur when established firms

have exclusive access to important inputs, or

have unique assets (such as a prime location,

manufacturing process, etc.) that allow them to

produce at a lower cost than potential entrants.

Under these conditions, established firms would

be able to charge prices above their marginal

costs and earn economic profits without at

tracting entry. If accounting methods valued

these superior assets at their true market

value (or opportunity cost), the advantages

could disappear (see opportunity costs ).

For example, a firm which enjoys lower costs

because of a unique location could sell that loca

tion for a higher price. In this case, the firm’s

location is an asset which is undervalued relative

to the true market value of that asset. If the

firm properly accounted for the higher value

of the asset, the firm’s return on assets would

correspondingly fall and its costs would be

higher.

Bain considered economies of scale as a bar

rier to entry because any potential entrant would

have to build a large plant in order to compete

with established firms. Bain argued large scale

entry was inherently more risky and difficult to

finance and thus reduced the likelihood of entry.

Any firms that entered at a scale below the

minimum eff ic ient scale (MES) would

have higher costs relative to established firms,

and if entrants chose a plant the size of the MES

or larger, they would likely provoke retaliation

by the established firms. Economies of scale may

also create barriers to entry because they require

substantial capital investment. Absolute capital

requirements refer to the amount of capital ne

cessary to successfully enter an industry and

launch a product. If capital markets are imper

fect, entrants may have difficulty obtaining
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sufficient credit or may have to pay higher inter

est rates because of the greater risk.

Product differentiation may also confer ad

vantages to established firms because entrants

would have to compete in marketing the product

in addition to producing it. Entrants may also

need to overcome consumer loyalty to estab

lished brands and this would increase the costs

and risks of entry. If an entrant must advertise

more to make consumers aware of the product,

these higher costs increase the risk of entry be

cause they cannot be recovered if the attempt to

enter the industry fails. Entrants may also find

it difficult to obtain access to distribution chan

nels when competing against established firms

offering similar products.

Schmalensee (1982) and Porter (1980) also

identified switching costs as a potential

barrier to entry. These are the costs incurred

by consumers when switching from an estab

lished, well known brand to a new brand.

These costs would appear to be particularly im

portant when new products, such as software,

require training. Even so, the existence of these

costs creates incentives for software companies

to ease the transition with special menus and

help files for users of competing products.

Thus an entrant may be able to reduce these

costs to its customers.

Another barrier to entry suggested by Dixit

(1979) is actually a barrier to exit: sunk costs .

If a firm cannot recover investments when it

leaves an industry, then the firm incurs sunk

costs and has less incentive to enter that indus

try. Sunk costs are greater the more specific

those assets are to the industry or firm because

there are fewer alternative uses for specific assets

(see asset spec if ic ity ). Advertising outlays

to introduce a product are sunk if an entering

firm ultimately fails.

Conceptual Questions regarding

Barriers to Entry

George Stigler (1968) disagreed with the notion

that economies of scale were a barrier to entry

when both the entrant and the established firm

have the same costs of production. If the market

is not large enough to accommodate two or more

firms, we could just as easily argue that insuffi

cient demand is the barrier to entry and not

economies of scale. Stigler then defined entry

barriers as those costs incurred by any new en

trants into an industry that were not incurred by

established firms. For Stigler, economies of scale

do not represent a barrier to entry when entrants

have access to the same technology and costs.

More recent research by von Weisäcker

(1980) and Demsetz (1982) has questioned the

basic concept of barriers to entry by focusing on

the welfare implications of more entry into an

industry. Von Weisäcker suggested that Stigler’s

definition of barriers to entry should apply only

when the additional costs borne by an entrant

imply a misallocation of resources from a socially

efficient optimum. For example, when there are

many firms and economies of scale, society

would be better off with less entry because add

itional firms incur more fixed costs and prevent

the full exploitation of scale economies. But

Demsetz questions the usefulness of the distinc

tion between industry insiders and outsiders al

together. After all, property r ights are legal

barriers to entry but economists do not consider

them to be uniformly anticompetitive. If con

sumers prefer established products because it is

costly for them to experiment with new brands

or acquire more information, is that necessarily a

barrier to entry?

In a world of imperfect information

and transact ions costs , Demsetz suggests

that society may want to encourage investment

in trademarks and advert i s ing . An estab

lished firm with a good credit history will be

able to borrow more cheaply than a new entrant

with no record. Although Stigler might argue

that the higher cost of credit to an entrant could

be a barrier to entry, does society want to dis

courage good credit histories? Or consider the

case of a product produced by a patented pro

cess. The patent grants a legal monopoly to

the producer of this product which will likely

result in lower output and a higher price than the

marginal cost of production. Society would

benefit from increased production of this prod

uct, but changing the patent laws would not

necessarily be beneficial to society since there

would now be a reduction in the incentives to

invent. In fact, Demsetz argues that there would

now be a barrier to entry in the market for

inventing new products. According to Demsetz,

changing property rights will change the mix

and value of resources in society in ways that
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may not increase social welfare. In Demsetz’s

view, public policy to eliminate or reduce bar

riers to entry will have unanticipated effects on

property rights that may impose greater costs

than benefits.

Gilbert (1989) more recently focused on the

advantages enjoyed by established firms. He pre

fers the term mobility barriers to entry barriers,

reflecting the fact that resource allocation will be

more or less efficient as capital and other re

sources are more or less mobile in moving from

one industry to another. A mobility barrier exists

when an established firm in an industry has eco

nomic rents (positive or negative) as a result of

being in the industry. If a firm earns higher

profits in an industry after accounting for the
opportunity cost of the resources employed than it

could earn in another industry (see opportun

ity costs ), then that firm has an incumbency

rent. This definition considers the opportunity

costs of scarce factors of production since an

incumbent firm could leave the industry by sell

ing its assets. Absolute cost advantages described

above would not necessarily create a mobility

barrier since established firms must consider

the opportunity cost of those resources respon

sible for their advantage. However, as Gilbert

notes, if the value of the asset is specific to the

owner, such as investments in human capital,

then the market value (opportunity cost) may

not reflect the true value to the established firm

and the firm could earn an incumbency rent.

Geroski, Gilbert, and Jacquemin (1990) argue

that an advantage of using incumbency rents to

define barriers to entry is that these rents can be

measured. Furthermore, the height of the bar

rier to entry is measured by the size of the

incumbency rent. Unfortunately, it is difficult

in practice to determine the opportunity cost of

factors of production and this makes incum

bency rents difficult to implement. Geroski et

al. also note that strateg ic behav ior could

create a barrier to entry since established firms

can take actions which make entry less appealing

to an entrant. For example, a threat to reduce

prices if a new firm enters a market may also

deter entry (see l imit pr ic ing ). They also

note that the existence of factors that may

impede entry does not imply that these factors

reduce efficiency or require policy action.

Fisher and McGowan (1983) questioned the

use of accounting profits as a measure of monop

oly power in industry studies (see accounting

prof it ). They asserted the proper measure of

economic profitability is the internal rate

of return for any investment in an asset.

Since firms invest in a number of assets, the

internal rate of return will be a weighted average

of these internal rates of return, all of which are

forward looking. It is very unlikely that the ac

counting rate of return will equal the appropriate

economic rate of return, and in their simulations

Fisher and McGowan showed that the relation

ship between accounting profits and economic

profits was very poor.

For managers attempting to evaluate the con

ditions of entry into an industry, any of the

sources above may represent a barrier to entry

(see Porter, 1980) and the controversies in the

literature are less important. But for economic

policy analysis, such as antitrust policy, or for

social welfare analysis, the debate in the literature

has an important effect on howmarkets should be

evaluated (see antitrust pol icy (US) ).
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basic market structures

Robert E. McAuliffe

The basic product market structures in econom

ics are perfect compet it ion , mono

pol i st ic compet it ion , ol igopoly , and

monopoly . Perfect competition represents

the benchmark for welfare analysis where there

are numerous buyers and sellers, none of whom

is large enough to affect the market price if they

leave the market. Any firm that wishes to enter

the industry or exit may do so at little cost. The

product is homogeneous (no product dif

ferent iat ion ) and consumers and producers

are completely informed. These conditions dis

cipline producers and consumers so that neither

has any influence over price. The firm facing a

perfectly competitive market sells as much as it

can at the market price and cannot compete for

consumers other than on price. If the firm were

to charge a higher price, consumers would im

mediately switch to other suppliers whose iden

tical products are perfect substitutes. Thus the

demand curve facing a perfectly competitive

firm is perfectly (or infinitely) elastic and per

fectly competitive firms, unable to affect the

market price, are said to be price takers (see
elast ic ity ). In addition, since each firm is

so small relative to the market and has so many

rivals, there is no advantage from efforts to

anticipate competitors’ reactions or engage in

strateg ic behavior .

When products are differentiated, informa

tion is imperfect, entry or exit is costly, or the

number of sellers or buyers is small, markets are

imperfectly competitive. Firms in these markets

generally have some control over price and there

fore face downward sloping demand curves.

Prices in these markets may exceed the mar

ginal cost of production and the market may

not be efficient in allocating output. Producers

may also fail to be technically efficient since they

face less pressure to keep costs as low as possible

(see imperfect informat ion ; technical

eff ic i ency ; X eff ic i ency ). Under imper

fect competition firms may compete for custom

ers on other dimensions than simply price.

Firms may compete through product differenti

ation, advert i s ing , strategic behavior, and

other means.

When firms compete in monopolistic compe

tition, each produces a unique, differentiated

product. Entry into the market is free, and

firms advertise and pursue research and devel

opment to further differentiate their products.

Free entry may drive profits down to zero, but

recent research in spatial models indicates that

long run economic profits are possible if existing

firms can choose their locations and deter

entry (Eaton and Lipsey, 1978; see economic

prof it ). excess capac ity may exist in

monopolistically competitive markets since

firms will produce less output than required for

minimum average cost. These markets may gen

erate too much or too little product differenti

ation depending on the strengths of two

opposing effects. When a new firm enters the

market with a new brand, it cannot acquire all of

the consumer surplus from the new product.

Since it is socially optimal to introduce a new

product if the social benefits outweigh the social

costs, there may be too little product differenti

ation when each firm cannot appropriate all of

the consumer surplus generated by its

brand. The opposing effect is that any new

product is likely to steal consumers away from

existing firms. Since these consumers were al

ready served and stealing them represents a

negative externality to the other firms that the

entrant does not consider, there may be a ten

dency for too much product differentiation. The

net effect depends on which of these two forces

is stronger (Dixit and Stiglitz, 1977; see exter

nal it ie s ).

In markets where producers are oligopolists,

each firm reacts to its rivals’ strategies and so

strategic behavior becomes important. Profit

maximizing firms must consider how their com

petitors will respond when determining their

best strategy (see game theory ). Since each

firm’s expectations about the reaction of rivals

can be modeled in a variety of ways, predictions

about the behavior and performance of oligopol

ists will depend upon the model. If the oligopol

ists were to collude on prices, a cartel would exist

and the firms could collectively act as a monop

oly (see cartels ). If there is no collus ion

between the firms, a noncooperative oligopoly

exists. In models of noncooperative oligo

poly, there may be Cournot competit ion
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where each firm believes its rivals will keep their

production levels (quantities) constant whatever

its choice of output, or firms could compete

through research and development expend

itures, advertising, prices, product differenti

ation, or other means with varying expectations

about competitors’ responses in each case (see

Lambin, 1976).

When there is a single producer of a product,

that firm has a monopoly in the market. The

monopolist maximizes profits by restricting

output and raising prices until marginal revenue

equals marginal cost. This normally enables the

firm to earn economic profit, and to maintain its

monopoly position, there must be significant

barr iers to entry to prevent other firms

from entering the market. These entry barriers

may be granted by the government through li

censing or patents, they may exist because of

economies of scale (that is, the firm is a

natural monopoly ), or theymay be created

by the firm itself through strategic behavior.

Even a natural monopoly may not be sustainable

if it can be profitable for entry at some price and

cost combinations (see Sharkey, 1982).
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beta coefficient

Robert E. McAuliffe

In portfolio theory, a company’s beta coefficient

measures the variability of that company’s

returns relative to the variability of the returns

in the market and it helps determine the com

pany’s cost of capital within the cap ital asset

pr ic ing model (or CAPM). An investor who

can always receive the risk free rate of return, rf ,
will want to be compensated for additional risk

from holding any stock. This is the risk premium

for that stock and represents the additional

return required by investors over the risk free

rate. If investors have diversified their port

folios, the additional risk incurred by investing

in stock j is not the variance of that company’s

returns (since diversification will reduce some of

the risk), but rather how that company’s returns

relate to the rest of the portfolio. The beta coef

ficient measures the additional risk a given

stock adds to a portfolio and for stock j it is

defined as:

Bj ¼ (cov(rj � rf , rm � rf ) )=var(rm � rf )

where cov() is the covar iance of the risk

premium of stock j with the risk premium of

the market portfolio, var() is the var iance of

the risk premium of the market, rf is the risk

free rate of return, rj is the return to stock j, and

rm is the return to the market portfolio. The beta

coefficient is simply the estimated coefficient

from a l inear regress ion of the risk pre

mium for stock j against the risk premium for the

market as a whole.

A company can determine its cost of equity

capital by determining the risk premium diversi

fied investors will require to add stock j to their

portfolios. This is given by:

cost of equity capital ¼ rf þ bj(rm � rf )

where bj is the beta coefficient for company j.
Since an average stock will move with the

market, an average stock should have a beta

coefficient of 1. This means that the cost of

equity capital for such a company equals the

market return: if the market rises or falls by

1 percent, the company’s stock will also rise or

fall by 1 percent. If a company’s beta coefficient

is 2.5, the stock will rise or fall two and one half

times more than any rise or fall in the market.

This would be a more risky stock to add to the

portfolio and a portfolio comprised of such

stocks would be considered aggressive.
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brand name

Robert E. McAuliffe

An established brand name makes a product easy

to identify and can reduce consumers’ search

costs for their best choice. Firms producing a

product may invest in establishing a brand name

to assure consumers of the quality of that prod

uct. This can be particularly important when

there is asymmetric informat ion in the

market so that consumers cannot easily deter

mine product quality on inspection (as with ex

per ience goods and credence goods ).

Firms can invest in a brand through adver

t i s ing , product improvements, and sales

efforts. Brand names represent durable invest

ments that show the producer’s commitment

to the product over the long term. If consumers

were unable to determine product quality and

firms could not indicate product quality through

s ignal ing , then competition on price could

create a lemons market where only low

quality producers remained. Brand names pro

vide information to consumers which helps

ensure that quality levels are maintained even

in markets when there is imperfect infor

mation . Consumers are more willing to pay a

price premium for brand names the more sensi

tive they are to quality differences between

products and the greater the costs of acquiring

information.

Establishing or maintaining a brand name

may also be part of a competitive strategy

focused on quality leadership in the market (see

Douglas, 1992; Porter, 1980). In such a case the

firm tries to achieve competitive advantage and

continually earning higher profits by becoming

the leading quality producer in the market for

the product. The firm’s sales efforts, product

design, and marketing efforts must all be focused

on achieving high quality in the eyes of con

sumers.
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budget constraint

Robert E. McAuliffe

When choosing the products which will give the

consumer the most satisfaction (see util ity

max imizat ion ), a consumer’s expenditures

cannot exceed his or her budget. In practice

this constraint may include the resources avail

able through borrowing and selling assets, but in

most textbook examples the consumer is limited

to this period’s income. For example, to illus

trate a consumer’s decision to buy two products,

X and Y, where the consumer’s entire income

will be exhausted on these two goods, the budget

constraint would be:

I ¼ P�XX þ P�YY

where I is the consumer’s income, PX is the price

of good X, X is the quantity of X consumed. If

the consumer spent all of her income on good X,

then Y would be zero and the maximum amount

of X which could be consumed is X ¼ (I=PX).

The budget constraint shows the combinations

of the products the consumer could feasibly buy

given market prices and the consumer’s income
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and shows the rate at which a consumer is able to

substitute purchases of X for Y. Utility maxi

mization requires that the rate at which con

sumers are able to substitute products just

equals the rate that they desire to do so given

their tastes. The consumer’s desired rate of sub

stitution is his or her marginal rate of

subst itut ion and utility is maximized when

the consumer’s indifference curve is just tangent

(equal) to the budget constraint (see ind iffer

ence curves ).

When the budget constraint is plotted with

good Y on the vertical axis and good X on the

horizontal axis, the vertical intercept of the

budget constraint will be (I=PY) (where the con

sumer spends all of her income on good Y), and

the slope of the budget line will be�PX=PY. An

increase in PY will make the budget constraint

flatter, reducing the height of the vertical inter

cept (since less of Y can be purchased), while an

increase in PX will make the budget line steeper

and will reduce the horizontal intercept.
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bundling

Robert E. McAuliffe

When firms offer two or more products together

at a price below what would be charged for each

product separately, the firm is practicing prod

uct bundling. Firms will benefit from bundling

commodities when they can gain more of the

consumer surplus from their customers.

In this respect, bundling is a form of pr ice

d i scr iminat ion where consumers will sort

themselves (or self select) on the basis of how

much they prefer a product. For example, quan

tity discounts are a form of bundling where

additional units cost less when purchased to

gether. Those consumers who value the product

the most (that is, have the highest reserva

t ion price ) will be willing to buy the larger

quantity at a discount, although their total ex

penditures on the good will be higher than if

they purchased the smaller size.

The firm profits by raising the prices of the

individual products and then choosing the ap

propriate bundled price to win those consumers

who desire both products but are unwilling to

pay for both separately. Consumers then self

select by purchasing the individual products or

the bundled product according to their total

valuation of the good.

Bibliography

Adams, W. J. and Yellen, J. L. (1976). Commodity bund-

ling and the burden of monopoly. Quarterly Journal of

Economics, 90, 475 98.

Keat, P. G. and Young, P. K. Y. (2002). Managerial

Economics: Economic Tools for Today’s Decision Makers,

4th edn. Upper Saddle River, NJ: Prentice-Hall.

Martin, S. (2001). Advanced Industrial Economics, 2nd

edn. Oxford: Blackwell.

business entities

S. Alan Schlacht

Various legal entities exist for operating a busi

ness enterprise. Each of these has advantages and

disadvantages from a legal perspective.

The simplest method of operating a business

is the sole proprietorship. Any person who

engages in business without forming any other

entity is a sole proprietor. Since a sole propri

etorship is nothing more than the person in

volved, that person has unlimited liability for

all business and personal debts. It does not

matter that he may use a tradename to do busi

ness, he remains liable. In addition, raising cap

ital depends upon the financial ability of the

individual. No state approval is required to

start or operate a sole proprietorship, no sharing

of profits occurs, and taxation is relatively easy.

A general partnership is an association of

two or more persons who carry on as co owners a

business for profit. The word ‘‘persons’’ means

that any legal entity may be a partner, including

corporations. The partnership may be through

an express agreement, either oral or written, or it
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may arise through the acts of the parties showing

that they intend a partnership to exist. A sharing

of profits is the primary evidence that a partner

ship is intended. The partnership agreement

normally governs the rights and duties of the

partners. In the absence of a contract, state law

will control. Virtually all states have adopted the

Uniform Partnership Act in an attempt to stand

ardize partnership law.

Once formed, a partnership is a legal entity for

certain limited purposes. It may enter contracts,

sue and be sued, and own property. However, it

is not a legal entity for tax purposes since the

partners pay tax on the income earned. A part

nership is easy to form and operate, can raise

capital from each partner, and pays no taxes.

The major disadvantage of a partnership is that

each partner is jointly and severally liable for the

debts of the partnership. Thus, each partner is

responsible for acts of the other partners per

formed within the scope of the partnership.

Third parties may collect their entire debt from

any partner and leave the partner to seek collec

tion from the other partners. In addition, when

ever a partner joins or leaves the partnership,

whether voluntarily or not, the partnership is

dissolved and a new one results. However, the

problems of dissolution may be minimized by

having a comprehensive agreement.

A limited partnership is a variation of the

general partnership. The difference is that in

addition to the general partner(s) in the firm,

limited partners are also present. These partners

contribute capital and share in the profits, but

they do not participate in the operation of the

partnership business. In return, their liability is

limited to their contribution. A limited partner

ship is formed in a manner similar to a corpor

ation. A certificate of limited partnership is

obtained from the state and a partnership agree

ment is entered. The sale of limited partnership

interests may require registration with the Se

curities and Exchange Commission (SEC) and

each state involved. A limited partnership is

operated in the same manner as a general part

nership except that the limited partners do

not participate for fear of losing their limited

liability.

A corporation is a legal entity with many of

the same legal rights as any person. It can sue

and be sued, own property, and enter contracts.

It even has many of the same constitutional

rights as people, including equal protection,

due process, and freedom of speech. A corpor

ation is formed by filing articles of incorporation

with the state. A certificate of incorporation is

issued showing that the state recognizes the cor

poration as a person. However, the corporation

must then follow all of the laws pertaining to

corporations in order to maintain its identity

as a separate legal entity apart from its stock

holders and employees. This allows the stock

holders, who are the owners of the company, to

avoid liability for acts of the corporation.

Corporations are owned by stockholders who

contribute capital. They in turn elect directors to

serve on the board. The board of directors is

responsible for setting major corporate policy

and hiring the officers. The officers are the cor

porate agents responsible for the daily operation

of the corporation and its business. As long as

the corporation maintains a separate identity, it

alone is responsible for its debts and liabilities.

Although a corporation is more difficult to form

and operate, this limited liability is a major factor

when choosing a business entity. A disadvantage

is the double taxation of corporations. Since a

corporation is a person, it must pay tax on its

income. The corporation may then distribute

profits to its stockholders in the form of divi

dends, which are then taxed as income to those

individuals. One way to avoid this tax burden is

to seek Internal Revenue Service (IRS) approval

for the corporation to file as a Subchapter S

corporation. This designation allows the com

pany to be treated as a partnership for tax pur

poses. However, the corporation must meet

several requirements, including only one class

of stock and no more than 35 stockholders. In

addition, many corporations must register their

stock with the SEC since stock is a security.

Many states have enacted corporate codes that

allow for different types of corporations. No

state allows professionals, such as physicians or

attorneys, to avoid professional liability by

forming a corporation. Thus, professionals

must form professional corporations (noted

after their names as PC) instead of business

corporations. Professional corporations are op

erated similarly to regular corporations except

that the stockholders, who must all be within

the same profession, remain liable for their
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malpractice. In an effort to reduce the adminis

trative burden on small companies, states have

also created the close corporation. Since all of

the stock is ‘‘closely’’ held by a few stockholders,

the close corporation statutes treat these com

panies more like a general partnership but with

out the unlimited liability. The IRS continues to

treat them as corporations for tax purposes.

Many states have also attempted to attract

business by allowing limited liability com

panies (LLC) and limited liability partner

ships (LLP). An LLC is very similar to a

general partnership except that the owners

(who are called members) do not have liability

for debts of the LLC. If an LLC is treated by its

members as a partnership rather than a corpor

ation, then the IRS will tax it as a partnership

and allow it to avoid double taxation. An LLP is

designed for professionals who want to limit

liability. A few states have crafted their LLP

laws to allow professionals to limit liability in

certain circumstances. The trend appears to be

toward a limitation of liability for professionals

in this area.

Other entities exist, although they are utilized

less frequently. A joint venture is when two or

more business entities come together for a

single or limited business venture. The parties

are treated legally as partners for that venture

only. A cooperative is an association (which can

be incorporated) that is formed to provide a

service to its members, such as a farm coopera

tive. A syndicate is when several persons pool

their money, usually within a second business

entity, in order to finance a business venture.

A business trust, or sometimes a real estate

investment trust, occurs when investors turn

over their money or property to a trust

which then manages those resources for profit

and distributes profits to the members (benefi

ciaries).

Finally, many business entities choose to op

erate a franchise. A franchise is not a legal

entity, but rather it is a method of doing busi

ness. The franchisor gives the franchisee infor

mation, materials, and support for a fee. The

Federal Trade Commission regulates franchis

ing (see Federal Trade Commiss ion Act ).
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capital

Robert E. McAuliffe

Productive assets which yield benefits over

time are called capital or economic capital.

Capital can be tangible (or physical), such as

buildings, plant, and equipment, or intangible,
such as the goodwill of a firm or human capital.

A firm may invest resources in developing a

brand name which will produce benefits to

the firm over time and which represents an

intangible, goodwill asset to the firm. Training

programs a firm might provide to employees

will develop their skills and make them more

productive. This investment in human capital,

if successful, will also yield benefits over time

but is not part of the physical assets (or capital)

of the firm. It is also important to distinguish

capital assets from financial assets. Capital

assets are used in the production process

while financial assets are paper that may repre

sent the capital assets but are not the capital

assets themselves. For example, a company

which is in bankruptcy has all of its capital

assets intact. The problem is that the value of

the financial assets has declined relative to fi

nancial liabilities.

When firms make decisions to invest in cap

ital, the benefits are expected to accrue over

a period of time in the future and these are

cap ital budget ing decisions. A firm adds

to its capital assets by making decisions to invest

in new assets over time. Since a capital invest

ment decision is a forward looking decision, the

expected benefits from such an investment must

be estimated and are subject to considerable

uncerta inty . Firms use a variety of methods

to determine whether a capital investment is

worthwhile, but the basic economic principle is

that the marginal (expected) benefits from the

project should exceed the marginal costs (see
make or buy dec i s ions ; net present

value cr iter ia ).
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capital asset pricing model

James G. Tompkins

The capital asset pricing model (CAPM) is an

equation which specifically links the expected

return of a security to its underlying risk. A

unique feature of the CAPM is that the risk

component is fully reflected in only one param

eter known as beta (see beta coeff ic i ent ).

The CAPM equation is:

�rri ¼ rf þ bi(�rrm � rf )

where:

�rri ¼ expected return on security i
rf ¼ return for holding a risk free security

bi ¼ beta of security i
�rrm ¼ expected return for holding the market

portfolio

Although credit for the CAPM goes to Sharpe

(1964), Lintner (1965), and Mossin (1966), the

work is considered an extension of the portfolio

selection research by Markowitz (1952) and

Tobin (1958).



Since CAPM is a model that links expected

return and risk, it is important to discuss why

beta is the parameter that quantifies priced risk

in any security. By definition, risk is about un

expected events. For example, if a security’s

actual return (~rri) is always equal to its expected

return (�rri), then it is intuitive that such a security

has no risk (since the expected always occurs),

and would therefore provide an investor with the

risk free rate of return (rf ). The total risk or

var iance (s2
i ) of a security is therefore

calculated as the expected value of the

square of its unexpected returns. Formally,

s2
i ¼ E(~rri � �rri)

2, where E denotes mathematical

expectation.

If an investor had no choice but to accept the

risk of security i, then the variance would cap

ture the relevant risk for pricing purposes. How

ever, Markowitz (1952) had the insight that

when a single security is part of a portfolio,

there exists the potential for risk cancellation.

For example, if you held stock in both an um

brella and ice cream factory, it is easy to imagine

that an unexpectedly hot and dry summer would

boost ice cream sales while depressing umbrella

sales. Hence, the risk of unexpected weather

would be less if both stocks were held in a port

folio instead of holding them individually. The

concept that risks may cancel is known as diver
sification. Thus, if the total risk or variance

inherent in a single security can be reduced

simply by costlessly holding it as part of a well

diversified portfolio, then the relevant risk for

pricing purposes is the risk that the single secur

ity contributes to this well diversified portfolio.

By definition, the risk of a single security which

may be diversified is known as its unique or non
systematic or diversifiable risk. The risk com

ponent of a single security which cannot be

diversified is known as market or systematic or

non diversifiable risk. Analogous to the variance

of a single security quantifying its total risk, non

diversifiable risk is quantified by the beta of the

security.

In the set of risky securities, Markowitz

(1952) illustrated a frontier of portfolios such

that each of them had the greatest return for

the given level of portfolio risk. The upper por

tion of the graph represents the efficient frontier.
Assuming that an investor prefers higher

expected returns and less risk, all investors will

choose a portfolio somewhere on the efficient

frontier. (Other technical assumptions include

that each asset is infinitely divisible, and that

all investors have common time horizons and

common beliefs about the investment opportun

ity set and their expected returns.)

If we include a riskless security in the above

analysis, by definition it will have a portfolio

standard deviation of zero. Assuming investors

can borrow and buy the riskless asset in unlim

ited quantities, all investors will choose a convex

combination of the riskless asset and the risky

portfolio denoted as S in figure 1. This line is

known as the capital market line and illustrates

the investor’s separation principle. This principle

states that investors are able to separate two

specific decisions. The first is to calculate the

set of efficient assets represented by the efficient

frontier as well as the point of tangency between

the riskless asset and the efficient frontier (point

S). The second decision is to determine which

combination of the portfolio S and the riskless

asset an investor will choose. If an investor has a

low degree of risk tolerance, she will invest some

of her funds in the riskless asset and some in

portfolio S. If she has a high degree of risk

tolerance, she will borrow at the risk free rate

in addition to using her funds to invest in port

folio S.

In the set of risky assets, if everyone holds

portfolio S, then this must also be the market

portfolio. To appreciate why beta reflects the

risk that a single security contributes to a well

diversified portfolio, it is necessary to under

stand the calculation of portfolio risk. This risk

is calculated as a weighted average of the vari

Expected
return

Capital 
market line

Borrowing

rm
_

Lending S
Efficient frontier

rƒ

Portfolio 
standard
deviation

Figure 1 Optimal portfolio selection
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ance of each security in the portfolio plus all the

covariance terms between the securities.

Therefore, if w1 and w2 are the fractions of

your wealth held in stocks 1 and 2, respectively,

and the covariance between the two stocks is

denoted by s12 then portfolio standard de

v iat ion (sp) is calculated as the square root of

portfolio variance:

sp ¼ w2
1s

2
1 þ w2

2s
2
2 þ 2w1w2s12

q

Notice that with two securities, there are two

variance and two covariance terms. Similarly,

with three securities, there are three variance

and six covariance terms. In short, when there

are n securities in a portfolio, there are n variance

and (n2 � n) covariance terms. If we have an

infinite number of securities, by definition we

hold the market. Hence as n approaches infinity,

it can be shown that the covariance of a single

security with the market dominates the risk that

this security contributes to a well diversified

portfolio. The covariance that a single security

i has with the market standardized by the vari

ance of the market is known as its beta. Hence

bi ¼ sim

s2
m

where sim is the covariance between

security i and the market. Intuitively, if the

beta of a stock is 2, this means that when the

market rises by 1 percent and the risk free rate

does not change, then the stock will rise by 2

percent.

Conceptually, beta is key to the CAPM equa

tion since it quantifies the non diversifiable risk

inherent in any single security. Since it is this

risk which cannot be costlessly diversified away,

and since we assume that investors expect a

higher rate of return for higher risk stocks, it

must be this non diversifiable risk that is priced.

We are now in a position to understand the

intuition behind the CAPM equation.

Whereas the capital market line is derived

from the set of risky portfolios and the riskless

asset, the security market line shown in figure 2

represents the trade off between risk and return

for a single security.

The security market line illustrates several

important points. The first is that the beta of

the risk free rate and the market (M) must be 0

and 1, respectively. The second is that this line

must be upward sloping since investors require

higher returns for higher risk. The third point is

that in equil ibr ium , this must be a straight

line. If this were not true, it would mean that the

price of risk (ratio of expected return premiums

to risk) differed across securities, which would

provide the motivation to simultaneously buy

risk at a low price and sell it at a high price.

Hence, if the risk premium of any security is

the difference between its expected return and

the risk free rate of return, then it must mean,

for example, that

�rrA � rf

bA

¼ �rrB � rf

bB

¼ �rrc � rf

bC

The security market line graphically illus

trates the CAPM. With the risk free rate as the

intercept, the market risk premium (�rrm � rf ) as

the slope, and the expected return and beta of a

security as the dependent and independent vari

ables, respectively, we obtain the CAPM equa

tion:

�rri ¼ rf þ bi(�rrm � rf )

It is important to point out that the CAPM is

not without its critics. For example, Roll (1977)

has argued that the model is impossible to test

since it is a prediction about expected returns,

while an empirical test would have to use actual

returns. In addition, there are alternative theor

ies of asset pricing such as arbitrage pricing

theory pioneered by Ross (1976). Nevertheless,

the CAPM is a model which is widely used today

by practitioners throughout the world. For

example, a component in the weighted average

cost of cap ital calculation includes the cost

Expected return
Security 
market line

rm

_

_ M

Market risk 
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b of a 
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of equity capital which can be determined using

CAPM. Since the cost of capital is key to making

major capital budgeting decisions, the CAPM

implicitly plays an important role. Another

example is that numerous investment reports

including Value Line show a stock’s beta to

assess its priced risk. In short, the CAPM is

an excellent example of theory born in the

academic world that has successfully integra

ted into many practical uses in the business

environment.
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capital budgeting

Vickie L. Bajtelsmit

The process of making investment decisions in

volving fixed assets is called capital budgeting.

Once a particular long term investment has been

identified, the firm’s management must estimate

the expected cash flows from the project and the

timing of those cash flows over the life of the

project (see cash flow ). The relevant cash

flows are the investment outlays that will be

required at the outset of the project, including

expected increases in net working capital, and

the annual net incremental cash inflows, that is,

the difference between the firm’s net cash flows

with and without taking on the project. Thus,

for example, the analysis would not include

sunk costs , but would include opportun

ity costs and external it ie s associated

with the investment.

The net operating cash flows generally consist

of sales revenue minus expenses and taxes plus

any tax savings due to the allowable deprec i

at ion deduction. At the end of the project,

there may also be cash flow associated with the

salvage value of the used fixed asset. Since it is

difficult to make accurate long term forecasts of

sales, expenses, and other associated cash flows,

the potential for error in the forecasts may be

great, particularly for large, complex invest

ments. Therefore, the next step in the capital

budgeting process is to assess the riskiness of the

projected cash flows. The management will then

determine the appropriate cost of capital

to be used in determining the net present

value (NPV) of the project. Alternatively, the

management may make their decisions based on

internal rate of return (IRR), in which

case risk will be incorporated into the analysis by

adjusting the ‘‘hurdle rate,’’ or minimum ac

ceptable IRR. When the projected cash flows

are riskier, the management will increase the

hurdle rate to account for the additional risk.

The investment opportunity schedule is a

graphical depiction of the firm’s opportunities

in terms of IRR and dollars of new capital raised.

Since stockholder value will be maximized by

choosing the projects with the greatest return,

this schedule will be downward sloping.

When a firm is faced with many different

project alternatives, the optimal capital budget

is determined by choosing the set of projects that

maximizes the net worth of the firm. As the firm

increases its total level of new investment, it

must raise new capital to support this invest

ment. The intersection of the increasing mar

ginal cost of capital curve and the decreasing

investment opportunity schedule will determine

the optimal capital budget, that is, the level of

investment and the specific set of projects that

will maximize the firm’s value.

Although NPV and IRR are the most com

monly used decision methods in capital bud

geting, there are several alternative techniques

that are sometimes used in practice. For

example, some managers use payback analysis,

in which projects are evaluated based on the time

required to recoup initial cash expenditures.

This method is generally inferior to NPV and

28 capital budgeting



IRR since it ignores cash flows that occur after

the break even point. Another alternative deci

sion tool is the ‘‘profitability index’’ (PI), a ratio

of the present value of the cash inflows to the

present value of the cash outflows. A PI that is

greater than one is equivalent to NPV greater

than zero and the criteria are applied similarly.
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capital markets

Don Sabbarese

Capital market securities are transferred through

a mix of markets and financial intermediaries.

The efficient flow of capital market funds is

critical for financing real asset growth and eco

nomic expansion. Financial securities with ma

turities greater than one year are traded in capital

markets and include debt obligations as well as

common and preferred equity. The market for

new debt and equity issues is called the primary

market. Outstanding debt and equity securities

are traded on the secondary market.

Debt securities offer investors interest pay

ments and/or a par or face value payment at

maturity. Debtholders can also sell their secur

ities on the secondary market prior to its matur

ity. Common equity offers investors an expected

dividend stream, the potential for capital gains,

and voting rights. Preferred stock includes the

provision that their dividends must be paid

before those to common stockholders.

Various debt and equity securities offer in

vestors a range of features designed to meet

individual preferences for risk and return.

These securities may differ with respect to de

fault risk, interest rate risk, liquidity, and tax

ability. Callable features, convertible features,

sinking funds, adjustable rates, tax exemptions,

and derivatives are designed to meet changing

investor concerns. The capital market infra

structure of intermediaries provides suppliers

and demanders of funds with critical decision

making information and facilities necessary for

allocating funds based on risk return preference.

Commercial rating companies provide credit

analysis and default risk ratings on corporate

debt securities. Moody’s Investment Services

and Standard and Poor’s are the most widely

used bond rating systems. Large institutional

investors and investment banks also operate

their own credit analysis system.

Investment banks are intermediaries in the

primary market for new issues. They collect,

assemble, interpret, and disseminate informa

tion. New issues prices are set and sometimes

guaranteed by investment banks. Brokerage

firms and dealers are intermediaries in the sec

ondary market, where outstanding securities are

traded. Brokers, through their membership in a

central exchange such as the New York Stock

Exchange, buy and sell listed stocks for their

clientele, to whom they also act as advisers.

Unlisted stocks and debt obligations are traded

in over the counter markets such as the National

Association of Securities Dealers (NASDAQ).

Government securities dealers are specialists

who both buy and sell government debt of all

maturities.

The capital markets have experienced major

changes in the last 30 years. First, innovations in

computer technology have led to more sophisti

cated trading strategies. Other innovations such

as pass throughs and other asset backed secur

ities evolved along with other securities and

related derivatives such as collateralized mort

gage obligations and stripped mortgaged backed

securities to create new lower risk securities

with a broader appeal to investors. Additional

concerns over risk management have encouraged

the growth of futures and options markets.

Finally, small investors’ preference for lower

risk redirected funds through mutual funds and

pensions. As a result, trading systems today are

designed to meet the needs of institutional in

vestors rather than those of small investors.

To small investors, institutional investors

offer financial services and products, risk reduc

tion, and liquidity as well as reduced costs of

contracting. Commercial banks, savings and

loans, insurance companies, finance companies,

pension funds, and mutual funds intermediate

billions of small investor dollars into capital

markets based on risk return preferences and
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the nature of their business. Commercial banks

invest in a wide range of US government secur

ities, federal agency notes, and municipal se

curities so as to meet regulatory restrictions for

safety and liquidity. In contrast, savings and

loans specialize in mortgages. Life insurance

companies select their capital market holdings

so that their maturities will match the company’s

expected policy payouts. Likewise, pension

funds tailor their investments to debt securities

and equity which match predictable pension

payouts. Mutual funds invest in a full range of

securities with a special mix of securities in each

fund.
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capitalism

Gilbert Becker

Every society must select an economic system

for its use. The primary importance of such a

system is that it allocates society’s scarce re

sources. Here, three fundamental questions are

resolved. The first concerns what goods and

services should be produced in the upcoming

period with the resources that are available. For

example, should more encyclopedias and fewer

cars be produced, or should society spend more

resources this year on building more homes?

This question recognizes the fundamental prob

lem (for business and society) of trade offs

which occur when scarcity exists (see oppor

tunity costs ).

The second question is how to produce these

goods. Most goods can be produced with differ

ent production methods, using varying combin

ations of labor, cap ital , and other inputs.Here

it is in the firm’s best interest, for prof it

max imizat ion , and also society’s best inter

est, for util ity maximizat ion , that the

resources are used efficiently (see eff ic i ency ).

Finally, an economic system must decide for
whom these goods should be produced (i.e., who

will be the ultimate recipients of these goods).

Capitalism is one of several economic systems

(e.g., socialism, feudalism) which resolve these

questions. Capitalism is based on several funda

mental principles, including:

1 Private ownership of property, where individ

uals maintain legal claim over the goods that

they purchase in the economy, and more

importantly, claim ownership rights to the

productive resources such as land, capital,

and their own labor. (This is in contrast to

socialism, where widespread government or

collective ownership of industries is in

effect.)

2 Free enterprise, wherein consumers have the

right to purchase those goods and services

that they choose, and resource owners have a

similar right to choose which goods and ser

vices to produce. Moreover, managers are

given wide latitude in decisions ranging

from production processes to store location

and hours of operation.

3 A third feature is a basic reliance on markets.
Here the forces of supply and demand (see
law of demand ) are used to generate

prices for goods and inputs. These prices

are central to the decision making of con

sumers and managers alike, and thus are

critical in resolving the three basic questions

cited above. For example, growing market

demand for a good may allow for a higher

price for that product, inducing entrepre

neurs to move more of their resources into

the production of that good and away from

another. Similarly, the relative prices of the

different resources needed to produce a good

(see i soquant i socost curves ), and

which consumers are willing and able to

pay for that good (see demand func

t ion ), determine how the good is to be

produced, and who will ultimately own it.

4 Compet it ion is a final element that is cen

tral to capitalism. Rivalry involving price,

advert i s ing , product attributes (see pro

duct attributes model ; product

different iat ion ; product variety ),

and other elements of strateg ic behav

ior is essential to achieving the important

social goals of allocative and productive effi

ciency, and equity (see market perform

ance ; perfect competit ion ).
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Although widely practiced in countries

around the world, capitalism is not universally

preferred in every country. Nor is unfettered

capitalism fully embraced by all who live in

countries (e.g., the US) where it is the prevailing

system. Among those who prefer capitalism,

differing economic ideologies exist. The type

of, and extent to which, government interven

tion is advocated distinguish these ideologies in

large part. See Carson, Thomas, and Hecht

(2002), who offer a comparison of the competing

ideological views as they pertain to several cur

rent issues.

The eighteenth century Scottish philosopher

and economist Adam Smith is often considered

as one of the champions of capitalism, and repre

sents themore conservative economic ideology.

Smith’s seminal work, the Wealth of Nations
(1776), helped to develop basic economic prin

ciples such as the division of labor and econ

omies of scale , but is more importantly a call

for free enterprise and open markets, especially

with respect to international trade. He also saw

individual ownership of property as a natural

right, and competition being the driving force

behind innovation, higher standards of living,

and greater social wellbeing in general. This

last idea was described by Smith as a situation

wherein managers, in an effort to use their re

sources to produce goods with the most value

(and thereby make the most profit for the firm),

were simultaneously acting as if guided by ‘‘an

invisible hand’’ toward promoting the best inter

ests of society as a whole. These principles are

the foundation of today’s conservative economic

philosophy, perhaps best represented by the

works of Friedman (1962, 1983), which call for

maximum economic freedom and exclusive use

of markets to allocate resources.

More liberal economic thinking (in the US)

also fundamentally believes in the system of

capitalism, but within certain restraints imposed

by government. For example, while a market

system is preferred and free enterprise largely

applauded, the liberal economic thinker is more

open to situations in which government deter

mines resource allocation, through programs

ranging from Medicare health insurance for the

elderly to rent control on housing property.

Moreover, while liberals do not generally en

dorse widespread government ownership of

business, they are more willing to accept situ

ations such as the postal service, where the gov

ernment owns considerable resources used in

delivering the mail. Finally, and perhaps most

importantly to managers, liberal economic phil

osophers, while believing in the benefits of com

petition, often fear that insufficient competition

exists in some markets (see oligopoly ). They

therefore advocate government regulation of

certain business practices, such as advert i s

ing , and promote the enforcement of stricter

competition policy laws and guidelines (see, for

example, Federal Trade Commiss ion

Act ; horizontal merger guidel ines ).

One important twentieth century liberal eco

nomic thinker, J. K. Galbraith (1958, 1973),

argued that consumers lack sovereignty and are

manipulated by large corporations, and that free

enterprise and a laissez faire approach to markets

tend to promote the interests of the powerful and

big business, rather than those of society as a

whole.

Interestingly, liberal economic thinkers often

cite one familiar passage of Adam Smith’s work

(1776: 128) which reads, ‘‘people of the same

trade seldom meet together, even for merriment

and diversion, but the conversation ends in a

conspiracy against the public or some contriv

ance to raise prices.’’ This statement, perhaps an

important insight into oligopolistic interdepend

ence and collus ion , demonstrates for liberal

economic thinkers the need for antitrust laws.

Nonetheless, their more conservative counter

parts cite several passages in Smith’s work indi

cating the futility and even obstructive nature of

much government intervention. As a result of

these differing philosophies, most capitalist

systems are mixed, wherein elements of pure

capitalism are combined with varying amounts

of government oversight of the use of productive

resources and the sale of goods.

Managers often see government intervention

into markets as undesirable and unnecessary

interference with free enterprise and the market

system. Yet it is valuable for managers to under

stand that not all government action lies in con

flict with capitalism or business interests. In

particular it should be recognized that govern

ment is needed to, and does, support capitalism,

by acting as judge and referee, especially where

market failure may otherwise occur.
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One such area exists where the ownership

rights to property are in question. Here the role

of government in determining, protecting, and

enforcing property rights is essential to the

smooth functioning of markets. For example,

in the case involving Napster Inc., the courts

established that the ownership rights of produ

cers of music had been violated by the free

dissemination of copywritten material over the

Internet. Similarly, another area where there

exists legitimate public concern, in the eyes of

liberal and conservative thinkers alike, occurs

where external it ie s exist. Here, third

parties, not directly involved in the purchase or

sale of a good, may benefit or be harmed none

theless. A prominent example is that of pollu

tion, wherein air or water pollution resulting

from the production or consumption of a good

in one region of a country may influence the

utility of the public in another region. Here,

the lack of private property rights (e.g., to air)

causes the market failure (too much polluted air

is produced). Government action may be neces

sary to correct the problem, by assigning prop

erty rights or imposing penalties or restrictions

on polluters. Coase (1960) challenges this gov

ernment involvement, arguing that the parties

may negotiate a corrective agreement by them

selves, if transact ions costs are small (see
Coase theorem ).

See also antitrust policy (US); Clayton Act;
structure conduct performance paradigm
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cartels

Robert E. McAuliffe

When firms make formal agreements to set

prices or output levels they may form a cartel to

reduce competition between them. Cartels, such

as OPEC in oil production and DeBeers in dia

monds, are illegal in the US under its antitrust

policy (see ant itrust pol icy (US) ), which

prohibits any agreements between firms which

have the effect of reducing competit ion .

Cartel members are cooperating oligopolists

who may decide to maximize joint profits, divide

the market, or set other goals depending on the

number of members and a variety of economic

forces. Under US antitrust laws, any agreement

to fix prices is illegal per se and no defense of the

agreement is allowed.TheEuropeanUnion (EU)

prohibits collus ion between firms when the

sole purpose is to reduce competition, but ex

emptions may be granted if the agreement satis

fies specific public goals (see Martin, 1994).

Salop (1986) identified three requirements for

firms to successfully collude. First, the firms

must agree on the goals the cartel is to achieve;

second, the firms must achieve those goals; and

third, the firms must maintain the cartel agree

ment as market conditions change over time.

Since firms face different circumstances in

terms of their demand and cost conditions, col

lusive agreements may not be easily achieved.

For example, agreements to maximize joint

profits would require that output be produced

by the lowest cost producer. This could mean

that some members of the cartel produce very

little output. The cartel would then need to make

side payments to these firms, but they might not

be satisfied with the payments they receive or

with their status in the cartel. Furthermore, once

the cartel is established, all firms have incentives

to cheat on the agreement by selling additional

output below the cartel price since that price will

exceed the marginal cost of production.

The incentive to cheat makes it more difficult

to maintain the cartel agreement (Stigler, 1968).

Successful cartels must be able to detect and
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punish cheating members, yet punishing chea

ting firms by increasing output and forcing the

price down will punish all members if the prod

uct is homogeneous. The incentives to cheat are

greater when firms’ marginal costs of production

do not increase much with increases in output,

when the percentage of total costs that are f ixed

costs is high, and when the probability of de

tection is small. For a given price, the first two

conditions mean greater profits for each add

itional unit produced while the last concerns

the likelihood of punishment. Agreements are

easier to reach and enforce in industries with a

few, large sellers; that is, industries which are

highly concentrated (Stigler, 1968; see market

structure ).

Cartel stability is also threatened by potential

entry into the market, since the higher prices

charged by established firms create incentives

for new entrants, so viable cartels must be pro

tected by barriers to entry . The greater

the differences between producers in products,

costs, or goals, and the more unpredictable are

market conditions, the more difficult it will be to

agree, achieve, and maintain collusive arrange

ments.
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cash flow

Robert E. McAuliffe

A firm’s cash flow represents the difference be

tween the firm’s cash outlays and receipts over a

given period of time. Estimates of cash flows for

any investment project under consideration are

crucial for cap ital budget ing decisions

based on either the net present value or

internal rate of return criteria. Since

future cash flows for an investment are not

known with certainty, managers should calculate

expected cash flows based on the probability

they will occur. In addition, any estimated net

present value or internal rate of return should be

tested to determine how sensitive the results are

to slight changes in the underlying assumptions

(such as changes in the probabilities of the cash

flows or in the discount or hurdle rate). All cash

flows should be estimated on an after tax basis.

Estimated cash flows should also be adjusted

for anticipated inflat ion , particularly since a

company’s revenues may not adjust to inflation

as its costs. For example, a firm in a very com

petitive market may not be able to raise prices at

the same rate as inflation, yet the firm’s costs

may rise with the inflation rate (due to cost of

living adjustments in workers’ contracts). In

such cases managers may want to separately

adjust the revenue and expenditure sides of the

estimated cash flows for inflation.
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certainty equivalent

Robert E. McAuliffe

As the term suggests, the certainty equivalent

of a risky decision is the amount an investor

would require to make her indifferent between

accepting that sum (with certainty) or accepting

the chance of a risky decision. If an investor is

risk averse, then the certainty equivalent will

always be less than the expected payoff of a

risky decision. The greater a person’s r i sk

avers ion , the lower the certainty equivalent

the person will require for a given risky payoff.

For example, an investor who is just indifferent

between paying $100 for a stock that could pay
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$300 or nothing, with 50 percent probability for

each, has a certainty equivalent of $100.

The certainty equivalent factor is the ratio of

the certainty equivalent sum to the expected

risky payoff. In the example above, the investor

was indifferent between a certain $100 and an

expected payoff of $150, so the certainty equiva

lent factor is 66.67 percent. The cost of one

dollar in risky returns is 66 cents of certain

returns for this investor. An investor who

knows this factor can then adjust the expected

future returns from a given investment by

this factor to adjust the investment for risk

when making portfolio allocation decisions, for

example. Riskier investments should have lower

certainty equivalents and therefore will have

lower certainty equivalent factors.
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ceteris paribus

Robert E. McAuliffe

In economic analysis, many factors can affect a

given variable. As an analytical device, econo

mists employ the ceteris paribus assumption

(Latin for ‘‘all else equal’’) to isolate the effect

of one of the independent variables on the de

pendent variable. For example, the demand for a

product will be affected by the price of that

product, the prices of substitute products (see
subst itutes ), complements , and income

among other possible variables. To find the

effect of a change in the product’s own price on

the quantity demanded, the assumption ‘‘ceteris

paribus’’ is used to derive a theoretical conclu

sion. This makes the statement about the rela

tion between the quantity demanded and price a

conditional statement: if no other factors affect

ing demand are changed, then a rise in the prod

uct’s price should cause the quantity demanded

to fall. Clearly, if the conditions are changed (for

example, incomes increase and this is a normal

good), then we may not expect to see a decrease

in the quantity demanded even if the price is

higher because all else was not equal (constant);

see normal goods .
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Clayton Act

Gilbert Becker

The US Clayton Act was written in 1914, in part

to clarify the legislatures’ intentions concerning

phrases such as ‘‘in restraint of trade,’’ which

were included in the 1890 Sherman Act . The

Clayton Act specifies a number of business

practices which are proscribed. The Act includes

sections on pr ice d i scr iminat ion, ty ing ,

and mergers, among others. Each type of con

duct is identified as a violation of the law, but is

not treated as per se illegal as the courts had ruled

in some Sherman Act cases involving behavior

such as price fixing. Instead, the Clayton Act

considers these competitive strategies as being

illegal only if ‘‘the effect may be to substantially

lessen competition or tend to create a monop

oly’’; see Breit and Elzinga (1996) and Jorde,

Lemley, and Mnookin (1996) for a more com

plete statement of this Statute and for details

concerning cases cited below. Thus a so called

rule of reason approach is used, whereby the

adverse consequences (and potential benefits)

of the business practices are examined.

Section 2 of the Clayton Act, and its 1936

revision named the Robinson–Patman Act, con

cerns price discrimination, which is the act of

selling the same product to different customers

or customer groups for different prices. The law

was originally designed to diminish the use of

geographic predatory pric ing . Here a firm

having market power in one geographic

market would set an artificially low price

(below its cost) for its products in another geo

graphic market in an attempt to drive out its

rivals and extend its market power to the new
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area. This could be done by temporarily

covering the firm’s losses with the economic

profits earned in the initial market (see eco

nomic prof it ). The revised law also focuses

on protecting smaller buyers in a market from

some of the advantages of large (e.g., chain store)

rivals in that market.

Managers should be aware of several legally

accepted defenses against charges of price dis

crimination which have been established. First,

price differences are allowed where they exist

due to a justifiable difference in costs. Thus

differences may be allowed due to service and

transportation costs or quality differences in the

product or quantity discounts resulting from

cost savings. Second, price differences resulting

from a good faith effort to meet a competitor’s

price are allowed. Third, price discrimination

may be defended on the basis of the product in

question having lost its marketability due to

obsolescence or due to its perishable nature.

Finally, the lack of a ‘‘substantial lessening of

competition’’ or injury to competitors serves as a

possible defense. As a result, price discrimin

ation that exists in the airline, movie, and maga

zine industries, for example, is not seen as a

violation of the Act.

Section 3 of the Clayton Act concerns illegal

tying arrangements and exclusive dealing con

tracts. Tying involves a situation in which the

seller offers a product (the tying good) to a

customer, conditional on the customer’s add

itional purchase of a second (tied) good. The

principal concern of the law is the extension of

market power from the tying good market into

the market for the tied good. For example, the A.

B. Dick Company, manufacturer of copier ma

chines, ink, brushes, and other accessories, ori

ginally tied the purchase of these accessories to

that of the machine. The company held patents

and therefore some market power in the market

for copiers, but the courts saw the market for the

accessories as being essentially competitive. The

courts feared that the tie allowed the company to

charge prices above the competitive level for the

accessories and thereby inappropriately extend

its legally acquired market power in the copier

market into the market for accessories.

Here again managers should be aware of the

circumstances where tying contracts are allowed.

Once again, where competition may not be ‘‘sub

stantially lessened’’ the tie may be allowed. As a

result, one defense involves the demonstration of

either:

1 a lack of market power in the market for the

tying good, or

2 a limited impact on the market for the tied

good.

Second, a tie is allowable where obvious produc

tion economies of scale are in evidence.

A third defense occurs when the protection of

the tying good’s quality or the goodwill of the

firm necessitates a tie. This precedent was estab

lished in the 1960 case of US v. Jerrold Electron
ics Corporation; see Stelzer (1986). Here Jerrold,

a supplier of community television antenna

systems, was allowed by the courts to require

the purchasers of the system to also purchase

their maintenance contracts, as the systems

were new and sophisticated and required spe

cially trained service personnel. In an earlier

case, though, in which the International Salt

Co. tied the purchase of its own rock salt to the

sale of its salt dissolving machines, the courts

ruled that the tie was illegal, in part because the

company’s machines were not, as Justice Jackson

put it, ‘‘allergic to salt of equal quality’’ pro

duced by another firm; see Breit and Elzinga

(1996). A fourth (absolute) defense arises by

demonstrating that the tie between two goods

is voluntary or optional to the customer rather

than being an absolute requirement. Finally, the

recent antitrust lawsuit involving the Microsoft

Corp. has presented two additional defenses.

The first involves the existence of network

external it ies in the industry. The second

arises by questioning whether or not the two

goods in question (i.e., Microsoft’s Windows

operating system and its Internet Explorer web

browser) are truly separate goods (see Mi cro

soft ant itrust case ).

The practice of exclusive dealing is related to

tying in that a customer is ‘‘tied’’ to a particular

supplier. Deals between manufacturers and ma

terials suppliers, for example, may connect the

two parties via long term contracts where

the former agrees to be exclusively supplied

by the latter. Similarly, contracts between manu

facturers and retailers may require the latter to

purchase a product or set of products exclusively
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from one manufacturer. The key antitrust con

cern in both cases here is market foreclosure, in

which there is an adverse effect on competition

since some rivals are excluded from open com

petition in the market. In the first case, an exclu

sive contract with a large manufacturer may

foreclose other suppliers from competing for

sales to an important buyer in the market. In

the second case, one example of foreclosure in

volves the practice of ‘‘full line forcing,’’ in

which a manufacturer of one line of products,

for example oil and gasoline, requires retailers to

purchase other products such as tires and other

accessories exclusively from this seller as well.

This contract may foreclose other accessories

suppliers from an important retail outlet. The

courts have held that an exclusive dealing con

tract is illegal if it has a substantial anticompeti

tive effect. This has typically been measured by

examining the dollar volume of sales affected by

the contract. As a result, such deals may be

illegal even when less than 10 percent of the

market may be foreclosed.

Antitrust enforcement agencies and the courts

have also recognized that important benefits may

arise for both buyers and suppliers involved in

exclusive contracts. A manufacturer may gain

from having a guaranteed source of steady

supply of materials, which enables better plan

ning, lower backup inventories, and a smoother

flow of output (and perhaps lower prices for its

customers) as a result. The supplier gains from a

steady source of demand, which minimizes

promotional expenditures, diminishes the un

certainty of long term capital expenditure plan

ning, and also establishes a steady flow of

revenues. As a result, the standards applied in

the rule of reason approach to resolving these

cases have varied over time and across cases.

Section 7 of the Clayton Act focuses on

mergers. Here again mergers are outlawed only

when their effect ‘‘may be to substantially lessen

competition or tend to create a monopoly.’’ Per

haps no other area of antitrust policy receives as

much scrutiny and debate over the proper inter

pretation of the law. Three times in the last

quarter century guidelines concerning merger

policy have been written and substantially re

written by the federal government in an effort

to clarify the existing administration’s views on

the proper interpretation of Section 7 and the

circumstances under which the appropriate fed

eral agencies will bring antitrust policy action

against merging parties (see ant itrust

pol icy (US);horizontal merger guide

l ines ; merger guidel ines , 1992–7; mon

opoly ).

There exist three types of mergers for policy

makers to consider. These are:

1 horizontal mergers, involving direct rivals

who are producing a similar product in the

same geographic market;

2 vertical mergers, between firms involved at

different stages of raw material supply, pro

duction, or distribution of the same good (see
vert ical integrat ion ); and

3 conglomerate mergers, which deal with

firms competing in essentially separate prod

uct markets.

Of greatest concern to policy makers are hori

zontal mergers, as this type of merger reduces

the number of competitors, increases the market

share of the acquiring firm in the merger, and

thereby potentially changes the market

structure and increases the firm’s market

power. Vertical mergers are also of concern,

most often when a merging firm with market

power in one stage would now be able to restrict

competition in another stage. For example, in

the AOL–Time Warner merger, concerns were

voiced that Time Warner, a leading owner of

cable distribution systems, could deny access to

other Internet service providers, thereby giving

AOL increased dominance in its market. Much

less concern has been given to conglomerate

mergers unless the acquiring firm, in the absence

of a merger, may have entered on its own,

thereby increasing the number of competitors.

Active antitrust policy concerning mergers

was pursued during the 1960s and 1970s during

which time the federal government instituted

strict guidelines indicating that an antitrust chal

lenge will ordinarily occur against the horizontal

merger of firms having relatively small market

shares. At the same time, the Supreme Court

supported this position by initiating the incipi
ency doctrine, wherein it indicated that a trend

(resulting from mergers) toward higher industry

concentration would be stopped in its earliest

stages. More recently, especially during the

36 Clayton Act



1980s and 1990s, the extent of antitrust activity

against mergers has diminished.

See also antitrust policy (US); Federal Trade
Commission Act; tying
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Coase theorem

Steven G. Medema

The Coase theorem was developed from Ronald

Coase’s pathbreaking work in ‘‘The problem of

social cost’’ (1960). The theorem has been stated

in a number of different forms, but its central

thrust is that, if rights are well defined and

transact ions costs are zero, the allocation

of resources will be efficient regardless of the

initial assignment of rights (see property

rights ). Thus, if a power plant emits pollution

which harms the operation of a nearby laundry,

it does not matter, from an efficiency perspec

tive, whether the court assigns the power plant

the freedom to pollute or the laundry the right to

be free from pollution. The ability of the parties

to negotiate costlessly will result in the right

coming to rest where it is most highly valued.

The Coase theorem is one of the most contro

versial propositions in modern economics, and

understandably so, given its profound implica

tions. For the theorem implies that the structure

of law is without effect on the allocation (albeit

not the distribution) of resources. Efficiency

does not require making the nuisance generator,

the tortfeasor, or the contract breacher liable for

the harm that they cause. This proposition goes

against the grain of a half century of welfare

economics, which has steadfastly argued that

the efficient resolution of external it ie s re

quires that the government place some type of

restraint on those who generate the externalities;

against this, the Coase theorem asserts that

markets can indeed work to resolve externality

problems. Because of this, the theorem has

become a weapon in the hands of those who

would defend the market against the incursions

of government. Rather than tax or regulate pol

luters, government can simply assign rights and

let the market work. Furthermore, there is no

reason to hold liable those who generate the

harm; efficiency will result in either case.

The linchpin of the theorem is the assumption

of zero transactions costs, a concept which has

been construed both narrowly and broadly. The

theorem tells us that private negotiations, the

pricing mechanism, or the market (as the case

may be) will allocate rights and resources effi

ciently if there are no barriers to their working.

This has justly been called a tautology. On the

other hand, it is an interesting tautology for

several reasons. First, it tells us that the market

can work in situations where it was previously

thought to fail, provided that the necessary con

ditions obtain. Second, it suggests that where

markets do fail, one cause may be the presence

of transactions costs which are sufficiently high

to preclude a negotiated solution. This both adds

to our understanding of why inefficient external

ities persist and suggests that, where removable

impediments to negotiation exist, measures can

potentially be implemented to facilitate a market

solution. Third, the theorem can be extended to

encompass situations where transactions costs

are positive: rights will be reallocated through

negotiation to higher valued uses so long as the

expected gains from such negotiations make it

worthwhile to incur the costs. This is perhaps

the most important application of the theorem,

for, as Coase recognized, and as numerous sub

sequent commentators have pointed out, trans

actions costs are omnipresent – a fact that

violates the central assumption of the theorem

itself.

The effect of this last point is that the market

can, in certain instances, work to resolve exter

nality situations. The issue is one of setting up
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the proper framework to allow it to do so. The

original stimulus for Coase’s analysis was his

argument that the government should consider

setting up a market in broadcast frequencies

rather than allocating them by administrative

fiat (Coase, 1959). While this idea was roundly

rejected for some time after it was made, we

have, today, auctions of rights to frequencies

upon which new portable telephone technologies

will operate. And the current experiments with

marketable pollution permits are suggestive of

the more general applicability of Coase’s conten

tion that the pricing mechanism may be prefer

able to more traditional externality remedies in

certain contexts.

The third point, above, makes particularly

clear the link between Coase’s analysis in ‘‘The

problem of social cost’’ and that in ‘‘The nature

of the firm’’ (1937). In the latter essay, Coase

undertook to find a rationale for the existence of

the integrated firm, including both the hierarch

ical employer–employee relationship (see hier

archy ) and the decision to make or buy (see
make or buy dec i s ions ). Coase suggested

that, if market transactions were costless, all

production activity would take place through a

series of market transactions; the firm would not

exist. The firm comes into existence because

there are costs associated with transacting

through the market, costs which are sometimes

higher than those associated with internal organ

ization. The firm, he said, will organize add

itional transactions internally as long as the cost

of doing so is less than the cost of carrying out

the same transaction through the market. Thus,

while the Coase theorem shows that, from an

efficiency perspective, the law has no purpose

(apart from some initial assignment of rights),

Coase’s work in ‘‘The nature of the firm’’ sug

gested that, if market transactions are costless,

the firm has no purpose. Of course the import of

this comes from the converse: since market

transactions are not costless, the institutional

structure (the structure of law and the organiza

tional structure of the firm and of firm vis à vis

market) becomes an important part of economic

analysis, as these factors play a prominent role in

affecting the allocation of resources in society.

This, in turn, brings to the fore the im

portance of the contracting process and the

examination of those factors and forces which

influence the process itself and the structure of

contracts . The Coase theorem suggests that

all contracts will be fully specified against all

eventualities. Observed contracts are very differ

ent from this, often leaving open a host of poten

tial actions due, at least in part, to the costliness

of contracting over these terms (see incom

plete contracts ). The result is that, in

many instances, the respective rights of the in

volved parties are not well defined, exposing

agents to potentially adverse actions by their

counterparts. The effect of this is to induce the

expenditure of resources on various types of

safeguarding activities or the devising of mech

anisms (such as internal organization as against

the market, or one type of internal organizational

structure as against another) to lessen the poten

tial for, or effect of, these adverse actions. Con

sider a situation where A is the sole supplier of

an input to B and B does not have readily avail

able alternative sources of supply. B is thus

exposed to potentially opportunistic behavior

by A. The transactions costs associated with

the contracting process may make it difficult or

impossible to eliminate this potential within the

contract, and A’s best response may thus be to

produce the input itself (vertically integrate).

Thus, while the Coase theorem is a statement

of the virtues of markets, its implications come

from the relaxation of its zero transactions costs

assumption, which highlights the role that trans

actions costs play in determining the institu

tional structure of production and that this

institutional structure plays in affecting the

costs of transacting.
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Cobb Douglas production function

Robert E. McAuliffe

The Cobb–Douglas production function is fre

quently employed in the economic analysis of

production and costs. This production function

relates output produced to the inputs of produc

tion (see product ion funct ions ). If labor

hours, L, and capital, K, are the only inputs

in production, the Cobb–Douglas production

function is:

q ¼ ALaKb

where A is a coefficient that represents the level

of technology and a and b are coefficients indi

cating how output responds to changes in each

of these inputs (additional inputs can be added

to the function above in a similar fashion). A

convenient feature of the Cobb–Douglas pro

duction function above is that economies of

scale in production can be determined by

examining the coefficients a and b. When

there are economies of scale in production,

doubling all inputs will cause output to increase

by more than double. In the case above, if we

double the labor and capital inputs, we would

have:

q ¼ A(2L)a(2K)b ¼ 2(aþb)ALaKb

Doubling the inputs used in production will

cause output to rise by 2(aþb), so the returns to

scale in production can be determined by sum

ming the coefficients of the Cobb–Douglas pro

duction function. If the sum of (aþ b) equals

one, then there are constant returns to

scale .

Estimates of the Cobb–Douglas production

function can be obtained by a l inear regres

s ion of the logarithm of output against the

logarithm of the relevant inputs in production

(see Berndt, 1991; Maddala, 2001).
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coefficient of variation

Robert E. McAuliffe

When making decisions under risk, the mean

and standard dev iat ion provide informa

tion about the degree of dispersion, but they

are affected by the size and units of measure

used. If a company were considering two pro

jects with substantially different expected

present value , the means and standard de

viations are not directly comparable. The coeffi

cient of variation is a measure of relative risk

and is defined as the ratio of the standard

deviation to the expected present value of the

project:

coefficient of variation ¼ s=EPV

where s is the standard deviation of returns from

the project and EPV is the expected present

value of the project. Since the expected present

value and the standard deviation are measured in

the same units, the units will cancel and the

coefficient of variation will be unit free. It is a

measure of the risk incurred per dollar of

expected return. The inverse of the coefficient

of variation is EPV/s which measures the risk

adjusted return.
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collusion

Robert E. McAuliffe

When firms in a market have formal or informal

agreements on pricing, output, or other com

petitive issues, the firms are in collusion. Anti

trust policy in both the US and the European

Union (EU) prohibits collusion between com

peting firms in a market (see ant itrust

policy (US); EU compet it ion pol icy ,

2004). Collusive agreements can be tacit ar

rangements whereby firms in an industry follow

a price leader when it changes price, or they may

be the formal agreements of a cartel (see
cartels ). Collusion is more likely in industries

which are highly concentrated (see Stigler, 1968;

Martin, 1994) and when the costs of organizing

firms are lower.

Salop (1986) identified a number of factors

which he called facilitating practices that have

the effect of promoting information exchange

among firms or promoting incentives to adhere

to the agreement. Practices which promote in

formation exchange help reduce uncertainty

about the actions of competitors and therefore

help maintain collusive agreements such as ad

vance notice of price changes. According to

Salop, most favored nation (MFN) clauses in

sales contracts help create incentives for firms

to keep to the agreements because if one firm

attempts to decrease its price, it must do so to all
of its customers. This makes price reductions

more costly and increases the likelihood that

competitors will learn of the discounts. Meet

the competition clauses have a similar effect in

providing pricing information to all competitors.

Combining MFN and meet the competition

clauses in contracts to buyers commits the estab

lished firm to retaliate automatically if another

firm in the industry (or a potential entrant) cuts

prices and this credible strategy can help main

tain the collusive agreement (see cred ible

strateg ies ).
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commitment

Robert E. McAuliffe

Commitments that a firm makes can be crucial to

the success of its strateg ic behavior . An

established firm may threaten to reduce price if

entry occurs, but if the firm cannot commit

itself to the price reduction, a potential entrant

may not believe the threat, particularly if the

established firm would maximize profits by

avoiding the price cut. But if a firm invests in

capacity to produce, achieves lower costs

through the learning curve , or includes

meet the competition clauses in its sales con

tracts, the irreversible nature of these actions

commits the firm to behave aggressively should

entry occur. The commitment serves to ‘‘back

up’’ the threat of retaliation by the established

firm, and therefore the behavior of the firm’s

competitors will be affected. If the firm cannot

make commitments, its strategic threats may not

be taken seriously ( Jacquemin, 1987; Porter,

1980).

Capital expenditures in specialized assets or in

brand advert i s ing can have commitment

value because these are sunk costs which

cannot be recovered. The more specialized the

assets of the firm, the greater the sunk costs if the

firm fails (see asset spec if ic ity ). These costs

can be a s ignal ing device to competitors that

the firm will compete aggressively to defend its

market position. Porter (1980) argues that the

success or failure of strategic plans, offensive or

defensive, depends on the firm’s ability to make

commitments that are to its advantage. A firm

that makes commitments signals its position and

likely reaction to competitors, and therefore

forces them to adjust their decisions. When

firms can make commitments before a rival

does, those firms may also have f irst mover

advantages . Porter lists a number of visible

assets which can serve to communicate a firm’s

commitment: excess cash reserves, excess
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capacity , and extensive research facilities,

which can all be used to threaten rival firms.

Commitment may also be necessary to over

come transact ions costs in the market. A

firm may be unwilling to undertake investments

in specific assets for a customer unless it can be

certain that the customer will purchase the

output. Contracts are a formal way of estab

lishing commitment between parties to a trans

action when the obligations can be reasonably

specified.
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competition

Robert E. McAuliffe

Competition has different interpretations in eco

nomics and business. Businessmen and women

regard competition as a process of rivalry where

firms try to gain an advantage through pricing

decisions, advert i s ing , research and devel

opment, product qual ity , and other means.

In economics, however, when there is perfect

competit ion firms cannot engage in rivalrous

behavior because they are price takers in the

market. This difference in the meaning of com

petition has created some difficulties in the past.

A market is perfectly competitive if the

following conditions hold (see Stigler, 1968;

Carlton and Perloff, 2000):

1 The product is homogeneous: the firms in

the industry produce goods which are iden

tical in the eyes of consumers.

2 Information is perfect: consumers and sup

pliers know all offers to buy and sell, and

producers also know the returns they could

earn if their resources were put to alternative

uses.

3 Large numbers of buyers and sellers: this

condition is necessary to ensure that no

single seller or buyer can affect the market

price and means that market participants are

price takers.

4 Free entry and ex it : resources must be

free to move to where they have the highest

value. If there are barr iers to entry in

an industry, then new firms cannot take ad

vantage of profitable opportunities when

they arise.

Since firms in a perfectly competitive indus

try are price takers, their only decision is the

level of output they produce. Competition

under these circumstances is so intense that

any firm which tries to charge a price slightly

above the market price will have no sales. There

fore perfect competition in economics is more a

description of a state of the market than a pro

cess. Nevertheless, it has very desirable proper

ties in terms of economic eff ic iency and

represents a benchmark against which other

market structures may be compared. Since the

choices of firms in a perfectly competitive

market are so constrained, interactions between

firms do not matter and difficulties modeling

strateg ic behav ior are avoided.

Critics such as Hayek (1948) and High (1990)

have argued that the assumptions of perfect

competition remove the most essential features

of competition in real markets. The dynamic

process of rivalry between firms leads to a variety

of observed market behavior such as advertising,

cost cutting, quality improvement, and product

innovations. These are the weapons of the com

petitive struggle between firms that create

improved standards of living in market econ

omies and better serve consumers. By focusing

on perfect competition, these authors argue that

economists may miss important features of the

market process. While the point is well made,

conventional analyses of markets and com

petition do include these forms of price and

nonprice competition (see, for example, Carlton

and Perloff, 2000; Porter, 1980).

When firms compete in markets that are not

perfectly competitive, all of the competitive tools

described above may be used by firms to
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improve their market position. Are other forms

of competition as effective in eliminating eco

nomic profits as price competition? Stigler

(1968) showed that price competition would be

more effective in reducing profits if the marginal

cost of changing the nonprice variable (such as

advertising or product quality) is larger than the

marginal cost of reducing price (see economic

prof it ; marg inal cost ).
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complements

Robert E. McAuliffe

Complements are those products which are con

sumed together with another product, such as

tires or gasoline and an automobile. The services

of the automobile cannot be rendered without

gasoline, so a consumer’s willingness to pay for

an automobile will be affected by the cost of

gasoline. The prices of complementary goods

have a negative effect on the quantity demanded

for a product because if the price of a comple

ment (gasoline) rises, the total cost of driving an

automobile is now higher and this may reduce

the demand for automobiles.

The negative effect of the price of comple

mentary goods on the demand for a product

would be observed as a negative cross elasticity

of demand (see cross elast ic it i e s ). This

means that a given percentage increase (de

crease) in the price of a complementary good

will cause the demand for the related product

to fall (rise) by ‘‘Y’’ percent.

See also substitutes
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concentration indices

Robert E. McAuliffe

Concentration indices are summary measures

describing elements of market structure .

Market concentration reflects the number and

size distribution of firms in a market. As Stigler

(1968) has noted, the measurement of size itself

depends upon the purposes for which the meas

ure is to be used. If the goal is to explain devi

ations of prices or profits from their levels

under perfect competit ion , then measur

ing firm size by its employment is appropriate

when examining the labor market, but less so for

the product market where sales are a more ap

propriate measure. Firm size in the capital

market may be better measured by its total

assets, while in the market for materials, its

purchases may better represent the firm’s

market power .

The choice of a concentration measure should

also be determined by the purpose for which it is

to be used and several measures of concentration

have appeared in the literature. The concentra

tion ratio measures the percentage of industry

output produced by the largest T firms (usually

T is taken as four or eight). If si is the market

share of firm i, then the T firm concentration

ratio would be:

CRT ¼
XT
i 1

si (1)

for T ¼ 4 or T ¼ 8. The Justice department

used the four firm concentration ratio for its

1968 merger guidelines; an industry was con

sidered highly concentrated if the four firm
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concentration ratio equaled or exceeded 75 per

cent. Unfortunately, because it focuses only on

the largest firms in the industry, the concentra

tion ratio does not describe the distribution of

firm sizes throughout the industry, nor does it

provide information about the sizes of the indi

vidual firms that comprise the top four or eight

firms. Concentration ratios are typically

reported for domestic producers only, so they

exclude competition from foreign imports and

therefore may overstate the degree of concen

tration in an industry.

Another frequently used measure is the Her

f indahl Hi r schman index , orHHI,which

is calculated using the market shares of all n
firms in the industry, measured as:

HHI ¼
Xn

i 1

s2i (2)

The HHI requires more information to compute

relative to the concentration ratio and it is con

sistent with theories of oligopoly and

Cournot compet it ion (Stigler, 1968; Jac

quemin, 1987). The HHI has a maximum value

of 10,000 in the case of a single firm and a

minimum value near zero in the case of a large

number of very small firms in the market. The

HHI can also be written to represent the number

of firms in the industry and the variance of their

market shares. Thus:

HHI ¼ ns2 þ 1=n

where s2 is the variance of the firms’ market

shares in the industry (Waterson, 1984; Jacque

min, 1987).

The entropy index, EI, is less often used as a

measure of concentration. It is calculated as the

sum of all firms’ market shares times the loga

rithm of their market shares:

EI ¼
Xn

i 1

si ln(si) (3)

The entropy index gives greater weight to

smaller firms than the HHI. Another index, the

Linda index (LI), is based on concentration

ratios but reveals differences in the sizes of the

large firms. The T firm Linda index is calcu

lated as:

LI ¼ 1

T(T � 1)

XT 1

i 1

T � i

i

CRi

CRT � CRi
(4)

When all T firms are the same size, this index

has the value of 1/T and when the (T þ 1)th

firm is substantially smaller than the preceding

T firms, the value of LITþ1 will be much higher

than for LIT (Waterson, 1984). See Encaoua and

Jacquemin (1980) for a discussion of the proper

ties of proper measures of concentration.

Bibliography

Encaoua, D. and Jacquemin, A. (1980). Degree of mon-

opoly, indices of concentration and threat of entry.

International Economic Review, 21, 87 105.

Jacquemin, A. (1987). The New Industrial Organization:

Market Forces and Strategic Behavior. Cambridge, MA:

MIT Press.

Keat, P. G. and Young, P. K. Y. (2002). Managerial

Economics: Economic Tools for Today’s Decision Makers,

4th edn. Upper Saddle River, NJ: Prentice-Hall.

Stigler, G. J. (1968). The Organization of Industry. Chi-

cago: University of Chicago Press.

Waterson, M. (1984). Economic Theory of the Industry.

Cambridge: Cambridge University Press.

confidence intervals

Eduardo Ley

In an estimation context, we are often interested

in determining a plausible set of values for the

unknown parameters rather than to simply rely

on single point estimates. Suppose that we want

to compute a 95 percent confidence interval, or

‘‘an interval with a 95 percent confidence level,’’

for an unknown parameter, b. Then, given our

data generation model, we use a rule for con

structing an interval for b based on the data such

that if the experiment were repeated many times,

95 percent of the time we would expect the

interval to indeed include the unknown b. Note

that the above is different from the incorrect

statement ‘‘there is a 95 percent chance that the

confidence interval includes the true parameter’s

value.’’ Once the interval is constructed, it either

includes the unknown parameter or it does

not. All that we know is that if we were to con

struct such intervals many times with different
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samples, we would expect 95 percent of them to

include the unknown parameter b.

For instance, suppose that b is a regression

coefficient. Then, under fairly general assump

tions and when the number of observations is

large, the ordinary least squares estimator, b̂,

plus or minus two times its standard error, s, is

an approximate 95 percent confidence interval

for the unknown coefficient: b̂� 2s. For ex

ample, suppose that b̂ ¼ 8 and s ¼ 2:5, then

the 95 percent confidence interval for b̂ would

be (3,13). Often one divides the OLS estimate

over its standard error and compares the result

with 2, saying that the estimate is significant (or,

significantly different from zero) when it is

greater than 2 in absolute value (see t stat i s

t ic ). What is implicitly being done then is

checking whether the 95 percent confidence

interval contains zero or not. In the previous

example, the interval (3,13) does not include 0,

or we could calculate the value of the t statistic

for b̂ ¼ 8=2:5 ¼ 3:2 > 2 so the estimate is sig

nificantly different from zero (at the 5 percent

significance level).
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constant cost industry

Robert E. McAuliffe

A constant cost industry is one whose long run

supply curve is horizontal at the constant (aver

age) cost of production (see long run cost

curves ). As the industry expands or contracts,

the long run average cost of producing output

remains the same. It should be noted that

this does not necessarily mean that the firm’s

production technology exhibits constant

returns to scale ; the industry could

expand through the entry of additional identi

cal firms with U shaped average cost curves

where each firm operates at the minimum point

on its average total cost curve.

When demand for a product increases,

existing firms produce more output along the

short run supply curve (see short run cost

curves ) since it is profitable to do so at a higher

price. If this increase in demand occurred in a

competitive market when the industry was in

long run equil ibr ium , the higher price will

cause existing firms to earn economic profits

since price will equal marginal cost above aver

age total cost (see economic prof it ; mar

ginal cost ). Managers should note that these

economic profits will attract entry into the in

dustry in the long run as long as there are no

barriers to entry , and this entry will cause

the short run supply curve to eventually shift out

and lower the price of the product. Entry will

continue until firms in the industry can only

earn the normal, risk adjusted rate of return.

Therefore in the long run there will be no eco

nomic profits earned. If the costs of inputs in

production have not been changed by this ex

pansion of the industry, then the new equilib

rium price will be the same as before the

expansion and the long run supply curve will

be flat, connecting these two long run equilib

rium prices.

Constant cost industries are more likely to be

observed in cases where the inputs in production

are not highly specialized or when the industry is

small relative to the size of its input markets.

These conditions make it more likely that the

expansion of the industry (and the consequent

increase in the demand for inputs in production)

will not cause factor pr ice s to rise, and so

the minimum average cost remains the same as

entry or ex it occurs in the industry. Managers

in constant cost industries can use this know

ledge to anticipate price changes. When the in

dustry expands, prices and costs may initially

rise, but they will decrease in the long run as

entry occurs and prices and costs return to their

original values.

See also economies of scale; perfect competition
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constant returns to scale

Robert E. McAuliffe

This describes a specific technology of produc

tion for the firm. When constant returns in pro

duction exist, a firm that doubled all inputs in

production would see a doubling of its output. In

the case of the Cobb–Douglas product ion

funct ion , constant returns to scale occur

when the exponents for the inputs in production

sum to one. Since with constant returns to scale

there are no penalties to the firm whether it

expands or contracts, there is no theoretically

unique optimal size plant that minimizes the

costs of production. With no theoretical limit

on the size of firms in the industry, the theoret

ical number of firms in the industry is also

indeterminate.

See also economies of scale
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consumer price index

Robert E. McAuliffe

The consumer price index (CPI) measures the

changes in the price of a market basket of goods

relative to a base year. The basic question to be

answered is: what does it cost in today’s prices to

buy the same goods purchased in the base year?

In the US the Labor Department periodically

surveys consumers to determine what they buy

and how much. These surveys determine the

market basket of goods and the weights given

to each price in the index. The last US survey

was 1982–4. According to economic theory, the

demand for a product depends on the relative

(or real) price of the product compared with

other goods. Therefore to evaluate the demand

curve for their product (see demand curves ),

firms should use the CPI to find the relative

price of their product, which would be the

price the firm charges for its product divided

by the CPI. This will give managers a sense of

how their product’s price compares with the rate

of inflat ion and whether their product is

becoming relatively more or less expensive

versus other goods.

See also real prices
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consumer surplus

Robert E. McAuliffe

The difference between the maximum amount a

consumer is willing to pay to buy a product (also

called the consumer’s reservat ion pr ice )

and the price actually paid is called the con

sumer’s surplus. This measures how much con

sumers value a product beyond what they paid

for it. In a market, consumer surplus is the area

under the demand curve and above the price

charged. This measures the benefit to consumers

of having this product available and hence the

benefits to society from the production of this

good if there are no other external it ie s in

production or consumption.

When a firm raises its price above the mar

ginal cost , those consumers who continue to

buy the product pay a higher price and this

represents a reduction in their consumer sur

plus. Since these consumers still purchase the

consumer surplus 45



product, it represents a transfer from the con

sumers to the firm. However, some consumers

will not continue to buy the good at the higher

price because the new price exceeds their reser

vation price. Since these consumers were willing

to pay the cost to society of producing the good

(the marginal cost) and do not receive it, they

have lost consumer surplus. Moreover, the firm

does not capture any of this lost surplus as profit

because these consumers have left the market.

Conceptually, the firm should be willing to pro

duce this good and sell it for the marginal cost of

production once the firm has earned its profits in

the market. Since this makes the consumers who

have left the market better off and the firm no

worse off, it is a Pareto optimal alloca

t ion and so allocative eff ic iency would be

improved. Because this exchange does not occur,

the consumer surplus of those consumers who

have left the market is lost and this is called

deadweight loss since no one in society

recovers those lost benefits.

In a similar vein, when a firm considers intro

ducing a new product, it is concerned about

whether it can cover the costs of production,

including the opportunity costs . If the

firm is unable to cover these costs, the product

will not be produced. Yet it is possible that the

benefits to society from producing the good (as

measured by consumers’ surplus) exceed the

costs. The problem is that the firm cannot cap

ture all the benefits to consumers when it cannot

practice pr ice d i scr iminat ion and this can

lead to less product var iety than would be

socially optimal.

See also optimal variety
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contestable markets

Robert E. McAuliffe

As originally presented by Baumol, Panzar, and

Willig (1982), perfectly contestable markets rep

resented an alternative and more general bench

mark for evaluating market structure than

perfect compet it ion . In perfectly contest

able markets new firms can enter and exit an

industry costlessly and at no disadvantage rela

tive to existing firms, and this potential compe

tition severely limits the pricing options

of existing firms. Costless entry and ex it at

no disadvantage imply that factors such as

asymmetr ic informat ion , sunk costs ,

f irst mover advantages , and stra

teg ic behav ior by existing firms have no

effect on the entrant’s decision to enter the in

dustry. Since entrants are at no disadvantage

relative to incumbent firms, whenever existing

firms charge a price sufficient to generate eco

nomic profits, entry will occur driving economic

profits to zero (see economic prof it ). Cost

less exit and entry also mean that the entrant can

enter the market, earn economic profits, and exit

before the incumbent firm can retaliate, some

times referred to as ‘‘hit and run’’ entry. For hit

and run entry to succeed, entrants must be able

to enter the market and earn profits before the

existing firm retaliates. This means that prices

must adjust more slowly than output in the

market.

According to Baumol et al., perfectly contest

able markets result in efficient production even

in those cases where perfect competition might

fail, as in natural monopoly . A natural

monopoly faces economies of scale where

the average cost of production is falling

in the range of output demanded by the market.

Since average cost is declining, the marginal cost

curve must lie below it, and this means that the

marginal cost pricing required by perfect com

petition would not allow the firm to cover its

total costs (see marginal cost ). Perfect con

testability requires that the existing firm(s) be

able to cover total costs without attracting entry,

and so a natural monopoly would be forced by

potential compet it ion to set its price at its

lowest average cost of production.
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Perfect competition requires large numbers

of small firms producing homogeneous prod

ucts, among other conditions, to achieve

eff ic i ency . Perfectly contestable markets

emphasize the importance of potential competi

tors rather than existing competitors and do not

require dimin i sh ing returns in produc

tion. Another important point Baumol et al.

raise is that existing firms must produce effi

ciently or they will be vulnerable to hit and run

entry by potential entrants. This means that

certain inefficiencies attributable to monopoly

or oligopoly such as X eff ic i ency or

inefficient organization cannot occur in per

fectly contestable markets since entry will

force these firms to become efficient or drive

them out of business.

Some researchers have argued that few

markets are perfectly contestable and that this

analytical approach is less general than might at

first appear. For example, Shepherd (1984) ob

served that perfect contestability requires ultra
free entry and no exit barriers (no sunk costs).

He asserted this was more restrictive than the

requirements of perfect competition because in a

sufficiently small interval of time, firms always

have sunk costs (see Weitzman, 1983). Further

more, for potential entry to discipline existing

firms to the extent Baumol et al. claim, entry

must not only be ultra free but total in that

entrants could replace the existing firms. Yet if

entrants can replace existing firms, the assump

tion employed by Baumol et al. that existing

firms do not react to entry is very restrictive

and if entrants are small, they cannot discipline

existing firms to the extent the theory suggests.

For Shepherd, these and other concerns lead

him to believe that the traditional industry an

alysis of industrial organization with its focus on

the internal market rivalry and interactions be

tween firms is more appropriate.
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contracts

S. Alan Schlacht

Going back to ancient times, contract law has

always been a major part of business. Roscoe

Pound, a respected legal writer, noted the im

portance of contracts when he wrote, ‘‘[t]he

social order rests upon the stability and pre

dictability of conduct, of which keeping prom

ises is a large item.’’ Contract law deals with

the formation and keeping of lawful promises.

The American legal system is based on the right

to enter freely a contract or to not do so. In fact,

the US Constitution, Article I, Section 10, pro

vides that ‘‘no state shall pass any law impairing

the obligations of contracts.’’ As long as the

parties to a contract have a lawful purpose and

the intent to enter the agreement, a court will

enforce its terms. Contract law is primarily de

termined by state law and varies from state to

state. However, certain general principles exist.

A contract is generally defined as an agree

ment between two or more persons or legal en

tities regarding the performance or promise to

act or the refraining from acting. A contract is

determined from the outward manifestation of

intent of the parties. Words and actions of the

parties as seen from an objective view determine

if a contract exists. When the parties have ex

pressly agreed, either verbally or in writing, then

the agreement is considered to be an express

contract. When the parties have shown their

intent to be bound by their actions, then the

result is an implied contract. Courts have

even allowed parties to recover compensation
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when, although a contract does not exist, one of

the parties would be unjustly enriched if no

compensation was allowed. This principle is

known as quasi contract or quantum meruit.

Contracts can also be classified as bilateral or

unilateral. A bilateral contract involves the

promises of one party (the promisor) in exchange

for the promises of another (the promisee).

These contracts relate to future performance. A

unilateral contract involves promises in ex

change for performance, or vice versa. Thus,

some performance is expected for the promise.

Certain elements are required of all contracts

in order for a court to enforce the agreement.

The first is the meeting of the minds. This

element is the offer by one party (the offeror)

to enter a contract with a corresponding accept

ance by the other party (the offeree). An offer is

the manifestation of intent by the offeror to

enter a binding contact. Expressions of opinion,

price quotations, and advertisements are gener

ally considered to be negotiations leading to an

offer. In addition, the offer must be reasonably

definite. Courts will not supply essential terms

that the parties have not agreed upon. Essential

terms include at least a description of the sub

ject matter, identification of the parties, the

consideration, and in certain situations quan

tity, location, and time of performance. The

offer must also be communicated from the

offeror to the offeree in order for a valid accept

ance to exist.

An offer may be terminated before acceptance

without liability to either party. The death or

incompetence of either the offeror or offeree

terminates the offer. If the basis of the offer

becomes illegal or impossible to perform, then

the offer is at an end. The parties may terminate

the offer themselves by either revoking the offer

(offeror) or rejecting an offer (offeree). Suggest

ing new terms to an offer by the offeree is a

counter offer and ends the original offer. Lastly,

an offer may terminate due to the expiration of

time. If no time is stated in the offer, then it

expires after a reasonable amount of time.

A contract is formed when the offeree accepts

the offer. Acceptance must be a mirror image of

the offer and must be by some positive act or

words of the offeree showing an intent to enter a

contract. The acceptance generally must be

communicated to the offeror.

The second element of a contract is consider

ation. Consideration is the promise of perform

ance that flows between the parties to a contract.

It is also called legal detriment. Courts do not

require that the exchange between the parties be

of comparable value. They only require that

something be given up by all parties. Promises

made by a party that are not supported by con

sideration are not enforceable. Thus, a promise

to make a gift is generally not enforceable. Con

sideration states that each party to a contract

promise or do an act not otherwise required or

refrain from doing an act that is lawfully allowed.

The consideration must be bargained for, i.e.,

present at the time the meeting of the minds

occurs. Having performed an act in the past or

already being legally obligated to perform an act

will not constitute consideration for a current

promise. A preexisting duty by law or contract

cannot be consideration for a new contract. The

only exception is if a promise is made that causes

someone to rely on the promise to his detriment.

Courts have allowed recovery in this regard

under a theory called promissory estoppel or

detrimental reliance. Moral obligation, however,

is not considered to be valid consideration for a

contract.

The third element of a contract is legal cap

acity. Courts will not enforce contracts where

one or both of the parties do not have the mental

or legal competence necessary to engage in such

a transaction. The law deems children incompe

tent to enter contracts due to their age. Thus,

minors (generally considered to be persons

under the age of 18) have a right to disaffirm a

contract for any reason. Once the minor disaf

firms, the other contractual party must return all

consideration to the minor as long as the minor

did not misrepresent his age. Minors cannot

disaffirm certain contracts for necessaries, such

as medical care or education.

Legal capacity is also lacking when a party has

been adjudged incompetent by a court. No con

tract made by that person thereafter will be

enforced. Persons who are intoxicated through

alcohol or drug use or persons who are suffering

a mental disability are bound to contracts they

enter unless they can prove that at the time of

contracting they were unable to comprehend the

nature and extent of the dealings at hand. If the

evidence shows that they could not understand
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the legal consequences of their actions, then they

are released from the contract.

The final element of a contract is legality. All

contracts must have a lawful purpose. If a con

tract would violate a criminal or civil statute,

then it is void and no court will entertain a case

involving the contract. Examples include most

gambling agreements and contracts to harm a

person or property. Courts have also fashioned

common law illegality by determining that cer

tain contracts are bad for society, i.e., violate

public policy. Each of these types of contracts

must be examined individually to determine if

public policy would be offended if the contract

was upheld. Examples include non compete

clauses in employment or sale of business con

tracts, exculpatory clauses, and adhesion

contracts. If reasonable under the circumstances,

these will be enforced.

In addition to the above elements, certain

contracts have to meet further requirements.

Under a law passed in England in 1677 and

adopted by every state, certain contracts must

be in writing to be enforceable. Originally en

titled ‘‘A Statute to Prevent Frauds and Perjur

ies,’’ this law is now known as the Statute of

Frauds. It requires the following types of con

tracts to be in writing:

1 any contract that by its terms takes longer

than one year to perform (e.g., a two year

lease);

2 any agreement relating to the ownership of

or liens in real estate;

3 any promise to pay the debt of another (guar

antor), an executor’s or administrator’s

promise to pay the debt of the deceased

from personal funds; and

4 any promise upon the condition of marriage

(e.g., prenuptial agreement).

The Uniform Commercial Code has added cer

tain investment securities and any contract for

the sale of goods for $500 or more. Without a

writing signed by the other party and containing

all the essential terms mentioned above, an ag

grieved party is without a remedy. If a contract is

found lacking, courts have been willing to award

quantum meruit to avoid unjust enrichment. In

cases where one party has substantially per

formed an oral contract, a court may go ahead

and enforce the entire contract based on the

substantial performance being a substitute for

the writing.

Although few contracts are required to be in

writing, many are reduced to a writing. Once a

contract is put in writing and the document

appears to be the entire intent of the parties, no

prior or contemporaneous oral statements may

be used to vary or contradict the written agree

ment. Known as the parol evidence rule, this

principle preserves the integrity of the writing

by not allowing a party to attack it using oral

evidence. Exceptions do exist, though, including

oral evidence to show fraud, mistake, duress, or

other reasons to examine the agreement. Also,

this rule does not prohibit a subsequent modifi

cation of the contract being enforceable.

As discussed above, a contract must be based

upon a meeting of the minds of the parties.

However, the meeting of the minds can occur

due to a lack of genuine assent. This may happen

when one or both of the parties is mistaken as to a

material fact in the contract. The mistake must

be based on fact, not opinion, prediction, or

statements of value. A mutual (or bilateral) mis

take of fact occurs when both of the parties are

mistaken. In this case, a court will rescind the

contract and return the parties to their original

position. When only one of the parties is mis

taken (unilateral), a court will enforce the con

tract. An exception to this rule is if the other

party knows that a mistake has occurred and

takes advantage of the mistaken party. A mistake

of law is generally not a basis for rescission since

everyone is presumed to know the law.

Duress also removes a party’s genuineness

of assent. Duress is the use of force or fear of

personal harm to induce a party to enter a con

tract. Threatening to kill or harm a person is

duress; threatening to fire an employee if she

does not enter a contract is not duress. In add

ition, undue influence cancels a party’s assent.

Undue influence requires a party in a fidu

ciary position who takes advantage of a much

weaker party for gain. A classic example is a

person who induces an elderly relative in his

care to deed property to him. Finally, fraud

(also called misrepresentation) will nullify the

assent needed to form a contract. Fraud is diffi

cult to prove and requires a party to prove five

elements:
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1 a material misrepresentation of fact exists;

2 it is known to be false;

3 it is done with the intent to deceive;

4 the innocent party justifiably relies on the

misrepresentation; and

5 damage occurs.

Courts are reluctant to allow a party to rescind a

contract based on fraud if the victim could have

exercised reasonable care to avoid the fraud.

This defense is known as caveat emptor.

Third persons who are not a party to a con

tract may enforce a contract if the contract spe

cifically contemplates bestowing a benefit on

them. An example of such third party benefi

ciary would be the beneficiary of a life insurance

policy. Other parties may have rights in a con

tract if the contract is assigned to them. Any

contract may be assigned unless the original

agreement prohibits assignment or personal ser

vices are involved that require the skill or experi

ence of the original party only.

A party can be discharged from further per

formance on a contract in several different ways.

First, the party can complete her performance.

Certain contracts require total performance,

such as payment of money or performance by a

specific time when time is of the essence. Other

contracts are deemed complete even though

some performance is still lacking, such as con

struction contracts or performance within a rea

sonable time. Second, a material breach of

contract by the other party relieves a person of

continuing to perform, e.g., nonpayment of rent

allows the landlord to cancel a lease and evict the

tenant. Third, the occurrence of a condition

subsequent in the contract, such as a clause

that cancels the contract in the event of war or

bankruptcy. Fourth, the failure of a condition

precedent, such as the failure of a prospective

homebuyer to obtain financing, rendering the

contract at an end. Fifth, impossibility of per

formance, such as the destruction of the subject

matter or the death or incompetence of a party.

Sixth, the parties may agree to end the contract

through rescission or settlement. Finally, a party

may be discharged due to bankruptcy or the

expiration of the statute of limitations.

If a breach of contract occurs, courts will allow

the aggrieved party to recover compensatory

damages, i.e., the money necessary to put the

party in the position she would be in if the

contract had been performed as agreed. Courts

rarely allow the recovery of attorney fees unless

the agreement so stipulated. Virtually no court

will allow punitive damages in a contract action.

Late fees and other reasonable charges for minor

breaches are not considered punitive and are

enforceable. When unique goods or real estate

are involved in a breach of contract such that

money will not adequately compensate a party, a

court may grant a decree of specific performance

and order the breaching party to perform. In

cases where a court can reform a contract to

meet the true intent of the parties, it will do so.
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cost of capital

Vickie L. Bajtelsmit

Firms finance their assets and operations with a

variety of types of financial cap ital , including

debt, preferred stock, and common equity. The

providers of these funds would not be willing to

invest in the firm unless they expected that their

investment would provide them with a return

sufficient to offset the risk that they have as

sumed. Due to the greater certainty of promised

cash flows for debtholders (see cash flow ), the

cost of debt is generally lower than that of equity.

Similarly, preferred stockholders require lower

rates of return than common stockholders since

their dividends have priority over common.

Costs of all forms of capital will increase with

increasing riskiness of the firm.

In making capital budget ing decisions,

firms estimate the net present value

(NPV) of projects by discounting future

expected cash flows by an appropriate cost of

capital to account for the required returns of
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their investors. Thus, the higher the costs asso

ciated with investment capital, the harder it is for

firms to find acceptable projects. In general,

firms employ several types of capital in their

capital structure (see f irm f inanc ial struc

ture ). Since these funds are not specifically

allocated to particular projects or assets of the

firm, the appropriate cost of capital to be used in

capital budgeting decisions is the weighted aver

age of the various types of capital used.

The procedure used in developing this

weighted average is to:

1 estimate the marginal after tax costs of each

type of capital; and

2 calculate the weighted average cost of capital

(WACC) by weighting each component cost

by the percentage of that type of capital in

the firm’s target financial structure.

In many cases, the firm is subject to limitations

on the amount of capital that it can raise at a

particular cost level. For example, retained earn

ings are a less costly form of equity financing

since the firm avoids the transact ions

costs associated with sales of newly issued

securities.However, retainedearningsare limited

to the dollars remaining from net income after

dividends are paid. Similarly, since risk increases

with additional debt, the marginal cost of debt

financing will increase as new debt obligations

are taken on by the firm.

As an example, suppose that a firm estimates

that its marginal after tax cost of new long term

debt is 6 percent, the marginal cost of retained

earnings is 10 percent, and the marginal cost of

newly issued common stock is 12 percent. If they

have no preferred stock in their capital structure

and the target capital structure calls for 50 per

cent debt and 50 percent equity, then the WACC

using retained earnings for the equity compon

ent is 8 percent, calculated as 0.5 � (6 percent)

þ0:5� (10 percent). However, the firm does not

have unlimited retained earnings and may be

forced to issue common stock to support a larger

capital budget. In that case, the marginal cost of

capital, using common stock as the equity com

ponent, will be 9 percent. Thus, the marginal

cost of capital, defined as the cost of the last

dollar of new capital the firm raises in a given

period, is an increasing function of new dollars

raised in a given period, and the appropriate

discount rate to be used for NPV analysis will

be the WACC that is applicable for the size of

capital budget under consideration.

Bibliography

Brigham, E. F. and Gapenski, L. C. (1997). Intermediate

Financial Management, 5th edn. New York: Inter-

national Thomson Publishing.

Gitman, L. J. (1995). Foundations of Managerial Finance,

4th edn. New York: HarperCollins.

Cournot competition

Nikolaos Vettas

The term Cournot competition refers to a model

of oligopoly which was introduced by the

French mathematician and economist Antoine

Augustin Cournot in 1838 and is widely used

in industrial organization economics. The model

considers a fixed number of firms that choose

their output levels in an attempt to maximize

their profits. Given the total output produced,

the market demand curve determines the price

and the profit for each firm (see demand

curves ). In the Cournot equilibrium each

firm does not want to change its output level

given the output of its competitors (see equi

l ibr ium ). The firms have Cournot conjec

tures, that is, they take the output level of

their competitors as given. It is important to

recognize that the Cournot equilibrium is just

the Nash equilibrium of the corresponding

simultaneous move game (see game theory ).

In a Cournot equilibrium the prices are higher

(respectively, lower), the total output is lower

(higher), and the per firm profit is higher (lower)

than in perfect compet it ion (monop

oly ). In fact, as the number of firms increases,

the Cournot equilibrium approaches the per

fectly competitive outcome.

The Cournot model has to be distinguished

from other models of oligopoly competition such

as Stackelberg competition (with f irst mover

advantages instead of simultaneous moves),

Bertrand competition (where firms compete

with prices instead of quantities as the strategic

variable), and Edgeworth competition (with cap

acity constraints).
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richesses, 1838.)

Daughety, A. F. (ed.) (1988). Cournot Oligopoly. Cam-

bridge: Cambridge University Press.

Vives, X. (1989). Cournot and the oligopoly problem.

European Economic Review, 33, 503 14.

covariance

Robert E. McAuliffe

The covariance is a statistical measure of the

linear association between two variables, say X
and Y, and is denoted as cov(X,Y). For T obser

vations on variables X and Y, the sample covar

iance is calculated as

cov(X, Y ) ¼ 1

T � 1

XT
i 1

(Xi � �XX)� (Yi � �YY)

where �XX is the sample mean for X and �YY is the

sample mean for Y. If there is a positive linear

relation between X and Y, the covariance will

also be positive, and if there is a negative relation

between X and Y, covariance will be negative.

When there is no linear relationship between the

two variables, the covariance will be zero.

Since the covariance measures the extent to

which two variables are related, managers can

use this information to determine, for example,

how sales are related to a new advert i s ing

campaign. To determine how much sales will

change in response to advertising, a l inear

regress ion should be used. The covariance

is a component of the estimated regression coef

ficient (see Berndt, 1991; Maddala, 2001).
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credence goods

Robert E. McAuliffe

Some exper ience goods are difficult to

evaluate before and after purchase and these

goods are called credence goods. Medical ser

vices, automotive repairs, and investment advice

are examples of goods where consumers are un

likely to be able to judge product quality. In such

cases it is expensive for consumers to acquire

enough information to determine product qual

ity. Unfortunately firms have incentives to take

advantage of consumers’ lack of information and

provide a low quality good at a high price. How

ever, established firms have incentives to invest

in brand name capital to help reduce these

information costs.

See also asymmetric information; quality
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credible strategies

Robert E. McAuliffe

Existing firms may try to prevent potential

entry by using strategic threats. But for these

threats to be believed, they must be the profit

maximizing choice the incumbent firm would

make should entry occur. For example, an estab

lished firm might threaten to lower prices if

another firm enters the market. This threat will

not be credible, however, if by lowering prices

the existing firm were made worse off. There

fore, for a threat or strategy to be credible, it

must be in the best interests of the established

firm in the post entry period. Usually firms can
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make their threats credible by making commit

ments in previous periods (see commitment ).

For example, a firm could invest in additional

capacity to make a threat to lower prices in

subsequent periods credible.

When entrants do not have perfect informa

tion about the established firms, it is possible for

established firms to bluff and make threats

which would not maximize their profits in the

post entry period. As long as potential entrants

believe the threat could occur with a sufficiently

high probability, entry can be deterred (see

Encaoua, Geroski, and Jacquemin, 1986). Cred

ible threats represent one element of stra

teg ic behav ior that incumbent firms can

undertake to affect their market structure .

See also accommodation; first mover advantages
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cross-advertising elasticity

Robert E. McAuliffe

The cross advertising elasticity of demand

measures the percentage change in the quantity

sold of one product given a percentage change in

the advert i s ing for another product. For

products which are complements , an in

crease in advertising for, say, automobiles may

also increase the quantity of gasoline sold, and so

the cross advertising elasticity would be posi

tive. Products which are subst itutes would

have a negative cross advertising elasticity since

the advertising of one automotive company,

Ford, should have a negative effect on the quan

tity of automobiles sold by General Motors, all

else equal. For a company with a product line,

the cross advertising elasticity may also be im

portant since increased advertising of one brand

in the product line could reduce sales of a closely

related brand.
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cross elasticities

Gilbert Becker

The quantity demanded (or supplied) of a good

depends not only on its own price but on the

prices of other goods as well (see demand

funct ion ). The cross elasticity of demand is

the measure of the effect on the quantity

demanded of one product (x) resulting from

the change in the price of another ( y). It is

measured as

exy ¼
DQx

Qx

=
DPy

Py

¼ DQx

DPy

� Py

Qx

where the symbol D indicates a change in quan

tity (Q) or price (P) and the subscripts (x,y)
identify the two different goods. For goods

which are subst itutes , such as imported

and domestic beer, the cross elasticity value

will be positive since an increase in the price

of one good will increase the demand for the

other. Goods which are complements , such

as hamburgers and hamburger rolls, will have a

negative value for cross elasticity. The measure

ment of cross elasticity is useful to a firm in

that it indicates the extent to which consumers

perceive a rival product as being a close substi

tute. A rise in the price of one’s own product

under circumstances where the cross elasticity

with other products is high can lead to signifi

cantly diminished unit sales and revenues. The
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measure is also useful in developing an economic

definition of the boundaries of a market (see
market def in it ion ) but may be of limited

practical value in antitrust analysis.

See also complements; substitutes
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cross-section analysis

Robert E. McAuliffe

Data which is gathered over a number of house

holds or firms at the same point in time is called

cross section data. Managers can use this source

of quantitative information for l inear re

gress ion to determine, for example, whether

there are economies of scale in produc

tion. In this case, managers would collect cost

data from firms producing the same product at

the same point in time, but with different cap

acities. Economies of scale would exist if firms

with larger capacities had lower average total

costs of production (see average total

cost ). The econometric tools required for

cross section analysis are sometimes different

than those required for time series analysis (see
t ime ser ies data ; t ime ser ies fore

cast ing models ). For example, hetero

skedast ic ity arises more frequently in

cross section data than in time series (see

Greene, 2002; Gujarati, 2002; Maddala, 2001).
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deadweight loss

Wei Li

The term ‘‘deadweight loss’’ refers to the welfare

loss due to an inefficient allocation of resources

in which the market price of a good deviates

from the marginal cost of producing that

good. Inefficient allocations of resources can

occur in a variety of situations including, for

example, the situation where a market is not

perfectly competitive or the situation where a

sales tax is imposed on a perfectly competitive

industry (see eff ic i ency ; perfect compe

tit ion ).

When resources are allocated inefficiently

(e.g., as a result of a sales tax), there are typically

two effects:

1 welfare transfers that simply redistribute

consumer surplus and producer

surplus among buyers, sellers, and any

other party (e.g., the government); and

2 net reductions of consumer surplus and/or

producer surplus that represent welfare loss

to the economy.

For example, a higher market price due to a tax

will cause some consumers and/or producers to

leave the market. The government does not re

ceive any tax revenues from those consumers or

producers who no longer participate in the

market but who are now worse off. This welfare

loss is not offset by any gain to either the sellers,

the buyers, or any other party. It is hence named

deadweight loss.
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declining industry

Robert E. McAuliffe

Typically a declining industry is a mature indus

try whose sales are decreasing. Such an industry

is in the final stage of its life cycle, although

industry sales may revive at some point ( Jacque

min, 1987; Porter, 1980; see industry l ife

cycle ; product l ife cycle ). When an

industry’s sales are declining, net rates of ex it

by firms will increase either through failure or

through acquisition by other firms. The industry

structure may consolidate and industry concen

tration may rise. In this stage of the industry life

cycle, surviving firms often must compete on the

basis of costs since many subst itutes are

available to consumers.

If there are exit barriers or if firms are unwill

ing to leave the industry, competition between

the firms that remain in a declining industry may

intensify. In the extreme case, firms may engage

in a ‘‘war of attrition’’ where no firm wants to be

the first to leave the industry since the remaining

firm or firms will be able to earn economic

profits (see economic prof it ). Porter (1980)

identifies several sources of exit barriers includ

ing specialized assets (see asset spec if ic ity ),

fixed costs of exit (such as settling labor and

other contracts ), and strategic barriers

where presence in the declining market may



confer advantages for the firm in other markets

in which it sells. Whinston (1988) theoretically

evaluated the social welfare consequences of exit

and observed that firm exits from a declining

industry may not be optimal since the ‘‘wrong’’

(lower cost) firm may exit before the higher cost

firm. Furthermore, multiplant firms may reduce

their capacity when the efficient outcome would

require that small firms exit the industry. These

welfare effects are similar to the biases from free

entry but in reverse (see also Tirole, 1988).
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decreasing cost industry

Robert E. McAuliffe

A decreasing cost industry is one where costs

decrease as the industry expands. In this case

the industry’s long run supply curve slopes

downward: as the industry produces more

output, the minimum average cost of production

for each firm decreases with the decrease in costs

(see long run cost curves ). Firms in a

decreasing cost industry do not necessarily have

economies of scale in production; the de

crease in costs may reflect lower input costs

which reduce the minimum point of the aver

age total cost curve as the industry grows.

Input costs may decline as the industry

expands if there are economies of scale in the

production of an important input. For example,

economies of scale in the production of com

puter chips allow personal computer manufac

turers to produce more computers at lower cost

as chip prices fall. An industry may also experi

ence decreasing cost if there are ‘‘economies of

agglomeration.’’ These economies can occur

when a number of firms produce in a specific

geographic area and, as their number grows,

supporting services such as transportation can

be provided to all firms at lower cost. Again, this

lowers each firm’s costs as the industry grows

and so the minimum point on the average cost

curve where there are zero economic profits is

lower (see economic prof it ). Managers in

decreasing cost industries can use this know

ledge to anticipate price changes. When the in

dustry expands due to an increase in demand,

prices and costs may initially rise but they will

decrease below their original levels in the long

run as entry and industry output increase.

Decreasing cost industries have long run supply

curves which are negatively sloped.
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demand curves

Robert E. McAuliffe

For individuals or markets, demand curves show

the relationship between the quantity demanded

and the price of the good (holding everything

else constant). Given the law of demand , the

quantity demanded will be inversely related to

the relative price of the good. The demand curve

will shift whenever any other variables in the

demand funct ion change (except the price

of the product itself ). Since total revenue is

equal to price, P, times quantity, Q, and the

demand curve expresses quantity demanded as

a function of price alone, the demand curve is

also the average revenue curve. In other words,

dividing total revenues (sales) by the number of

units sold yields the average revenue (price) per

unit sold.
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demand function

Robert E. McAuliffe

The demand function shows the relationship

between the quantity demanded and all vari

ables or factors which affect demand. These

variables include the price of the product itself,

the prices of related goods (subst itutes and

complements ), consumer income levels,

consumer preferences, the information available

to consumers, the product’s quality, consumer

expectations, and the advert i s ing and pro

motional efforts for the product and for com

peting products. Additional variables may

include the population in the market, the

weather, and other factors specific to a prod

uct’s market.

Of the variables listed above, firm managers

can control only a few. A firm can exert some

control over the price it charges, its own adver

tising outlays, and the quality of its product

(including the services offered before and after

the sale). Douglas (1992) refers to these variables

as strategic variables which the firm can use to

enhance its market position.

The specific form the demand function will

take depends on the relationship between the

quantity demanded and these variables in a

given market and time period. For example,

the Cobb–Douglas form of the demand function

allows the variables to affect demand multiplica

tively; in the simplest case where only three

variables affect the demand for the product, the

Cobb–Douglas demand function is:

Qd
x ¼ P a

x Ab
x I

g
x

where Px is the price of product x, Ax is the level

of advertising for the product, and Ix is the real

income of consumers in the market. In this

example, the coefficients a, b, and g would

measure the elast ic ity of demand with re

spect to its own price, advertising, and income,

respectively. Other functional relationships for

demand may be specified and estimated (Berndt,

1991; see l inear regress ion ).
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depreciation

Laura Power

Depreciation is the decrease in worth of a

durable good (often a capital asset used in pro

duction) which is associated with its use or the

passage of time. It is a component of the cost of

production for businesses and therefore must be

included in the calculation of economic

prof it .

Although a capital good is purchased at a

single point in time, its use occurs slowly over

time. Therefore, some structure must be im

posed to determine the decline in the asset’s

value over time; that is, the rate at which the

asset is depreciated. The two most common

measurement methods are straight line and

declining balance. Both distribute the depre

ciation incrementally over the useful life of the

asset. However, the straight line method depre

ciates it in equal increments over the useful life,

whereas the declining balance method depreci

ates it more rapidly in the initial years after

purchase.

Specifically, for an asset which is purchased in

period t and has a useful life of T years, t ¼ 1 to

T, the straight line method determines depreci

ation as:

D(t) ¼ B=T
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where D(t) is the depreciation for period t, B is

the initial value of the asset minus the scrap

value of the asset. For the declining balance

method of depreciation, the relationship is:

D(t) ¼ B(t � 1)� R

B(t) ¼ (B(t � 1)� D(t) )

R ¼ DBR=T

where D(t) is the depreciation for year t, B(0) is

the initial value of the asset minus its scrap value,

B(t) is the basis value for t, andDBR is the chosen

rate of depreciation for the declining balance.

Because depreciation assigns a stream of ex

penditures to the purchase of a capital asset, it

has been used as the value of the tax deductions

which have historically been offered for invest

ment. The method applicable for tax purposes is

assigned by law; therefore, it can change over

time, and is not necessarily identical to the ac

counting method chosen by a given business.

The 1993 Depreciation Guide provides a sum

mary of the measurement methods, assignment

of class lives, and history of the depreciation

methods utilized for tax purposes. In economic

literature, depreciation studies have ranged from

vintage capital models (see, e.g., Cooper and

Haltiwanger, 1993) to estimates of economic de

preciation rates.
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diminishing marginal utility

Robert E. McAuliffe

As consumption of any good increases within

a specific period of time, additional units of

the good will yield less satisfaction (or total

ut il ity ). That is, as a person consumes add

itional glasses of, say, soda, the additional

satisfaction from consuming more soda (the

marginal ut il ity ) will eventually decline.

Diminishing marginal utility had been assumed

to obtain ind ifference curves that were

convex to the origin and to obtain downward

sloping demand curves from consumer choice.

However, it is not clear that there is diminishing

marginal utility for income (the consumption of

all goods), so the less restrictive assumption of a

diminishing marginal rate of subst itu

t ion between any two goods is now employed

(see Douglas, 1992; Keat and Young, 2002; Stig

ler, 1966).
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diminishing returns

Robert E. McAuliffe

When additional units of a factor of production

are added to fixed amounts of other inputs in

production, at some point the increase in output

which results will decrease. Holding other in

puts constant means that the level of technology

used to combine inputs in production is also held

constant. There may be diminishing total

returns where total output actually falls from

additional units of an input – as when too many

workers in a plant reduce the total output pro

duced by interfering with each other, in which

case the total product of labor would be

declining. Or there may be diminishing average

returns where the average output increases by

less from additional units of an input. If the

input which is increased is labor, the average

product of labor would be decreasing in this

case.

Diminishing marginal returns occur when

additional units of an input result in a smaller

58 diminishing marginal utility



increase in output (or, equivalently, the mar

ginal product of that input will decline).

Since diminishing returns applies when at least

one input in production is held constant, it rep

resents a short run phenomenon. When all

inputs in production are varied, the question is

one of returns to scale.

See also economies of scale; increasing returns; law
of variable proportions
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diseconomies of scale

Robert E. McAuliffe

Diseconomies of scale are said to exist when long

run average total costs increase because a firm is

too large (see average total cost ). These

diseconomies may rise because of technological

factors but are usually attributed to decreasing

returns to management. As the size of the firm

increases, the firm’s planning and coordinating

activities become more unwieldy and as more

bureaucratic layers are added to the organiza

tion, managers are separated from the market

and their customers. If consumer preferences

change rapidly or if new products are frequently

introduced by rivals, larger firms may be disad

vantaged by their lack of flexibility and slow

adjustment to the market.

An interesting example has been the reorgan

ization of IBM. In the early years of the com

puter industry, there were no independent

suppliers of computer chips and peripheral

devices and computer manufacturers had to be

vertically integrated to produce those inputs.

But as the industry grew, so did independent

suppliers who could specialize and produce

components very efficiently. As this occurred,

changes in technology and factor costs decreased

the minimum eff ic ient scale for computer

manufacturing. Even if IBM’s separate divisions

were as efficient as their competitors, the in

ternal pricing and cost information did not re

flect this efficiency. The organization has been

restructured so that the divisions operate as sep

arate companies to be closer to the market (see
vert ical integrat ion ).
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dominant firm

Robert E. McAuliffe

A dominant firm has significant market

power which it can exercise over other firms

in the industry (often called fringe firms or the

competitive fringe). The dominant firm is so

much larger than the fringe firms that it does

not need to consider their reactions to its deci

sions (unlike an oligopoly market structure).

It maximizes its profits according to its re

s idual demand and the price taking fringe

firms produce along their supply curve at that

price. Stigler (1968) suggested a market share of

40 percent or more was required for a firm to be

considered dominant, and if the second firm in

the industry was large, the required market share

would be even higher. Other economists have

suggested market share thresholds between 30

and 60 percent (see Greer, 1992). The dominant

firm model may also apply when a group of firms

form a cartel in an industry and act as a dominant

firm toward non member firms (see cartels ).

In a single period setting where all firms sell

identical products, the dominant firm must con

sider the output which will be supplied by the
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fringe firms in order to maximize its profits.

Attempting to raise price by restricting output

will cause fringe firms to produce more output,

and this will reduce the industry price. There

fore the dominant firm will choose its output

level so that, given the output of the fringe

firms at each price, profits are maximized. That

is, the dominant firm should subtract the supply

of the fringe firms from market demand and

maximize profits by producing until mar

ginal revenue equals marginal cost

along this new (residual) demand curve (see
demand curves ). This will determine the

profit maximizing output and the industry

price, and will also determine the fringe firms’

output. As long as the smaller firms charge a

price equal to or below that of the dominant

firm, they will sell their output. The dominant

firm is sometimes said to provide a price umbrella
under which less efficient firms can survive,

but this will only be true if there are entry

barriers which prevent efficient firms from

entering the competitive fringe (Stigler, 1968;

see barriers to entry ). Dominant firm

pricing is also referred to as a price leader

ship model, although there are other forms of

price leadership.

The pricing decisions of a dominant firm are

constrained by the presence of the fringe firms,

and this prevents the firm from charging a price

as high as the monopoly price. A monopolist

has greater market power because it is protected

by significant barriers to entry. When there are

no barriers to protect the dominant firm, if it sets

its price too high, then it will encourage expan

sion by the fringe firms through new entry ,

which will reduce prices and will eventually

erode the market position of the dominant

firm. Gaskins (1971) showed that if the domin

ant firm had no cost advantages and set its prices

optimally over time, it could slow the rate of

market penetration by new entrants but would

ultimately lose its dominant position.

Dominant firms may increase their market

power through strateg ic behav ior aimed

at deterring entry. Instead of relying on price

adjustments alone to deter entry (as Gaskins

assumed), dominant firms can also increase

their advert i s ing , the number of products

they produce, they may develop aggressive repu

tations, or maintain excess capac ity to

threaten potential entrants (see Encaoua, Ger

oski, and Jacquemin, 1986). These additional

competitive weapons, if successful, would enable

dominant firms to maintain their market pos

itions for longer periods of time. In his survey

of executives at major American corporations,

Smiley (1988) found that managers preferred to

use product prol iferat ion and high ad

vertising to discourage potential entry.

See also limit pricing; price leadership
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Dorfman Steiner condition

Robert E. McAuliffe

A firm can increase its unit sales by decreasing

price or by increasing advert i s ing . For a

given price, if advertising increases sales by one

unit, the revenue from the increased advertising

is the profit on that unit sold, or (P �MC)

where P is the price of the product and MC is

the marginal cost of producing that unit.

All else equal, firms should advertise more the

higher the profit margin per unit sold.

Dorfman and Steiner (1954) considered the

case where the demand for a monopolist’s prod

uct is affected by both price and advertising and

asked what the optimal (profit maximizing)

combination of price adjustments and advertis

ing might be. Demand for the product depends
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upon (is a function of ) price, P, and the number

of advertising messages, A:

Qd ¼ f (P, A)

Profits for the monopolist will be maximized at

the output level where the price–cost margin is

equal to the inverse of the absolute value of the

price elast ic ity of demand (see markup

pr ic ing ). Since advertising can change the

price elasticity of demand, the firm will want to

advertise until the marginal revenue from

advertising equals the marginal cost of advertis

ing. The marginal revenue from advertising is

the profit per unit (the price–cost margin) while

the marginal cost of advertising is the cost of an

advertising message, ca, times the number

of advertising messages purchased, A. There

fore, if advertising increases the firm’s sales by

DQ , the condition where marginal revenue is

equal to marginal cost is:

ca � DA ¼ DQ � (P �MC)

and this can be rearranged to obtain the Dorf

man–Steiner condition:

caA

PQ
¼ eA
�eP

Since total advertising expenditures are in the

numerator of the left hand side of the equation

above and total sales are in the denominator, the

left hand side is the advertising–sales ratio. On

the right hand side, eA is the elasticity of

demand with respect to advertising and it

shows the percentage change in unit sales for a

given percentage change in advertising mes

sages, while the denominator is the negative of

the price elasticity of demand.

The Dorfman–Steiner condition represents

the profit maximizing level of advertising for a

monopolist. When a firm introduces a new prod

uct, we would expect demand to be very respon

sive to advertising, so eA should be high. This

means that the advertising–sales ratio will be

higher for new products in the early stages of

their product l ife cycle than for mature

products. In a growing market the elasticity of

demand with respect to advertising will be

higher and so will the advertising–sales ratio,

while the advertising elasticity of demand will

be lower in declining markets where each firm’s

sales will come at the expense of rival firms. The

optimal advertising–sales ratio will increase as

the (absolute value of the) price elasticity of

demand decreases. Firms would rather advertise

more rather than lower prices as the price elasti

city of demand decreases. Advertising will

be higher the higher the profit per unit

sold, so an empirical relationship between

advertising and profits would be expected

given the Dorfman–Steiner result (see Berndt,

1991; McAuliffe, 1987; Schmalensee, 1972).

Schmalensee (1972) extends the model to an

oligopoly where firms have Cournot expect

ations about how rival firms will react (see

cournot compet it ion ).
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dumping

Kent A. Jones

According to the traditional definition, dumping

is the practice of pr ice d i scr iminat ion

in international trade, in which the exporter

charges a lower price for a specific product in

the export market than in his home market.

International trade law, as embodied in the Gen

eral Agreement on Tariffs and Trade (GATT),

Article VI, recognizes two additional definitions

of dumping, which can be applied if the export

er’s home price is deemed inappropriate as a

basis for comparison:

1 charging a lower price for a product in one

export market than in another export

market; and
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2 charging a price that does not cover the cost

of production, including a ‘‘reasonable’’ add

ition for selling cost and profit.

US international trade law generalizes the defin

ition of dumping as the sale of an imported

product at ‘‘less than fair value,’’ according to

the applicable basis of price comparison.

According to GATT rules, if an investigation

finds that dumping has taken place and ‘‘in

jures’’ a domestic industry (see below), the

importing country can impose an antidumping

duty in the amount of the difference between the

export price and the ‘‘fair value’’ price.

Viner (1923) was the first to offer a systematic

investigation of dumping. For the purposes of

economic analysis, the central questions focus on

the motivation for and welfare effects of

dumping. If an exporting firm with price

making power has the ability to isolate markets

with differing price elasticities of demand, for

example, simple profit maximizing behavior

motivates a systematic pricing policy of dumping

as an international form of third degree price

discrimination (‘‘persistent’’ dumping, in

Viner’s terms). Typically, factors such as trans

portation cost or import restrictions in the

exporter’s home country, as well as an inter

national market structure restricting com

petition, contribute to the exporter’s ability to

price discriminate. In addition, temporary sur

pluses may lead to ‘‘sporadic’’ dumping and

third party consignment sales may lead to

pricing differentials that can be characterized as

‘‘inadvertent’’ dumping. In these scenarios,

dumping generally improves consumer welfare

in the importing country while decreasing the

welfare of import competing producers, with a

net gain to the importing country as long as

competition itself is not significantly reduced.

The main focus of antidumping laws, how

ever, is the fear of predatory dumping (cf.

predatory pr ic ing ), which is presumably

motivated by a strategy by the exporter of under

cutting prices of domestic producers in the

targeted export market in order to drive them

out of business and monopolize the market, thus

decreasing total welfare in the importing coun

try. Typically, such a strategy would require

pricing below the marginal cost , which

differs significantly from that of simple price

discrimination. In addition, the ‘‘cost of produc

tion’’ definition of dumping, described above,

may merely reflect the loss minimizing practice

of equating marginal revenue and marginal

cost and then setting price below average

total cost (but above the shutdown point

of the firm) when the firm’s demand curve lies

below its average total cost curve (see average

var iable costs ; demand curves ). In

short, dumping may merely reflect traditional

profit maximizing/loss minimizing behavior by

firms in international markets that does not in

volve predatory motives.

Although the conditions for a successfulpreda

tory strategy are difficult to fulfill (see Boltuck

and Litan, 1991: chap. 1), antidumping laws are

driven principally by the fear of predatory

dumping, whether or not there is evidence that

the exporter is capable of pursuing such a strat

egy. According to GATT rules, in order to

impose antidumping duties an antidumping in

vestigation must establish (1) that dumping has

taken place and (2) that the dumping causes or

threatens ‘‘material’’ injury to a domestic indus

try.

See also profit maximization
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Durbin Watson statistic

Robert E. McAuliffe

One of the most common tests for autocorrela

tion which is frequently reported in statistical

software is the Durbin–Watson statistic. This

statistic tests for first order autocorrelation

using the estimated residuals from a l inear

regress ion . The statistic is calculated as:

DW ¼

PT
t 2

(et � et 1)
2

PT
t 1

(et)
2
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where et is the estimated residual for observation

t and et 1 is the estimated residual for observa

tion t � 1. The numerator measures (approxi

mately) the covar iance between successive

observations of the estimated residuals and

the denominator measures the var iance .

Note that in order to calculate the covariance in

the numerator, the first observation is lost. It can

be shown that the Durbin–Watson statistic will

lie between 0 and 4 (see Durbin and Watson,

1951; Gujarati, 2002; Maddala, 2001).

When a positive error tends to be followed by

another positive error, the covariance in the nu

merator will be positive and the Durbin–Watson

statistic will have a value less than two. If there is

no relationship between successive values of the

error terms, then the statistic will have a value

equal to two, while a negative relation between

successive values of the estimated error terms

causes the statistic to have a value above two.

Since the sampling distribution of the Durbin–

Watson statistic is affected by the explanatory

variables included in the regression, special

tables are used to test the hypothesis of zero

first order autocorrelation. The Durbin–Wat

son test does have several weaknesses: it only

tests for first order autocorrelation, the test can

be inconclusive, and the test is biased when there

are lagged dependent variables in the regres

sion (see Berndt, 1991; Greene, 2002; Maddala,

2001).
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economic depreciation

Robert E. McAuliffe

Sometimes referred to as ‘‘Hotelling’’ depreci

ation (see Fisher and McGowan, 1983; Edwards,

Kay, and Mayer, 1987), economic depreciation

reflects the change in the value of an asset during

a period. This change in the value of the asset

includes physical depreciation and any changes

in the market value of the asset. If the present

value of an asset’s remaining cash flows (dis

counted at the asset’s internal rate of

return ) has changed from the beginning of

the period to the end (see cash flow ), that

change represents the economic depreciation.

Since accounting standards apply somewhat ar

bitrary depreciation schedules to physical assets

(such as straight line depreciation, sum of year’s

digits, and double declining balance), it is unli

kely that reported depreciation will be equal

to economic depreciation. As a result of this

problem and others, accounting prof it

will not equal economic prof it and the acco

unting rate of return will not equal the economic

rate of return. This feature is important

in economic analysis because it implies that

studies which use accounting profit calculations

may be biased in their results (see Fisher and

McGowan, 1983).

See also accounting profit; depreciation; economic
profit
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economic profit

Robert E. McAuliffe

Economic profits are defined as total revenues in

a given period minus all costs of production in

that period, including the economic costs of

tangible and intangible assets and the opportun

ity cost of those assets employed (see oppor

tunity costs ). For example, any costs

incurred for training, research and development,

and other intangible assets would be depreciated

over their expected economic lifetime rather

than expensed in the current period. The

normal, risk adjusted rate of return to capital

would be included in the calculation of economic

costs, so that firms which earned the normal rate

of return would have zero economic profits,

although they would show positive accounting

profits (see accounting prof it ). When eco

nomic profits are positive, they serve as a signal

for entry into the industry, while negative

economic profits indicate that firms should

ex it the industry. In the long run, economic

profits in competitive markets should be

driven to zero by the forces of entry and exit

unless there are barr iers to entry or bar

riers to exit. In fact, Bain (1941) suggested

using the accounting profit rate above the

competitive return as a measure of the height

of entry barriers in an industry. However, this

is an appropriate measure only when the



accounting rate of return equals the economic

rate of return.

Fisher and McGowan (1983) argued that the

appropriate theoretical measure of the economic

rate of return is the internal rate of

return (IRR), and they asserted there was

little relation between the accounting rate of

return and the economic rate of return. The

accounting rate of return is calculated as acco

unting profits divided by either total assets or

owners’ equity. But accounting statements

report assets at their historic costs and not at

their current (or replacement) cost, so inflation

and the failure to capitalize intangible asset

values will cause accounting rates of return to

deviate from the economic rate of return. Fisher

and McGowan showed that the accounting rate

of return will not equal the economic rate of

return because:

1 the deprec iat ion methods used by

accountants do not reflect economic

deprec iat ion ;

2 the investments made by a firm in any given

period will not generally have the same ‘‘time

shape’’ (stream of future cash flows; see cash

flow ); and

3 the accounting rate of return will vary with

the rate of growth of the firm.

From their simulations using the same stream of

cash flows from a hypothetical investment but

different methods of depreciation, Fisher and

McGowan found that the accounting rate of

return was a misleading measure and concluded

it may provide no information about the eco

nomic rate of return.

Not surprisingly, these results generated con

siderable controversy in the literature. Long and

Ravenscraft (1984) and Martin (1984) suggested

that other measures of profitability, such as the

Lerner index , may serve as better measures

of market power for economic analysis.

Long and Ravenscraft also argued that in prac

tice, the correlation between accounting profits

and economic profits was very high and the

examples used by Fisher and McGowan were

not representative of industry. Based on these

arguments, Long and Ravenscraft concluded ac

counting data provide useful information about

the economic rate of return. Salamon (1985) also

found that there was a strong correlation be

tween the accounting rate of return and the

estimated conditional internal rate of return

(IRR) which can be obtained from firms’ finan

cial statements. However, he also found system

atic errors occurred when the accounting rate of

return was employed, so the accounting measure

could not simply be treated as a randomly

‘‘noisy’’ proxy for the economic rate of return.

In particular, he found that the errors from using

the accounting rate of return varied systematic

ally with firm size and therefore jeopardized

conclusions from studies relating accounting

profits to industry concentration. The problem

arose, in part, because the method of depreci

ation firms choose varies systematically with

firm size.

Fisher (1984) noted in his reply that the fun

damental problem of accounting rate of return

data is that profits in the numerator are measured

as an average of past investments, while total

assets in the denominator are based on historic

costs andmay include recent capital that has been

added in the expectation of future profits. The

economic rate of return is forward looking and

relates the stream of benefits from an investment

to the specific asset that generated them. Because

of averaging and a backward looking perspective,

accounting rates of return cannot equal the eco

nomic rate of return. Fisher also argued that even

a high correlation between accounting rates of

return and the economic rate of return would

still create measurement errors that were likely

to be correlated with other variables used in

industry studies (a correlation which Salamon,

1985, verified). One of the requirements for esti

mated coefficients to be unbiased in l inear

regress ion is that the explanatory variables

in the regression must not be correlated with

the error terms. The systematic measurement

error in accounting profits is correlated with

variables such as firm size, and therefore studies

explaining accounting rates of return by eco

nomic variables such as firm size will be mislead

ing. In addition, he criticized the use of the rate of

return on sales because it fails to properly include

economic depreciation, which is a cost of produc

tion, and while it may measure market power, it

does not measure the economic rate of return.

Edwards, Kay, and Mayer (1987) evaluated

several possible adjustments to accounting
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procedures that might improve the content of

accounting information. They suggested that

accountants should report several measures of a

firm’s profits and asset value since there is no

single, unambiguous measure of the ‘‘true’’

values, and different sources of information are

required for different purposes. For example,

when an asset or activity has a very long life

(such as a going concern), the internal rate of

return does not necessarily provide useful infor

mation because the IRR is a single value defined

for the lifetime of an asset and cannot be used to

evaluate performance for a fraction of that asset’s

life. Other measures of profitability from acco

unting data may provide investors, economists,

and others with better information. Among

other suggestions they recommend that value

to the owner rules should be used by account

ants to value company assets and liabilities where

assets are valued (in most cases) at replacement

cost. Furthermore, all changes in book values

should have entries in the profit and loss state

ment and profits and asset values should be

adjusted for inflat ion .
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economics of the Internet

Robert E. McAuliffe

There are several features of the Internet that

are unique and give rise to new competition in

business. As Shapiro and Varian (1999) point

out, the cost of producing information is quite

high but the cost of disseminating information is

generally quite low. If we combine this with the

property of information, you don’t know the

value of what you don’t know, there can be

very costly mistakes made with information

pricing. Added to that are the switching

costs and network effects (see network ex

ternal it ie s ) that can (or cannot) change

demand.

Above all, the Internet lowers the costs of

transactions (see transact ions costs ). Con

sumers can quickly determine a firm’s price and

how it compares with other Internet or non

Internet sellers. By offering such a great amount

of information, the Internet changes the pace

and quality of business. One overriding concern

has been the prospect of digital rights manage

ment in such a scenario.

Since information is costly to produce, those

who produce that information will be unwilling

to give it away, yet they may find it quite difficult

to price information appropriately, particularly

when that information may be provided pub

licly. One solution Shapiro and Varian suggest

is to provide some of the information free to users

so that they can determine whether or not that

information would be valuable to them. If it is,

the users can pay for all of the information while

uninterested users can move on.

The switching costs element of the decision

arises because the marginal costs of the infor

mation are usually zero, and if producers of

information charge a zero price, they will go

out of business. If the producers charge a non

zero price for information, it is possible that one

or more providers of information could charge a

price below another’s and steal their customers.

This creates a dynamic pricing problem for the

sellers of information: they must charge a price

high enough to cover their costs but not so high

that they can lose their customers. The problem

is the opposite for the consumer: the consumer

wants to pay as little as possible for the infor

mation while ensuring that the information will

be available in the future.

The last effect that complicates this issue is

that of network effects. Network effects occur

when it is cheaper or better for a user to buy

a product given that other users have already
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purchased it. For example, it is not beneficial to

be the only owner of a phone; telephone users

benefit because almost everyone has a phone. In

a similar vein, when one company buys the

Windows operating system, it does so in part

because so many other companies have already

purchased Windows. Again, this creates prob

lems for pricing: too low a price and the com

pany will not profit, too high a price and the

operating system will not sell. These are the

problems when pricing products in a networked

economy.
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economies of scale

Robert E. McAuliffe

Economies of scale exist when increasing all

inputs in production causes output to rise by

more than the change in inputs. Therefore if all

inputs were doubled (that is, the scale of the

firm’s operations doubled), output would more

than double. Typically, firms vary in terms of

size and not scale. That is, large firms do not use

all inputs in the same proportion as smaller

firms. Expressed in terms of costs for a single

product firm, the average total costs of produc

tion decline as output increases when there are

economies of scale (see average total

cost ). These economies of scale may occur at

the plant level or the firm level of operations.

A firm may operate several plants and there may

be economies in the management of the firm or

in the consolidation of its financial activities.

Economies of scale and economies of

scope combined with the level of demand in

the market have an important effect on the feas

ible number of firms in an industry (Panzar,

1989; see market structure ; min imum

eff ic ient scale ).

The sources of economies of scale at the firm

level are not well understood, although Sharkey

(1982) offers several possibilities. At the level of

the plant, economies of scale reflect the techno

logical or engineering aspects of production. For

example, if there are fixed setup costs to produce

a specific model on an assembly line, then the

per unit setup costs will be lower the greater the

number of units produced. Furthermore, given

the law of large numbers, when unit sales

double, firms do not have to double their inven

tories to achieve a given probability of having

supplies available to consumers. Firms can also

achieve gains from specialization from their

labor and capital inputs at higher output levels.

In addition, there may be pecuniary econ

omies of scale when a firm can purchase inputs

at lower cost with volume discounts.

For a single product firm, there are econ

omies of scale when average cost per unit is

declining. When average costs are declining,

then marginal costs must be less than average

costs (see marginal cost ). Therefore one

measure of economies of scale is the ratio of

average costs to marginal costs:

s ¼ AC=MC ¼ TC

Q
� DQ

DTC
(1)

where TC is the total cost of production, Q is the

quantity of output produced, DTC is the change

in total costs, and DQ is the change in output

produced. There are economies of scale when

s > 1 and diseconomies of scale when

s < 1. Another measure of economies of scale is

the cost elast ic ity , which measures the per

centage change in total costs for a given

percentage change in output. It can be expressed

as:

eTC ¼
DTC

TC
DQ

Q

¼ DTC

DQ
� Q

TC
(2)

which is simply the inverse of the scale economy

measure in (1) above. There are economies of

scale when eTC < 1 since costs will increase by

less than the increase in output and diseco

nomies of scale exist when eTC > 1.
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A classic empirical study of economies of scale

is due to Nerlove (1963), who examined econ

omies in electricity generation. He found that

economies of scale existed in the industry but

were exhausted by the largest firms. Sharkey

(1982) and Panzar (1989) provide surveys of

both theoretical and empirical issues regarding

economies of scale for single product and multi

product firms. The measurement and estimation

of economies of scale for multiproduct firms is

much more complicated than for single product

firms because firms may vary their output mix

among the different products they produce and

therefore will have different costs depending on

their output mix (see Baumol, Panzar, and

Willig, 1982; Panzar, 1989).

One measure of average costs for a multipro

duct firm is ray average cost where the compos

ition of output (the product mix) is kept constant

while the scale of the composite output changes

along that ray (see Bailey and Friedlaender,

1982). If a firm produced 100 units of good

1 and 200 units of good 2, ray average costs

could then be calculated for any scale of

output as long as the proportions of output pro

duced remained at 1:2 (e.g., 200 units of good 1 to

400 units of good 2). There are economies of

scale for a multiproduct firm when ray average

costs are declining as the scale of output

increases.

Product specific economies of scale for a mul

tiproduct firm can also be measured and occur

when the average incremental cost of producing

one product decreases, holding the output of all

the other products constant. If a firm produces

two products (q1 and q2), the average incremen

tal cost (AIC) is defined as the difference be

tween the increase in total costs from producing

a given product (q1) at a specific level of output

and the costs incurred if q1 is not produced at all

divided by the total output of q1. Defining total

costs of producing both q1 and q2 as C(q1, q2),

this is calculated as:

AIC1 ¼
C(q1, q2)� C(0, q2)

q1

(3)

and product specific economies of scale are then

measured as the ratio of the average incremental

costs for q1 to the marginal cost of producing q1:

s1 ¼ AIC1=MC1 (4)

where MC1 is the marginal cost of producing

good 1. Ray scale economies can also be meas

ured as the elasticity of output with respect to

costs holding the proportion of the two products

constant and represent scale economies for a

multiproduct firm. Bailey and Friedlaender

(1982) suggest that mergers in the trucking indu

stry may be motivated by economies of scale and

scope once the multiproduct nature of trucking

services is recognized.
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economies of scope

Robert E. McAuliffe

Economies of scope occur when two or more

products can be produced together at lower

cost than by producing them separately. Rather

than increasing the scale of the firm’s operations

(see economies of scale ), costs are changing

with changes in the scope of the firm’s operations

(the number of products produced). Economies

of scope may arise when two or more products

share a common ‘‘public good’’ input in joint

production, where once that common input is

acquired it is available to produce other products

at no cost (see Bailey and Friedlaender, 1982;

Panzar, 1989). There may be economies from

shared inputs which give rise to economies of

scope when costs are reduced in acquiring those

inputs in volume or in sharing them (such as
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sharing overhead, reputation, or management).

Often knowledge is an important input in pro

duction that, once acquired, makes it less costly

to produce or sell closely related products. Econ

omies of scale and scope may therefore interact

to create advantages for large firms and increase

the minimum eff ic ient scale of operation.

If a firm produces two products (q1 and q2),

the degree of economies of scope can be

measured as the difference between the total

costs of producing both products separately

and the total costs of producing the two products

jointly, divided by the total costs of producing

the two products jointly. Defining the total costs

of producing both q1 and q2 jointly as C(q1, q2),

this is calculated as:

Sc ¼
C(q1, 0)þ C(0, q2)� C(q1, q2)

C(q1, q2)

and economies of scope exist when Sc is greater

than zero (see Bailey and Friedlaender, 1982;

Baumol, Panzar, and Willig, 1982).

Friedlaender, Winston, and Wang (1983)

found there were both economies of scale and

economies of scope in US automobile manufac

turing for large cars, small cars, and trucks. US

producers could share common parts and

designs between these products and could ex

ploit pecuniary economies of scale through

volume purchases of common parts and mater

ials from suppliers. When the US Department of

Justice sought to break up the regional Bell com

panies from AT&T long distance operations,

AT&T initially suggested there were economies

of scope in long distance and local phone service

and that economic efficiency would be reduced if

the natural monopoly in communications

were ended. Using Bell system data, Evans and

Heckman (1984) tested to determine whether

one firm could produce communications output

in the US at lower cost than two firms over the

period 1958–77. They found that for qualifying

data points, costs would be lower if two firms

produced that output. In other words, the Bell

system did not satisfy the necessary cost require

ments to be classified as a natural monopoly.
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efficiency

Robert E. McAuliffe

Economists use the criterion of Pareto optimal

ity to determine whether production or con

sumption decisions are efficient (see Pareto

optimal allocat ion ). According to this

criterion, an allocation is efficient if in a society

no person can be made better off without making

someone else worse off. This concept of effi

ciency treats consumer tastes and the distribu

tion of income as given, and efficiency is

achieved when society produces those goods

which consumers are willing to pay for at the

lowest possible cost. Given the general principle

of Pareto optimality, several specific measures of

efficiency are provided below for an economy

that produces two goods, X and Y, using two

inputs in production, labor and capital (L and K,

respectively) for two consumers, A and B (see

Pindyck and Rubinfeld, 1995; Baumol, 1977).

These efficiency conditions can be generalized

for economies with many products, consumers,

and resources (see Baumol, 1977).

Allocative Efficiency

Allocative efficiency exists when those con

sumers who are willing and able to pay the

marginal cost to society of producing a product

receive it. This requirement is fulfilled when the

market price (P) equals marginal cost (MC)
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as long as there are no external it ie s in pro

duction or consumption. When a consumer

maximizes total ut il ity , the marginal

rate of subst itut ion of good Y for good

X (MRSXY ) is equal to the price ratio, PX=PY .

If markets are perfectly competitive (see per

fect compet it ion ), then all consumers face

the same price ratio and if they also maximize

their utility, then the marginal rates of substitu

tion of good Y for good X will be equal across all

consumers of the two goods. Thus efficiency in

exchange requires:

MRSA
XY ¼MRSB

XY

where MRS
j
XY is the marginal rate of substitu

tion of good X for good Y for consumer j. If this

condition does not hold, then the consumers

could both benefit from exchanging the goods

until their marginal rates of substitution were

equal.

Productive Efficiency

Productive efficiency requires resources in pro

duction to be allocated so that output in the

economy is maximized at the lowest cost. As

Baumol (1977) has suggested, productive effi

ciency is simply the application of Pareto optim

ality to production, where for any arbitrarily

selected product, output of that product is maxi

mized subject to the constraint that there is no

reduction in the output of all the other goods

produced. Productive efficiency is necessary for

Pareto optimality but it is not sufficient since

society could very efficiently produce products

which consumers did not want.

The resources used to produce output will be

efficiently employed across different industries

in the economy when the marginal rate of

technical subst itut ion of labor for cap

ital (MRTSLK ) in one industry (X) equals its

value in other industries (Y). For the two good,

two resource economy in this example, the con

dition for productive efficiency is:

MTRSX
LK ¼MTRSY

LK

Here resources will be efficiently employed be

tween the two industries when they are equally

productive in both. Again, if the markets are

perfectly competitive, then firms in both indus

tries will maximize profits by hiring labor and

capital until the marginal rate of technical sub

stitution of labor for capital equals the ratio of

the labor wage rate to the cost (‘‘rental’’ rate) for

capital. Since all industries face the same wage

and capital rental costs in a perfectly competitive

economy, the marginal rates of technical substi

tution will be equal across firms in all industries.

Firms in competitive industries maximize

profits by producing until price (P) equals mar

ginal cost (MC), and this coordinates productive

efficiency with allocative efficiency because the

price measures the value of a unit of the product

to consumers in society, assuming there are no

externalities in consumption, while marginal

cost reflects the opportunity cost to society of

producing that product, if there are no external

ities in production (see opportunity costs ).

Therefore competitively determined prices coor

dinate the production and consumption deci

sions in society so that those consumers who

value products the most and are willing and

able to pay the costs to society of producing

them will receive them. When these efficiency

conditions hold, resources cannot be reallocated

to make anyone better off without making some

one else worse off.

See also Pareto optimal allocation; profit maxi
mization; utility maximization
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efficient markets hypothesis

Vickie L. Bajtelsmit

In the most general sense, an efficient financial

market is one that allocates funds to their most

productive uses and, through compet it ion ,

results in market prices that are consistent

with the underlying value given the information
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available at the time (see eff ic i ency ). Thus,

efficient capital markets are those in which the

market price of each security is a good indicator

of the firm’s future prospects.

In a perfect market, the value of any security

will reflect all information that is available to the

participants in the marketplace. Therefore, cap

ital market efficiency implies that:

1 securities are always fairly priced;

2 their prices react quickly to new information;

and

3 investors cannot make excess returns simply

by using strategies based on available infor

mation.

As an example, suppose that a firm announces

that it has been successful in a bid to buy a

company that supplies one of the component

parts used in its production process and, as a

result, management anticipates increased earn

ings in the future. If investors believe this an

nouncement, their estimates of the value of the

company should rise and the stock price should

rise. In an inefficient market, an investor would

be able to act on this information to gain excess

profits by buying the stock immediately upon

hearing the announcement and then selling it

when the price has increased as a result of the

announcement. In a perfectly efficient market,

by the time the investor can call his or her

broker, the stock price will already have risen

to reflect the new information. Clearly, however,

in order for the price to adjust, it must be the

case that at least one investor is able to capitalize

on the new information. The more efficient the

market, therefore, the quicker the information is

impounded in prices and the lower the oppor

tunity to capitalize on new information.

Although the theory of market efficiency as

applied to the capital markets has its origins in

basic economic theory, Eugene Fama (1970) is

often credited as the first to distinguish several

levels of efficiency by the type of information

that is reflected in prices. His analysis of effi

ciency on this basis has come to be known as the

‘‘efficient markets hypothesis’’ and is subdivided

into three levels of efficiency. In the weak form of

efficiency, prices of securities fully reflect all

information contained in historical price move

ments. In the semi strong form of efficiency,

security prices are said to reflect all publicly

available information. Finally, in a strong form
efficient capital market, prices fully reflect all

information, both public and private. Tests of

market efficiency have generally attempted to

determine the ability of investors to make excess

profits using the sets of information identified by

the theory: price data only; all publicly available

data; or all information.

Some investors believe that new information

is incorporated in stock prices slowly and that

they can earn an excess return by trading based

on careful analysis of generally available infor

mation. Investors that use ‘‘technical analysis,’’

the observation of patterns in past price move

ments in an attempt to predict future price

movements, believe that the market is not even

weak form efficient. If seasonal or annual cycles

in prices exist or if price changes are correlated

over time, an investor might be able to devise a

trading rule that produces consistent returns (by

buying at the low end of the price cycle and

selling at the high end). However, for this to be

an effective strategy (and thus proof of market

inefficiency), excess returns achieved by the

trading rule would have to be sufficient to

cover trading costs. Tests of the weak form of

efficiency have generally shown that trading

rules based on perceived patterns in historical

returns do not earn excess returns for investors

that are sufficient to cover trading costs.

Although information about past price move

ments may be instantaneously incorporated in

prices, it does not necessarily follow that other

information is as well. Therefore, tests of the

semi strong form of efficiency have focused on

a variety of types of publicly available informa

tion. The methodology, initially introduced by

Fama, Fisher, Jensen, and Roll (1969) in testing

for the effects of stock splits and dividend

announcements on security prices, has been

applied to many different types of information.

Although the techniques have been refined over

the years, the conclusions have generally been

similar. The market seems to adjust to new in

formation rapidly and much of the impact on

price takes place in anticipation of the actual

public announcement. Although this supports

semi strong efficiency, it is still possible for in

vestors to make excess profits if they can acquire

information that is not widely known and act on
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it before the information becomes incorporated

in prices.

Some investors, such as managers or other

insiders, clearly would have an advantage in

capitalizing on non public information. In fact,

the only way that all information, both public

and private, could be incorporated in market

prices (i.e., semi strong efficiency) would be if

insiders were using their private information in

trading. In the example above, if the managers

purchased shares in their own company prior to

making the public announcement and then sold

the shares for a gain after the announcement

caused stock prices to rise, they would make an

excess profit. Insider trading laws make this type

of activity illegal, although there is evidence that

such fraudulent trading has occurred without

detection by the authorities.
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elasticity

Gilbert Becker

This measure indicates the responsiveness of a

buyer or seller to a change in the value of an

economic variable. Several types of elasticity

exist, although perhaps the most important

type is price elasticity of demand. This measure

indicates the extent to which consumers of a

product react, in terms of the quantity of the

good which they purchase, when there is a

change in the price of that product. Additional

measures including price elasticity of supply,

cross elast ic it i e s , income elast ic ity ,

and cross advert i s ing elast ic ity are

also important in determining the strateg ic

behavior of firms and outcomes in markets.

Price elasticity of demand (ep) is calculated as the

percentage change in quantity demanded

resulting from a small percentage change in

price. Written in the form of a fraction this

becomes:

ep ¼
DQ

Q
=
DP

P
¼ DQ

DP
� P

Q

where the symbol D indicates a change in quan

tity (Q) or price (P). Where the exact demand

funct ion is already known, an infinitesimally

small change in price can be used to calculate

what is known as the point elasticity. More com

monly, when a manager makes discrete changes

in price, the estimation of elasticity involves a

range of prices and quantities. Calculating elas

ticity using the average price and quantity over

these ranges yields a useful approximation (see
arc elast ic ity ).

As the law of demand indicates that price

and quantity demanded are inversely related, the

value of ep should always be negative. Since the

negative sign adds no information about the size

of the reaction, by convention it is typically

dropped. Three levels of responsiveness are ob

servable.When thepercentage change inquantity

demanded exceeds the percentage change in

price, the absolute value of ep has a value greater

than 1 and demand is said to be elastic with

respect to price. When jepj < 1, a small percent

age change in quantity has occurred, which is the

case of inelastic demand, while the situation

where the percentage change in price and quan

tity exactly offset each other, jepj ¼ 1, is identi

fied as unit elastic demand.

The degree of consumer sensitivity to a price

change is influenced by several factors. Perhaps

most apparent is that the greater the extent to

which a product is perceived as being a necessity,

the more inelastic its demand tends to be with

respect to price. A rise in the price of a product

will induce only a small reduction in sales if

consumers feel that the good is truly needed.

In addition, switching to alternative products

is common when one product’s price is changed.

Demand for a product thus tends to become

more elastic where the number and closeness of

available subst itutes rise, as this substitution

of products more readily and easily occurs.

Nelson (1974) in his study of adverti s ing

cautions that elasticity actually depends on the

number of alternatives of which the consumer is

aware. Managers need to consider this and the
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appropriate market boundaries (see market

def in it ion ) in determining their business

strategy. In perfect compet it ion , where

large numbers of rivals produce identical prod

ucts, demand for any one firm’s product is per

fectly elastic and all firms become price takers.

Where a strategy of product differenti

at ion is possible, it can be used to create a

more inelastic demand for a product. One well

known example is that of 7UP being marketed as

the ‘‘UNCOLA’’ in an effort to distinguish itself

from its rivals.

Similarly, a product requiring a greater por

tion of the consumer’s budget will tend to have a

more elastic demand as a result of the stronger

income effect from a price change. A small

percentage decline in price may result in a large

increase in sales of high expense items such as

automobiles or major household appliances due

to the significant overall savings felt by con

sumers. This increase in sales is reinforced by

the fact that the rewards from search are higher

when the good in question takes up a significant

percentage of consumer income (see search

costs ). Finally, demand tends to become

more elastic over longer time periods. This

results from the fact that, typically, a wider

array of substitutes becomes available over

time. Also, a consumer simply has more time to

react to the price change.

Price elasticity of demand is central to a firm’s

sales revenues. Since a firm’s total revenue

is dependent on the product’s price and the

number of units sold, the impact of a price

change on revenues depends singularly on the

product’s elasticity of demand. As the law of

demand requires that price and quantity

demanded move in opposite directions, a change

in price creates two opposing forces on

revenues. For example, a lower price brings in

additional revenue from the additional units now

being sold, but at the same time brings in less

revenue on the units which would have been

sold at the previous price. The elasticity of

demand indicates which force is stronger. A

price cut in the face of an elastic demand for

the product will increase the total receipts from

its sales because of the large and more than

offsetting rise in unit sales. Similarly, a price

rise where demand is elastic will reduce total

revenues.

Price elasticity of demand also plays a vital

role in determining optimal prices. For prof it

max imizat ion , a firm should produce until

the marginal revenue (MR) equals the

marginal cost (MC). For linear demand

curves it can be shown that marginal revenue is

related to price (P) and elasticity by the equation

MR ¼ P � [1þ (1=ep)]

As such, if a firm maximizes profits, marginal

revenue in the equation above equals marginal

cost, and this relation can be used to show that

the best price to charge is dependent on both

elasticity and cost. Maurice and Thomas (2002)

show that using a cost plus markup pr ic ing

strategy having the general form of

P ¼MC� (1þmarkup)

can yield, under certain circumstances,

P ¼MCþ [� 1=(ep þ 1)]� MC

in which the profit maximizing markup of price

is a percentage of cost and is inversely related to

the product’s demand elasticity. That is, the

more elastic is the demand for the product, the

lower will be its profit maximizing markup

price.

See also Lerner index; market power
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entry

Robert E. McAuliffe

Entry occurs when new firms engage in the

production of specific goods or services in an

industry and represents an important feature of

competition in market economies. New firms
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may enter an industry either aswholly new enter

prises or as extensions of existing firms from

other markets. Entry is the crucial mechanism

which disciplines existing firms within an indus

try. In the extreme case where there is a perfectly

contestable market, even a monopolist cannot

earn economic profits or incur excessive costs

because it will be subjected to hit and run entry

that will force the market price down until it

equals average cost (Baumol, Panzar, and Willig,

1982; see contestable markets ; eco

nomic prof it ). However, potential entrants

may be prevented from entering the industry

when there are sunk costs or other bar

r iers to entry . Weitzman (1983) argued

that within short periods of time some costs are

always sunk, and this has led some to question

how much discipline can be imposed on estab

lished firms by potential entry (see also Shep

herd, 1984). Barriers to entry may prevent or

reduce entry into a market even when economic

profits exist. The sources of barriers to entry

may also interact and have significant joint

effects in deterring entrants, although individu

ally each source may not be substantial (see, e.g.,

Geroski, Gilbert, and Jacquemin, 1990).

Economic theory predicts entry should occur

in response to expected economic profits in a

given market which are determined by the en

trant’s costs, the expected response of existing

firms to the entrant, and the post entry price and

market share the entrant expects. Porter (1980)

discusses several considerations regarding the

entry decision, including the anticipated reac

tion of established firms to the entrant. Among

other issues he mentions several factors that

increase the likelihood that existing firms will

retaliate, such as slow industry growth, high

f ixed costs , high industry concentration,

and products which are not differentiated (see
product different iat ion ). When indus

try concentration is high or when industry sales

are slow, an entrant is more likely to take sales

from existing firms and trigger a response. High

fixed costs and products which are not differen

tiated raise the probability of a price war because

all firms have greater incentives to cut prices.

With high fixed costs any sale will make some
contribution to overhead, so firms are motivated

to reduce their price to make an additional sale,

whereas products which are not differentiated

have many subst itutes and consumers are

more likely to make purchases based on price.

Entry into an industry may also be motivated

by anticipated market growth and technological

change in addition to expected economic profits.

New products introduced by innovative firms

are part of the dynamic process of compet i

t ion that Schumpeter (1975) called the ‘‘gale of

creative destruction.’’ Important as it is, the

analysis of entry rates is complicated by the fact

that existing firms may pursue strategies such as

l imit pr ic ing to prevent or reduce the rate of

entry. In their survey, Geroski et al. (1990)

examined the empirical literature on entry in

terms of how quickly it responded to industry

profits and how rapidly it reduced those profits.

They found that entry rates were low, suggesting

high barriers to entry, and that even when entry

was rapid, industry profits remained high. As

they observed, conclusions regarding the rela

tionship between entry and profits are subject to

several qualifications. One problem is that ac

counting profits do not necessarily reflect eco

nomic profits, even when the two are highly

correlated (Fisher andMcGowan, 1983; see acc

ounting prof it ). Another point they raise

is that the threat of entry may force existing

firms to eliminate X inefficiency and reduce

costs in production (see x eff ic iency ). If

existing firms reacted this way, then industry

profits could remain constant despite the fact

that entry had significant effects on firm behav

ior.

In a careful study of entry and ex it in US

manufacturing over the period from 1963 to

1982, Dunne, Roberts, and Samuelson (1988)

distinguished three types of entry. Entry into

an industry could result from a new entrant

constructing a new plant, a diversifying firm

from another industry constructing a new

plant, or an existing firm changing its product

mix. They found that, on average, 38.6 percent

of firms in operation in each industry had not

produced in that industry in the previous

census. Furthermore, new entrants with new

plants tended to be small relative to the size of

existing firms and accounted for a significant

portion of the number of entrants into an indus

try, but their average market share was small.

Diversifying firms tended to be larger and were

more likely to survive. While single plant firms
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accounted for 93.4 percent of the total number of

firms in each year, their share of the value of

production was only 17.1 percent. On average,

most of the value of industry production was

produced by multiplant firms. One interesting

discovery by Dunne et al. was that industries

with high rates of entry also tended to have

high rates of exit. The correlation between the

rate of entry into an industry and exit from the

industry was very high in terms of both the

numbers of entrants and exiters and their market

share. In addition, the differences in entry and

exit patterns between industries persisted over

time, which suggests that industry specific

factors affect both entry and exit.
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equilibrium

Robert E. McAuliffe

The concept of equilibrium is fundamental to

economic analysis. As with physical systems, an

economic system is in equilibrium when it is at

rest and exhibits no tendency to change until the

underlying market conditions change. Markets

are said to be in equilibrium when the quantity

supplied equals the quantity demanded and this

determines the equilibrium price and quantity in

the market. Once equilibrium is achieved in a

market, consumers are able to purchase the

amount they wish to buy at the equilibrium

price and firms are able to sell the amount they

wish to sell. Since both consumers and firms are

able to do what they wish, given the actions of

others in the market, they have no reason to

change their behavior and so the equilibrium is

maintained until cost or demand conditions

change. Given this, Hayek (1948: 42) suggested

that the concept of equilibrium should be

extended to require that the plans of economic

agents are fulfilled given the behavior of others

in the market. High (1990) elaborated Hayek’s

definition and argued that equilibrium occurs

when the various plans made by economic agents

are mutually compatible (perhaps even inter

temporally).

Closely related to the concept of equilibrium

is the stability of equilibrium. A stable equilib

rium is one to which the economic system will

return if, for any reason, it is slightly disturbed

from that equilibrium. Fisher (1983) argued that

the conclusions reached with equilibrium analy

sis are only reliable to the extent that it can be

shown that markets converge to new, stable

equilibrium positions reasonably quickly. How

ever, if consumers and firms trade out of equi

librium, convergence to the equilibrium price

may not be achieved. He showed that, with

some significant restrictions, markets could con

verge to equilibrium over time when agents

trade out of equilibrium.

Another closely related issue is the uniqueness

of equilibrium. If demand equals supply at one

price and quantity combination, it may be pos

sible for the same supply and demand curves

to have other equilibria with no changes under

lying demand or supply. Although a non unique

equilibrium is always a possibility, most supply

and demand curves estimated in practice are

linear or log linear and this rules out the option

of multiple equilibria.

Critics of equilibrium analysis in economics

have argued that there is no convincing theory

describing how markets could achieve equilib

rium and that markets may never reach it (see

Nelson and Winter, 1982; Blaug, 1992; Haus

man, 1992). But as High has noted, even if

markets never reach equilibrium, it still remains
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a useful theoretical concept to predict how

markets might respond to specific changes. For

example, an increase in demand will cause a

complex series of adjustments in the market

which are not well understood. By focusing on

the new equilibrium, economists abstract from

the dynamic process of market adjustment al

together to determine where the market process

may lead if there are no other changes. High

also argues that even if markets do not reach

equilibrium, that does not mean that there are

no equilibrating forces in the market.

As an alternative to equilibrium analysis,

Nelson and Winter (1982) recommend evolu

tionary modeling where agents in a market

develop strategies, react to their environment,

learn, and adapt over time. They argue that

firms and consumers do not necessarily maxi

mize in new and unfamiliar situations because

they have not learned how best to operate in a

new environment. Lesourne (1992) developed

several simple models where agents learn and

adapt to the market environment, and he found

that in many cases when agents had imperfect

information or there were transact ions

costs , convergence to ‘‘the’’ market equilib

rium of neoclassical theory did not occur. He

found that markets could reach stable equilibria

which were not necessarily optimal and the path

taken to reach equilibrium could affect the equi

librium ultimately attained. In this respect the

problems of convergence to equilibrium identi

fied by Lesourne were alluded to in Fisher’s

(1983) discussion of the behavior of markets in

disequilibrium.

Although evolutionary modeling offers an

appealing alternative to equilibrium analysis, it

also creates additional problems. As Blaug

(1992) observes, if the assumption of rational,

maximizing agents is abandoned, how can in

complete information and incorrect expectations

be modeled? Since firms and consumers can

have an infinite variety of incorrect expectations,

a Pandora’s box of possibilities is opened once

the assumption of maximizing behavior in equi

librium is sacrificed.

Several equilibrium concepts which fre

quently appear in economic applications are dis

cussed below.

1 Static vs. Dynamic Equilibrium

A static equilibrium is one which occurs at a

single point in time, such as the equality between

the quantity supplied and demanded for a good.

A dynamic equilibrium is one which occurs over

time, such as a predicted increase in the price of a

product. If the price increase is correctly antici

pated by agents in the market, then no one is

surprised as the price increases each period and

the market is in a dynamic, though possibly

changing, equilibrium from one period to the

next.

2 Short Run vs. Long Run

Equilibrium

An industry is in short run equilibrium when

short run supply (holding the number of firms in

the industry fixed) equals demand. In the short

run the number of firms is fixed, so there may be

economic profits or losses during this period (see
economic prof it ). However, in the long run

firms may enter or exit the industry, so long run

equilibrium occurs when there is no net entry

into or exit from the industry. For a perfectly

competitive industry, the entry and exit of firms

will cause economic profits to be zero in the long

run (see contestable markets ; entry ;

ex it ; perfect competit ion ).

3 Nash Equilibrium

Frequently employed in game theory , a

Nash equilibrium is one where no agent wants

to change his or her behavior given the behavior

of others in the market. For firms in an oli

gopoly , a Nash equilibrium in strategy occurs

when no firms want to change their strategies

(advert i s ing policy, pricing, output, research

and development, etc.) given the strategies of the

other firms in the industry.

See also Cournot competition; strategic behavior
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error terms in regression

Robert E. McAuliffe

The estimated coefficients from a l inear re

gress ion will be the best linear unbiased esti

mators (BLUE) when the error terms in the

regression have the properties described below.

To illustrate, suppose a manager wanted to esti

mate the relationship between unit sales of a

product, Yi, and advertising, Xi. The regression

relationship is assumed to be linear and is writ

ten as

Yi ¼ b0 þ b1 �Xi þ ni (1)

where the Yi are observations on the dependent
variable,Xi are observations on the independent or
explanatory variable, and the ni are the error

terms. The coefficients b0 and b1 are to be esti

mated and will show how much effect adver

t i s ing has on sales. If the coefficient for b1 is

not significantly different from zero, then adver

tising has no effect on this firm’s sales. Additional

explanatory variables could easily be added, but

to simplify the discussion we will assume only

one explanatory variable to explain sales below.

The disturbances in the regression ni are

added to reflect three possible sources of ran

domness. First is the likely random nature of the

relationship between advertising and sales (i.e.,

the link between these two variables will not be

perfect), and so a perfect fit between advertising

and sales is unlikely. Second, the effects of other

explanatory variables which are missing from the

regression are reflected in the error terms.

Finally, there may be measurement errors in

the observations on the dependent variable

which the error term will capture (see Maddala,

2001; Greene, 2002).

For linear regression estimates of the coeffi

cients in (1) above to be BLUE, the error terms

must satisfy the following assumptions:

1 The errors must have zero mean, so their

expected value is zero: E(ni) ¼ 0.

2 The errors must have a constant var iance :

var(ni) ¼ s2.

3 There is no autocorrelat ion in the

errorterms.Thismeansthatsuccessiveobser

vations of ni are not correlated with each

other, so cov(ni, nj) ¼ 0 for all i 6¼ j.
4 The error terms are independent of all of the

explanatory variables. That is, the covar

iance between the explanatory variables and

the errors is zero: cov(ni, Xj) ¼ 0 for all i and

all j. Violation of this assumption will cause

the linear regression estimates to be biased.

5 The error terms are independently and nor

mally distributed. Thus, ni � IN(0, s2).

When the error terms in a linear regression sat

isfy these assumptions, then the least squares

estimators will be unbiased and efficient in the

class of all linear unbiased estimators. Further

more, with assumption 5 statistical hypothesis

tests regarding the estimated coefficients can be

performed using F tests and t stat i st ic tests

in small samples (see Maddala, 2001; Greene,

2002). If the error terms fail to satisfy these

assumptions, it may be possible to correct the

problem. For example, most regression software

allows users to correct for first order serial cor

relation in the errors and offers procedures to

correct for heteroskedast ic ity (the failure

of assumption 2).

See also multicollinearity
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estimating demand

Robert E. McAuliffe

When prices and output in a market reflect the

forces of both supply and demand, estimates of

the demand (or supply) curve by l inear re

gress ion will be biased (see s imultaneous

equat ions b ias ). This bias occurs because in

a simultaneous equations system, the regressors

will be correlated with the error term (see error

terms in regress ion ). For example, con

sider the system of market supply and demand

equations below:

Q d
t ¼ a1 þ a2P þ a3I þ edt (1)

Q s
t ¼ b1 þ b2P þ b3C þ est (2)

Q d
t ¼ Q s

t (3)

where Q is the quantity supplied or demanded, P
is the price of the product, I is the consumers’

real income (which is an exogenous variable in

this model), C is the resource cost of production

(also exogenous), and the eit are random disturb

ances to demand and supply. Equations (1)–(3)

are referred to as structural equations which re

flect specific features of the market. These equa

tions are mutually dependent, so random

variations in demand or supply will cause

random variations in price. But if demand is

randomly high (or low) in a given period, the

price will be higher (lower) in that period as well,

and this means there is a correlation between one

of the right hand side variables in the regression

(price) and the error term which biases linear

regression estimates. The same problem occurs

with estimates of the supply curve or with esti

mates of any simultaneous relationship where

variables on the right hand side of the regres

sion are not exogenous. There are several

methods for obtaining consistent, unbiased esti

mates of simultaneous equations.

Indirect Least Squares

One method of estimating demand or supply in a

system of equations such as (1)–(3) is to estimate

the reduced form parameters – those parameters

derived from the structural equations where the

dependent variables are expressed in terms of

the exogenous variables only. For the three

equation system above, price and quantity can

be expressed solely in terms of the exogenous

variables:

Q ¼ p1 þ p2I þ p3C þ Z1 (4)

P ¼ p4 þ p5I þ p6C þ Z2 (5)

where the pi are the reduced form parameters

and the Zi are error terms. Since the right hand

side variables in equations (4) and (5) are exog

enous, a linear regression can be used to esti

mate the pi coefficients. If the equations in the

system are exactly identified, there is a unique

relationship between each of the structural coef

ficients (the as and bs) and the reduced form

parameters (the pis) which enables the re

searcher to solve for the structural parameters

(see ident if icat ion problem ). When an

equation is over identified, there may be more

than one reduced form estimate for some of the

structural coefficients. Thus the parameters of

the structural equations are estimated ‘‘indir

ectly’’ from the estimates of the reduced form

parameters.

For example, in the system (1)–(3) above,

solving for Q and P as functions of the exogenous

variables only, we have:

Q ¼ a1b2 � a2b1

b2 � a2

þ a3b2

b2 � a2

� I � a2b3

b2 � a2

�

C þ error term

(6)

P ¼ a1 � b1

b2 � a2

þ a3

b2 � a2

� I � b3

b2 � a2

�

C þ error term

(7)

which means that:

p1 ¼
a1b2 � a2b1

b2 � a2

,

p2 ¼
a3b2

b2 � a2

,

p3 ¼
a2b3

b2 � a2

,

(8)

and so on.We can solve for the structural param

eters using the reduced form estimates by

matching the terms in (6) and (7) with those in

(4) and (5). Thus the ‘‘indirect’’ estimates are:
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âa1 ¼ p̂p1 � âa2p̂p4 and âa2 ¼
p̂p3

p̂p6

, etc:

The indirect least squares method is not widely

employed in research but it is useful in demon

strating the identification problem (for add

itional information see Maddala, 2001; Greene,

2002).

Instrumental Variables and Two-
Stage Least Squares

The instrumental variables method and two

stage least squares are ‘‘limited information’’

estimation techniques and are more frequently

employed to avoid simultaneous equations bias.

They are called limited information methods

because each equation in the system is estimated

separately. Full information methods estimate

the entire system of equations and allow inter

action between the equations but are beyond the

scope of this entry.

Since the problem in estimating demand or

supply is the correlation between one of the

regressors (price) and the error term, one solu

tion is to replace the endogenous variable (price)

with a substitute variable which is highly correl

ated with it but is not correlated with the error

term. The demand or supply equations are then

estimated using the substitute variable. This is

the essence of the instrumental variables and

two stage least squares techniques.

Given the system of equations (1)–(3), the

income and resource cost variables, I and C,

are exogenous (uncorrelated with the error

term) and should be highly correlated with

price because the market price will change

whenever these variables change. So I and C
are both candidates to serve as instruments.

Thus to construct a substitute variable for price

in the demand curve, the researcher should re

gress price on the exogenous variable, C. The

resulting fitted values for price, P̂P, from that

regression will then replace price in the original

demand curve. These fitted values will be highly

correlated with the original price variable but

they will also be uncorrelated with the error

term in the demand equation by construction.

A similar procedure can be used to estimate the

supply curve, equation (2) above, using income

as the instrument. The demand or supply curve

can then be estimated by regressing quantity on

the fitted price variable and the exogenous vari

ables. Thus the researcher estimates:

Q d
t ¼ a1 þ a2P̂P þ a3I þ edt (9)

Q s
t ¼ b1 þ b2P̂P þ b3C þ est (10)

Although this regression with fitted values is not

the same as the original structural model (1) and

(2), the structural parameters will be consistently

estimated in large samples using this technique.

By contrast, estimates from a linear regression

will be biased no matter how large the sample

(see Greene, 2002). A number of variables could

be used as instruments when an equation is over

identified and the instrumental variable method

offers little guidance in such cases.

The two stage least squares technique also

uses instrumental variables for exactly and

over identified equations. However, with two

stage least squares all of the exogenous and pre

determined variables in the model are used as

instruments in the first stage of the regression.

The structural parameters are then estimated in

the second stage regression. This procedure is

available in most statistical and econometric

software programs and weights each instrument

optimally. This can be important when estimat

ing over identified equations where several in

strumental variables could be used.

Two studies which employed the instrumen

tal variables and two stage least squares methods

to estimate the demand for cigarettes in the US

were Bishop and Yoo (1985) and McAuliffe

(1988). In contrast with previous studies which

used biased linear regression methods, these

authors found that the demand for cigarettes

was inelastic with respect to price (see elast i

c ity ) and that the 1964 Surgeon General’s

report on the negative health effects from

smoking significantly lowered the demand for

cigarettes. However, the 1971 ban on broadcast

advertising of cigarettes on radio and television

in the US had no independent statistical effect.
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EU competition policy, 2004

Gilbert Becker

European Union (EU) policy regarding com

pet it ion holds as a primary objective the pro

motion of the economic integration of the

region. The law in some respects parallels US

antitrust law in that it prohibits artificial restric

tions on competition and proscribes abuses of

market power . It also tends to promote the

goals of fairness and the protection of consumer

interests with respect to prices and choice.

These latter objectives, and that of sustaining

small and medium sized firms as an end in and

of itself, appear to be more prominent goals than

in the US.

Unlike the US, which has had its antitrust

laws in place for nearly all of the last century,

antitrust law is relatively new for much of the

rest of the world. Palim (1998) finds that of the

70 countries having such laws in place by 1996,

nearly 80 percent originated after 1980. While

antitrust law applying to the EU and its prede

cessors dates back to the 1957 Treaty of Rome,

over half of the original 15 members (e.g., Italy,

Ireland, Sweden) only established their own na

tional laws after 1989. Moreover, these laws

remain in a state of flux as modernization of

national laws (e.g., the UK’s 1998 Competition

Act) continues, often in an effort to conform to

EU law. Finally, the EU is currently meeting in

a constitutional convention, and with the acces

sion of ten new member states in 2004, is con

tinuing a process of revisions of the region’s

current antitrust policy. (Some revisions are

complete and will be examined below; see EU

merger guidel ines , 2004; EU merger

policy , 2004.)

Recent EU policy on competition and its

regulation stems from Articles 81 and 82 of the

1999 Amsterdam Treaty. Article 81 makes ‘‘pro

hibited as incompatible with the common

market’’ agreements which ‘‘may affect trade

between the member states’’ and which have

the effect of ‘‘prevention, restriction or distor

tion of competition’’ (see European Commu

nities, 1997, for a complete statement on these

laws and their implementation). Several specific

business practices are identified, including

agreements which:

1 fix prices or other trading conditions;

2 limit production, investment, or research

and development;

3 share markets; or

4 place trading partners at a competitive dis

advantage by discriminating in conditions on

otherwise equivalent transactions.

This law parallels Section 1 of the US Sher

man Act , which proscribes combinations ‘‘in

restraint of trade,’’ as both are designed to limit

certain anticompetitive forms of collus ion

among would be rivals. One important distinc

tion is that the EU law, unlike its US counter

part, allows the antitrust authorities to exempt

some agreements. The conditions necessary for

an exemption require that the agreement:

1 promotes technical eff ic i ency in the

production or distribution of the good, and

allows consumers a fair share of the benefits;

2 contains only restrictions which are indis

pensable to achieving the goal; and

3 does not allow the possibility of eliminating a

substantial part of the competition.

Thus, for example, while market sharing is ille

gal per se in the US, there may be circumstances

(e.g., among only a few, small firms) wherein

this activity may be allowed in the EU.

Article 82 outlaws ‘‘abuse by one or more

undertakings of a dominant position’’ which

affects trade between EU member states. This

law parallels (somewhat less closely) Section 2 of

the Sherman Act, which proscribes any ‘‘at

tempt to monopolize’’ a market (see monop

oly ). The law does not specify a minimum

market share necessary for dominance, but

Horspool and Korah (1992) and others cite

cases where a share of 40 to 45 percent, com

bined with a lack of close rivals, has been identi

fied by the courts as meeting the test. Moreover,

the courts have indicated that the ability to act
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independently from one’s rivals (e.g., with re

spect to pricing) provides sufficient evidence of

dominance.

The law does identify some specific forms of

conduct which constitute ‘‘abuse.’’ The first

cited is ‘‘unfair purchase or selling prices or

other unfair trading conditions.’’ This may in

clude prices seen as excessively high to con

sumers, or low prices which are seen as

predatory to rivals. Second, limiting production

or restricting product development is seen as

abusive to consumer interests. A third case of

abuse occurs when a dominant firm creates a

competitive disadvantage for some trading part

ners (e.g., suppliers) by discriminating (on price

or other conditions) on the purchase or distribu

tion of its products.

Overall the standards for dominance are

stricter than in the US, where a minimum

market share threshold closer to 65 percent has

been established by the courts. In addition, the

abusive anticompetitive conduct requirements

are broader as well. Niels and ten Kate (2000),

in a survey of several nations, argue that there is

a convergence of standards concerning preda

tory pric ing among authorities in North

America, who in general are suspect of its wide

spread feasibility. As such, the legal requirement

for finding predation in the US and Canada

includes finding that high barr iers to

entry and other market structure pre

conditions are in place. In addition US courts

typically require evidence of prices being set by

the predator below its own variable costs. In

contrast, Niels and ten Kate maintain that EU

courts find aggressive price cutting in the face of

new entry may be abusive even if prices

remain above costs, if the pricing creates a cred

ible threat (see cred ible strateg ies ) in the

eyes of potential rivals and thus reduces the level

of competition in the future.

Articles 81 and 82 of the Treaty apply to

competition that substantially crosses the na

tional borders of EU members. Authority for

writing and modifying this law lies primarily

with the European Council of Ministers. While

competition that primarily impacts a single

nation has often been governed by that nation’s

laws, EU members have made a concerted effort

to modify national laws which are inconsistent

with those of the Union. Moreover, prior to

2004, the European Commission, which is the

regulatory arm of the EU, has maintained the

exclusive authority to grant exemptions to the

law.

In Council Regulation (EC) No. 1/2003, the

Council ofMinisters adoptednewrules on imple

menting Articles 81 and 82, which went into

effect in May 2004 (see European Economic

Community Council, 2003, for details). Regula

tion 1/2003 requires close cooperation between

the member states and the Commission. In add

ition to retaining the authority to end an in

fringement of Articles 81 and 82, individual

states may now also grant exemptions to Article

81. This offers national competition authorities

and their courts greater powers to examine anti

trust violations. It also removes an increasing

burden of the European Commission – to exam

ine and comment on national proceedings in

volving possible exemptions – and frees its

resources to focus on international violations

and merger control. This additional empower

ment for member states is tempered by the req

uirement that they (1) are required to inform the

Commission immediately after beginning an in

vestigation, (2) are relieved of their authority if

the Commission begins its own proceedings, and

(3) are not allowed to take decisions which are

counter to those already adopted by the Com

mission.

Regulation 17, adopted in 1962, has provided

the Commission with strong powers to enforce

EU law by investigating potential violations.

Managers should be aware that surprise inspec

tions of a firm’s financial and legal documents

can be made at the discretion of the head of the

Commission. These powers are extraordinary

relative to US and many other nations’ antitrust

authorities, who would be required to demon

strate to a judge that there was probable cause of

a crime being committed prior to receiving a

search warrant from the court. In addition, em

ployees who are questioned do not immediately

have the right to an attorney under current EU

law. Regulation 1/2003, which replaces Regula

tion 17, has strengthened the Commission’s

powers in that inspections will be allowed at

the homes of company directors, management,

or staff if a reasonable suspicion exists that rele

vant records may be found there. In addition,

management or staff may be interrogated by
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investigators, and fines of up to 1 percent of the

firm’s annual total revenue may be im

posed for intentionally supplying incorrect or

misleading information.

The Commission also prosecutes cases. It may

issue remedies such as cease and desist orders. It

may impose fines which can reach up to 10

percent of a firm’s worldwide annual total rev

enue for severe and lengthy violations of Articles

81 and 82. Moreover, Regulation 1/2003 allows

for any structural or behavioral remedies neces

sary to effectively end the violation. Here, the

imposition of structural relief is limited to cases

where there are no equally effective behavioral

remedies (see structure conduct per

formance paradigm ). Finally, the Com

mission may impose daily penalties of up to 5

percent of the average daily revenues of a firm in

order to compel the firm to end an infringement,

comply with a binding decision, or submit to an

inspection.

Much like the US Federal Trade Commis

sion, which maintains an internal quasi judicial

system whose decisions can be appealed to US

federal courts, final EC decisions may be

appealed to the European Court of First Ins

tance. Individuals or firms seeking damages

from antitrust violations can also bring private

actions, although these suits must be brought in

the individual’s national court.

In a case which parallels one recently held in

the US, the European Commission is investigat

ing the Microsoft Corporation for possible anti

trust violations. While the case has been settled

in the US (see Mi crosoft antitrust case ),

and several remedies have been imposed (see
Mi crosoft ant itrust case : remedies ),

the EU continues to examine the firm’s ty ing

of its operating system to its browser and audio

visual software. In addition the Commission is

concerned with Microsoft’s possible abuse of

dominant position through its conduct regarding

software for large institutional network servers,

and by its ongoing unwillingness to release pro

gramming information which is vital to software

rivals who wish to provide new programs that are

compatible with Microsoft’s operating system. If

these activities are found by the Commission to

constitute violations of Article 82, then add

itional remedies beyond those of the US Depart

ment of Justice may be imposed. Preliminary

indications are that the Commission may be

willing to allow industry suppliers and con

sumers, in conjunction with Microsoft, to find

amenable remedies, rather than to impose one

itself. Kanter (2004) reports that the Commis

sion is considering allowing PC manufacturers

to choose what music media to install on

Windows, rather than requiring that Microsoft

sell an unbundled version of Windows (see
bundling ). The Commission’s decision and

proposed remedies, likely to be handed down

in 2004, will further clarify the extent to which

EU and US antitrust policy differs.

UK Antitrust Policy

The 1998 Competition Act substantially rewrote

the law on competition within Great Britain,

closely aligning UK law with that of the EU.

As such it can be used to further illustrate some

of the features of EU policy and also some dif

ferences which remain in member states’ na

tional policies. Chapters 1 and 2 of the new UK

law are replicas of Articles 81 and 82 of EU

policy. Utton (2000), in his analysis of this new

law, cites several important features which con

stitute changes to earlier UK policy. First, there

is a significant increase in the investigative and

enforcement powers of the Director General of

Fair Trading (DGFT), whose office evaluates

competition and issues guidelines and exemp

tions to the law. The new law calls for the

DGFT to prosecute cases, and also provides,

for the first time, that fines of up to 10 percent

of the firm’s UK turnover may be levied for

violations. Parallel to EU law, the DGFT may

enter firms and examine their documents, but

the UK law also allows for up to two years of jail

time for obstruction of an investigation.

In addition, under UK guidelines market

share is seen as important, but alone not deter

minative, of market dominance by a firm.

A market share of 40 percent or greater, when

coupled with other market structure factors,

and the ability to behave independently of its

rivals, are the principal indicators of dominance

by a firm. A market share of less than 25 percent

is generally seen as a ‘‘safe harbor’’ from pros

ecution. This analysis, once again, closely con

forms to that followed under EU law.

Interestingly, the DGFT guidelines appear to

step ahead of the EU in their use of the more
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theoretical approach to delineate market bound

aries. The UK guidelines use the hypothetical

monopolist or SSNIP approach (see market

def in it ion ), paralleling US policy (see
merger guidel ines , 1992–7). While the

European Commission announced the accept

ance of this approach in 1997, Camesasca and

Van den Bergh (2002) report that its use by the

Commission and the EU courts has been lag

ging, as more traditional qualitative and quanti

tative measures continue to be the primary

method used.

The EU and UK laws also converge in that

they both focus on the need for consumers to

benefit from any cooperative agreement among

rivals which is to be exempted, and in their

recognition of efficiencies as a possible defense

for such agreements (see eff ic i ency ). In add

ition, both laws maintain a consistent focus

on excessive prices and price discrimination

constituting evidence of abuse of power. Finally,

the UK is currently examining the exclusions

and exemptions to its law, in an effort to more

closely conform to the recent EU regulatory

changes.

Under the new UK law, the Mergers and

Monopolies Commission, in place since 1973,

is replaced with the Competition Commission.

Earlier law required mergers to be evaluated on

the basis of their impact on the ‘‘public interest,’’

which required examining several costs and

benefits of the merger. The new law, as does

the old, allows for efficiency considerations in

defense of a proposed merger. In an examination

of earlier merger cases, Weir (1993) found that

the Commission was largely skeptical of the effi

ciency claim, and that few cases were decided

favorably strictly on that basis. The EU law

concerning mergers has been significantly re

written for 2004. In addition, a newly adopted

set of merger guidelines for business has been

established. Each includes several factors, in

cluding efficiency, which are to be considered

in evaluating a merger. As UK and EU policy

here is relatively new, the various positions that

the authorities and their courts will ultimately

take is yet to be fully determined.

See also antitrust policy (US); capitalism;
EU merger guidelines, 2004; EU merger policy,
2004
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EU merger guidelines, 2004

Gilbert Becker

In May of 2004, the European Union (EU)

adopted new law, Regulation No. 139, for the

control of mergers in the European Community

(see EU merger pol icy , 2004). The Euro

pean Commission (EC) concurrently issued a

set of guidelines in order to provide transparency

and clarity to the business community as to the

nature of the regulatory changes being made and
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the process by which horizontal mergers will be

examined in the future. The guidelines outline

the potential economic problems and benefits

arising from horizontal mergers in general, and

detail the means by which the competitive con

sequences of a merger are to be measured and

weighed (see EC Notice, 2004, for details).

Regulation 139 concerns ‘‘concentrations bet

ween undertakings’’ and also applies to vertical

and conglomerate mergers as well as joint ven

tures among firms. Guidelines for these areas are

forthcoming.

For several reasons the merger guidelines are

particularly important to business executives in

the EU. First, the EU decision making process

is administrative rather than judicial. The EC

evaluates proposed mergers and may by its own

order block a merger without initial judicial app

roval from the European courts, if it considers

the proposed merger to have significant antic

ompetitive effects. Under US law (see Clay

ton Act ; merger guidel ines , 1992–7) the

antitrust authorities may evaluate a proposed

merger, but must seek judicial action to have a

merger stopped. Although in practical terms the

US government’s threat to challenge a merger

may effectively thwart many mergers, the

strength of the EC’s authority further enhances

the need for management’s awareness of the

Commission’s method of applying the EU

merger control regulation. Second, the guide

lines indirectly offer insight as to possible defen

ses which may be put forward in order to

promote questionable mergers. Finally, for

mergers involving significant commercial activ

ity on both continents, US and EU authorities

have agreed to a simultaneous review process,

but each has retained its authority to evaluate a

merger according to its own rules and economic

philosophy.

The EU guidelines recognize that Regulation

139 maintains a focus on whether or not a merger

would be likely to significantly impede effective

compet it ion (SIEC), especially through the

creation or strengthening of a dominant pos

ition. The guidelines further recognize the goal

of maintaining effective competition in markets

in order to bring benefits to consumers, includ

ing low prices, high quality, a variety of choices

of goods, and innovation. As such the review

process involves two important steps:

1 defining the relevant market of the merging

firms (see market def in it ion ) and the

structure of the market (see market

structure ); and

2 assessing the merger’s impact on competi

tion in the market.

An earlier notice issued by the EC (see EC

Notice, 1997) explains that the Commission’s

method for defining the relevant economic

market includes delineating a relevant product

market and relevant geographic market

and involves ‘‘identifying the effective alterna

tive sources of supply for customers.’’ The EC

definition of a market rests primarily on demand

substitutability, as a firm’s ability to influence

price is seen as being constrained most directly

by consumers’ ability to readily switch to alter

native subst itutes . Supply side substitut

ability, especially when rivals would be

required to significantly adjust their assets, and

the potential entry of new firms, are considered

by EU regulators at a later stage of the merger

review.

The EC considers a variety of evidence in its

efforts to define a market. The Commission

considers similarity in products’ characteristics

and in the intended use of the goods as evidence

of their substitutability, but relies more heavily

on its own surveys of customers and their views

of the market’s boundaries. Empirical examin

ations showing a similarity of prices and a cor

relation of price movements of rival products, as

well as measures of significant cross elasticity of

demand (see cross elast ic it i e s ), also pro

vide evidence that goods are in the same market.

With respect to finding the geographic market

boundary, the Commission examines evidence

of the importance of national or local preferences

and the records of past shipments of products

across regions, among other factors.

The Commission’s use of many sources of

evidence is consistent with the practices of both

the US and EU judiciary. In addition, both US

and EU antitrust authorities recognize the im

portance of a relatively new approach in which

a hypothetical monopolist offers a small but

significant nontransitory increase in prices

(SSNIP) and the market’s boundaries are deter

mined by the reactions of buyers and sellers (see

the entry on market definition for a full explan
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ation). In defining a market, US and EU prac

tices diverge in that US regulators focus more

attention on supply side substitutability of

goods, and rival firms’ reactions to a SSNIP.

The methods contrast further in that the EU

approach, especially in phase 1 of an investiga

tion, seeks to discover whether a reasonable, yet

perhaps overly narrow, definition of the relevant

market yields no competitive concerns, thereby

ending the inquiry within the new regulation’s

limited time frame. The more open ended time

frame of the US process encourages a more

thorough yet time consuming initial analysis,

in an effort to ‘‘get the definition right’’ in the

first place.

The remaining elements of the new EU

guidelines largely converge with their US coun

terpart. Paralleling the US approach, market

concentration is examined using the Herf in

dahl Hi r schman index (HHI), and three

levels of concentration are defined. Markets with

a post merger HHI measure of less than 1,000

are unlikely to be challenged, as are those where

the post merger HHI falls between 1,000 and

2,000, and the change in HHI is less than 250.

Markets where the post merger HHI exceeds

2,000 are also unlikely to raise EC concerns if

the rise in HHI is less than 150. These standards

are slightly more lenient than those in the US,

but the EU guidelines are careful to note the

HHI levels are only initial indicators, and are

not presumptive evidence of the presence or

absence of competitive concerns. Also, special

circumstances such as the merger involving a

potential rival, an important innovator, or an

industry maverick may effectively lower these

thresholds. Unlike the US guidelines, the EC

also examines the leading firm’s market share.

Here a market share below 25 percent ordinarily

constitutes a safe harbor for the merging firms,

while anything above 40 percent may give rise to

competitive concerns and further analysis.

The guidelines recognize that a merger may

significantly impede effective competition in

two ways. The first is through so called unilat

eral effects (UE) in which a merger may remove

competitive constraints on a leading firm (or

group of firms in an ol igopoly ). Here a

dominant position may be created or

strengthened without the coordination of the

remaining rivals. A merger among firms which

are already large may result in the newly created

entity having a sufficiently large market share

that there is an increased likelihood of enhanced

market power . Moreover, if prior to the

merger a significant percentage of the customers

of the two merging firms ranked their products

as the top two choices, the ability of the newly

merged firm to raise its prices may be

strengthened. The guidelines identify several

other factors including high consumer swit

ching costs (see lock in ; transact ions

costs ) and the removal of an aggressive rival as

other circumstances in which consumers may

have greater exposure to UE harm.

Coordinated effects (CE) arise when a merger

results in the increased ability of the remaining

firms to coordinate their pricing, output, or

other business strategies (see collus ion ).

This interfirm cooperation is more likely to

occur in oligopolistic markets, and the guidelines

follow conventional microeconomic theory (see
cartels ; game theory ) in presenting nu

merous factors which may enhance the ability to

coordinate, monitor, and enforce an agreement,

as well as to diminish the impact of rivals who

remain outside the agreement. Where such

factors exist, a merger yielding coordinated

effects may significantly impede effective com

petition and be assessed as being incompatible

with the common market.

In further evaluating the competitive effects

of a proposed merger the Commission will

examine (1) countervailing buyer power,

(2) entry into the market, and (3) efficiencies.

Organized buyers can sometimes provide a cred

ible threat of switching to an alternative good in

response to a newly merged firm’s price increase.

Here the guidelines offer a possible defense for

an objectionable merger. If the buyer’s counter

vailing power can be shown to broadly protect

consumers, and remain effective after the

merger, then the risk of the merger significantly

impeding effective competition is reduced. The

new EU guidelines, following those in the US,

also examine the question of new entry into

the market (see barr iers to entry ). Here,

the demonstration that new entry is likely to

occur in a timely fashion and with sufficient mag

nitude to thwart any anticompetitive unilateral

or coordinated effects may also provide a defense

on behalf of a proposed merger.
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Finally, the guidelines recognize that mergers

may offer pro competitive effects in light of

efficiencies which may be achieved by the com

bination of firms (see eff ic iency ; tech

nical eff ic i ency ). The guidelines offer

that the presence of efficiencies may provide

grounds for declaring a merger compatible with

Regulation 139. Once again the EU and US

guidelines converge, as both require that the

efficiencies are (1) merger specific (may only

be achieved by the merger); (2) verifiable; and

(3) likely to cause the merged firm to provide

benefits to consumers, such as lower prices or

new or improved products.

The EU guidelines indicate that the above

defenses depend on the particular circumstances

of each merger. Brandenberger and Gudofsky

(2004) report that the Commission historically

has been receptive to an entry defense, and some

what amenable to the buyer power defense. They

indicate that, with some exceptions, the EC has

been much more hostile to an efficiencies de

fense. In particular, production economies (see
economies of scale ), by providing a means

for achieving or strengthening dominance, have

at times been treated as if they were an antitrust

offense. The new guidelines, and the EC merger

regulation itself, provide language indicating

that efficiencies will be treated differently in the

future, and may provide support for a proposed

merger. As the new law is enforced and guide

lines are subjected to a number of cases, their

interpretation and application will be revealed.

See also merger guidelines, 1992–7
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EU merger policy, 2004

Gilbert Becker

In 2004 the European Union (EU) revised its

regulation concerning mergers between firms

which produce goods or services in the EU.

The European Council, in establishing Regula

tion No. 139/2004 (the EC Merger Regulation),

recognized that the 2004 enlargement of the EU

and the continuing decline in trade barriers be

tween states would result in additional reorgan

izations of firms. As such, the regulation cites as

one of its objectives the facilitation of this eco

nomic integration, when it promotes compet i

t ion and enhances EU standards of living (see

EU Council, 2004, for a complete statement of

the regulation).

Following a series of stinging rebukes from

the Court of First Instance (see Brandenburger,

2004, for details), the European Commission

(EC), the regulatory branch of the EU, reorgan

ized its merger decision making structure, en

hanced its economic analysis, and produced a

complementary set of guidelines for evaluating

horizontal mergers. The latter were designed to

help the EU business community to understand

the new regulation being adopted and the cir

cumstances under which mergers would be pro

scribed (see EU merger guidel ines , 2004).

In an effort to strengthen the industry know

ledge of those who will review mergers, begin

ning in 2004 the EC’s Merger Task Force has
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been integrated into the four existing antitrust

directorates in the Competition Directorate

General, each of which specializes in one sector

of the economy including (1) information and

communications, (2) industry and energy,

(3) services, and (4) capital and consumer

goods. In addition, a Chief Competition Econo

mist position has been established and a staff of

ten economists will provide an independent

evaluation of proposed mergers, along with the

examination of other potential violations of anti

trust policy.

New procedures in the Merger Regulation

also promote a more streamlined and flexible

review process. In an effort to expedite the pro

cess, merging firms, who remain required to

notify authorities prior to the consummation of

a merger, may now pre notify the Commission

in cases where an agreement is imminent. The

review itself comes in two stages. The phase

1 preliminary investigation is limited to 25

days. During this phase the firms are required

to provide detailed information and to establish

an initial position on their view of the relevant

market (see geographic market ). If the

merger is not approved, a more in depth phase

2 investigation may be undertaken but is limited

to 90 days (slightly more if remedies are offered),

unless the firms themselves ‘‘stop the clock’’ in

order to gather more information in their def

ense. Finally, the new regulation creates a more

transparent process, in part by requiring the

Commission to offer, in writing, an explanation

for the rejection of a proposed merger.

The principal change embodied in Regulation

139 stems from the language within Articles 81

and 82 of the EU Treaty (see EU compet it ion

pol icy , 2004) and provides a somewhat new

foundation for the analysis of mergers. Under

the previous (1997) merger regulation, the cen

tral question to be resolved was whether the

merger was likely to create or strengthen a domin
ant position. This standard has been modified

and the language of the regulation changed to

now invalidate mergers which would ‘‘signifi

cantly impede effective competition’’ (SIEC).

Although the new language has not yet been

interpreted in the EU courts, and its effects

have yet to be fully determined, one significant

loophole is likely to be closed by the regulation.

The flaw in the earlier regulation exists in the

case of a proposed merger between the second

and third largest firms in a market. If this com

bination would not achieve dominance through

the merger, it may ordinarily have been allowed

under the previous EU regulation, and indeed

such a merger may enhance competition in the

relevant market(s) by providing a more formid

able rival to the leading firm. The new SIEC test

recognizes the possibility that this merger may

reduce competition by facilitating collus ion

among the rivals in an oligopolistic market (see
oligopoly ). This may result from the reduc

tion in the number of competitors, facilitating

both the initial organization and the future com

munication among those in the market, or by

improving the ease of enforcing the cooperative

behavior required for their collective success

(see cartels ; structure conduct per

formance paradigm ). These circumstances

may be further enhanced in cases where the

merger involves the acquisition of a particularly

aggressive competitor, whose removal may sig

nificantly change the competitive environment

in the market.

The new regulation continues to cite the

strengthening and possible abuse of a dominant

position as the primary basis for rejecting a pro

posed merger under the SIEC standard. As such,

the scope of the regulation is now broadened in

that it includes the examination of the coordinated
effects of the merger, i.e., enhanced likelihood of

cartel like behavior, as well as the possible uni
lateral effects of the merger emanating from the

enhanced dominance of a single firm.

EU law regarding mergers is now more closely

aligned with that of the US. The new SIEC

language is a close approximation to that of the

US Clayton Act , which condemns mergers

that ‘‘substantially lessen competition.’’ In add

ition, the EU regulation’s continued concern

with ‘‘abuse of dominance’’ maintains a parallel

to the Clayton Act’s proscription of mergers

which ‘‘tend toward monopoly’’ (see monop

oly ). Moreover, the future application of the

two laws, through the use of their respective

guidelines, indicates further convergence. In

fact the US guidelines, which make specific ref

erences to both the ‘‘unilateral’’ and ‘‘coordin

ated’’ effects of mergers, have provided a

framework for those written in the EU (see

merger guidel ines , 1992–7).
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This convergence is particularly important to

multinational firms and those with intentions to

expand their market activity through inter

national mergers. While the application of earlier

EU and US law had often drawn similar conclu

sions concerning the competitive effects of a

merger, an important exception occurred in

2001 when the proposed merger of General

Electric Co. and Honeywell Inc. was first ap

proved by US antitrust authorities, but subse

quently stopped by the EC which found that the

proposed merger would have had unacceptable

anticompetitive effects in the EU.

While this convergence continues, there

remain differences between the approaches of

the two unions. First, while both laws offer the

opportunity to investigate and condemn vertical

and conglomerate mergers, the EU currently

appears to be somewhat more active and strict

in these areas. Second, the EU regulation pro

vides direct lines for input by its member states

into the EU’s investigation and evaluation of

mergers. Third, and perhaps most importantly,

the EU process grants the Commission the au

thority to prohibit mergers, while the US system

allows its authorities to investigate proposed

mergers, and threaten a judicial challenge, but

requires a court injunction to legally stop a

merger. Finally, Gifford and Kudrle (2003)

argue that while convergence of EU and US

antitrust policy in general continues, it is con

strained by legal, political, and ideological

tradition.

See also antitrust policy (US); horizontal merger
guidelines; merger guidelines, 1992–7
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excess capacity

Nikolaos Vettas

A firm operates with excess capacity when its

output is below the level allowed by its invested

capacity, that is, below the level at which all its

production inputs are fully employed. Despite

the costs involved in this practice (primarily

reflecting the opportunity cost of the inputs not

utilized; see opportunity costs ), a firm

may maintain excess capacity for several reasons.

These reasons include demand fluctuations over

time (due to either seasonality or the business

cycle), and economies of scale when

demand grows over time. Excess capacity

may also be used as a strategic barr ier to

entry (see Salop, 1979). The argument is that

excess capacity makes it less costly for an incum

bent firm to increase sales, and, thus, increases

the credibility of ‘‘aggressive’’ behavior (such

as price cutting) after entry occurs. The

potential entrants recognize this prospect, and

thus entry is deterred (see cred ible strat

eg ies ).

Excess capacity has also been studied in the

context of monopol i st ic compet it ion

(introduced by Chamberlin, 1933). The basic

question explored there is whether free entry

yields too many firms from a social viewpoint,

or if firms operate at too low a rate of output to

exhaust economies of scale. Chamberlin argued

that firms in monopolistically competitive

markets would not operate at the minimum of

their average cost curve and therefore excess

capacity existed in these markets. This issue
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has been further explored in more recent re

search (see Dixit and Stiglitz, 1977).

Bibliography

Chamberlin, E. H. (1933). The Theory of Monopolistic

Competition. Cambridge, MA: Harvard University

Press.

Dixit, A. and Stiglitz, J. (1977). Monopolistic competition

and optimum product diversity. American Economic

Review, 67, 297 308.

Keat, P. G. and Young, P. K. Y. (2002). Managerial

Economics: Economic Tools for Today’s Decision Makers,

4th edn. Upper Saddle River, NJ: Prentice-Hall.

Salop, S. (1979). Strategic entry deterrence. American

Economic Review, 69, 335 8.

exit

Robert E. McAuliffe

Firms exit an industry when they cease produc

tion, either voluntarily or through forced

bankruptcy proceedings. Exit may occur

because an industry is declining or because of

intensified competition between existing firms

in the industry that forces some firms out of the

market. In their study using US Census of

Manufacturers data over the period from 1963

to 1982, Dunne, Roberts, and Samuelson (1988)

found that industries with high rates of entry

also had high rates of exit. This suggests that

industry specific factors may influence both

types of behavior. The large numbers of firms

entering and exiting manufacturing indicate sig

nificant activity and turnover in this sector.

Those firms exiting an industry tended to be

smaller on average than existing firms and, des

pite their large number, also tended to account

for a small percentage of market output.

Ghemawat and Nalebuff (1985) developed a

theoretical model of exit as a strategic game

between firms in a market. Given that declining

market demand will force reductions in an

industry’s productive capacity, they questioned

whether small or larger firms would be the first

to exit. When the firms had identical costs, the

larger firms were predicted to leave the industry

first because the smaller firm could operate prof

itably at lower output levels for a longer period

of time relative to a large firm. Therefore, if both

firms know that industry sales will decline, the

small firm can wait for the large firm to exit first

because the smaller firm can hold out longer,

knowing that it will be more profitable in a

decl in ing industry than the larger firm.

Lieberman (1990) called this prediction the ‘‘sta

keout hypothesis.’’ If the larger firm enjoyed

cost advantages over the smaller firm, perhaps

through economies of scale , this conclu

sion could be reversed. The interesting predic

tion from this model was that market

concentration would decrease as the market de

clined.

This theoretical conclusion was later qualified

by Whinston (1988) and Londregan (1990).

Whinston argued that if a large firm were a

multiplant producer, it could reduce its capacity

by closing plants without necessarily exiting the

industry. From his results, Whinston shows that

no general predictions about the order of firm

exit can be made when there are multiplant firms

since the pattern of exit depends upon the spe

cific characteristics of the industry. He also

showed that the exits may not be best from

society’s perspective: the more efficient firms

may exit first and/or the more efficient plants

may be shut down first, leaving the market to the

less efficient producers. This less efficient out

come could arise because the more efficient

firms or plants might be those in the industry

that are larger. Since they need more sales to be

profitable (relative to smaller firms or plants),

they cannot hold out against smaller firms in a

declining market because the smaller firms will

ultimately be more profitable as industry output

falls. Thus the smaller firms can afford to wait

and, knowing this, the larger firms will choose to

exit first. Londregan (1990) showed that when

firms compete over the industry l ife cycle

and can reenter a market if they choose, high

costs of entry act as a barrier to exit. Once a firm

has incurred the startup costs necessary to enter

the industry, it is less willing to exit the industry

(and possibly have to incur the startup costs

again). These entry costs can create advantages

for less efficient producers who can preempt the

market and keep more efficient firms from

entering.

Lieberman (1990) tested the exit models to

determine whether large firms were at a disad

vantage when markets for particular products
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declined in the chemical industry. In his sample

of declining products, output declined 42 per

cent on average from the industry production (or

capacity) peak, while the number of producers

fell 32 percent. The pattern of exit from the

industry was consistent with the ‘‘shakeout’’

hypothesis in that smaller firms were much

more likely to fail and exit the industry. How

ever, the ‘‘stakeout’’ hypothesis of Ghemawat

and Nalebuff (as amended by Whinston) was

also supported because when there were steep

declines in industry capacity, larger firms tended

to reduce their capacity by a greater proportion

relative to small firms and, in this respect, larger

firms were at a disadvantage when industry

demand fell. Lieberman suggests that exit pat

terns are affected by two offsetting forces: econ

omies of scale, which create advantages for larger

firms and increase their likelihood of survival,

versus the strategic liability of being a large firm

in competition with smaller firms when the

market declines.

See also declining industry
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expected present value

John Edmunds and Roberto Bonifaz

Future cash flows are sometimes known with

certainty, for example, if they are coming from

a portfolio of government bonds (see cash

flow ). More often, however, there is some

uncertainty around exactly what the future cash

flows will be. The future cash flows from an

investment during the next three years might

be $100 each year, but could be lower or higher,

depending on how future events develop. The

uncertainty can be described in terms of prob

ability distributions, which could be discrete or

continuous. For example, there might be a prob

ability of 0.8 that the cash flow for year 1 will fall

between $90 and $110. The probabilities might

be symmetric around the most likely outcome, or

they might be skewed. Whether the probabilities

are symmetric or skewed, the expected value of

each year’s cash flow can be computed. This is

done by assigning a probability to each possible

amount of cash flow that might occur, then

proceeding to multiply each outcome by its

probability of occurring and adding the products

together.

In mathematical terms for the discrete case:

expected cash flow ¼
X

i

xip(xi)

where xi represents each possible cash flow out

come, p(xi) is the density function associated

with the outcomes, and the summation is over

all i outcomes.

In the continuous case the expected cash flow

is expressed as:

expected cash flow ¼
Z

xf (x)dx

where x is the random variable describing future

cash flows and f(x) is the corresponding density

function.

With the expected future cash flows com

puted, it is possible to compute expected present

value. Each expected future cash flow is dis

counted, giving its present value. The present

values of all the expected future cash flows are

summed, yielding the total expected present

value. If the initial investment is subtracted

from the total expected present value, the

resulting number is called expected net present

value.

In mathematical terms, for the discrete case:

expected present value

¼
X

j

�X
i

xip(xi)

�
(1þ r) j

where j are the time periods and the summation

is over all outcomes, i.
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In the continuous case:

expected present value ¼
ZZ

e rtxf (x)dx dt

where t represents the continuous passage of

time.

The naive decision rule is that a firm should

approve every investment project that offers a

positive expected net present value. This rule

ignores r i sk avers ion (see Friedman and

Savage, 1948), and it also excludes the necessity

of scrutinizing the distribution of the expected

cash flows. An investment with a positive

expected net present value has a measurable

probability of giving a negative return. It is an

essential part of the analysis to compute the

probability that the return on investment will

be negative. Business managers also calculate

the probability that the return on investment

will be lower than some minimum acceptable

amount. They express this as a rate of return

and call it the hurdle rate. If each of the annual

cash flows comes out in the lower tail of its

probability distribution, the final outcome of

the investment will be worse than its expected

present value.
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expected value

Robert E. McAuliffe

The mean, or expected value, is a measure of

central tendency for a random variable and it is

one of the characteristics of probability distribu

tions (the var iance is another common char

acteristic). If the random variable, X, is

continuous and has specific values denoted by

x, and the probability distribution of the values

of X is given by f(x), then the expected value of

X, E(X), is calculated as

E(X) ¼
ð

X

xf (x)dx (1)

where
R

is the integral over the complete range

of possible values for X (see Greene, 2002;

Kmenta, 1986). When the random variable X is

discrete, the expected value is calculated as

E(X) ¼
X

x

xf (x) (2)

where
P

x indicates the summation is over all

possible values of x.
In business analysis, managers work with obs

erved sample data and not necessarily with

formal probability distributions. The sample

mean, denoted �XX, can then be calculated for

the observed values of the variable of interest.

For example, a firm may want to calculate its

average weekly sales in the last quarter from

weekly data. In this case there are 12 weekly

observations and the sample mean would be

calculated by simply summing the weekly sales

figures and dividing by 12. If a manager ran

domly selected any single week from the 12, any

single week’s sales would be equally likely, so the

probability of any specific week’s sales being

selected would be one twelfth and this is the

value f(x) would take in the summation in (2)

above. The summation in equation (2) would

then be:

�SS ¼
X12
i 1

Si �
1

12
¼ 1

12

X12
i 1

Si (3)

where Si is the level of sales in each week. It

should be noted that the sample mean of sales

calculated above may not equal any of the sales

figures which occurred, but rather it represents

the likely value for weekly sales if the company

were to have several quarters like the last. Sup

pose, for example, that sales were 1 million units

for the first six weeks of the quarter and 2 million

units for the second six weeks. The mean value

of sales would then be 1.5 million units, a value

which did not occur during the sample period.

For forecasting, a manager will need to assign

probabilities based on her best estimate of the

likely outcomes since past data will not be avail

able or may not apply. In these cases it is crucial

to perform sensitivity analysis to determine how

sensitive the conclusions or forecasts are to

changes in the underlying assumptions (or prob

abilities).
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experience goods

Robert E. McAuliffe

Experience goods are those products which must

be consumed or used by consumers before their

quality can be determined, such as automobiles,

food, and software. Nelson (1970, 1974) distin

guished between these products and search

goods , and he suggested that the information

provided by advert i s ing would depend upon

whether the products were search goods or exp

erience goods. According to Nelson, advertising

for experience goods would rely on imagery

more than factual information and would adver

tise proportionately more often in broadcast

media than in print media. Furthermore, since

consumers cannot determine the quality of exp

erience goods without purchasing them and ad

vertising cannot convey much direct information

about the product, Nelson argued that it is the

volume of advertising which conveys information

about product qual ity to consumers. Firms

that sell higher quality goods or which are more

efficient in producing the good have greater

incentives to advertise because the profits from

additional sales will be greater. Higher quality

firms will benefit from repeat purchases in the

future if consumers try their products, and more

efficient firms will earn a greater profit per unit

sold than other firms which are less efficient or

produce lower quality products. Therefore

Nelson claimed that firms which produce

higher quality experience goods have greater in

centives to advertise and, as they do so, con

sumers will use information about the volume

of advertising to infer product quality.

Nelson’smodel offers several hypotheses: exp

erience goods will be advertised more than

search goods; experience goods are likely to be

advertised in media which provide ‘‘soft’’ infor

mation rather than the ‘‘hard,’’ factual informa

tion provided for search goods; products which

are purchased frequently will be advertised more

than products which are purchased less fre

quently; and durable goods will be advertised

less than nondurable goods (whether they are

search or experience goods) because they are

purchased less frequently. Nelson found search

products tended to be advertised more fre

quently in newspapers and magazines than exp

erience goods. In addition, advertising in local

media should provide more relevant information

than advertising in national media so experience

goods should have a greater proportion of their

advertising expenditures in national media, a

prediction which was also supported by his

data. Nelson (1974) also found a higher advertis

ing–sales ratio for nondurable goods than for

durable goods. Ferguson (1974) observed that

the distinction between search and experience

goods can be somewhat arbitrary, yet the distinc

tion is crucial to his theory and tests. Ehrlich and

Fisher (1982) extended the model, and a survey

and tests of the advertising–profitability issue

can be found in McAuliffe (1987). Managers

can use Nelson’s categories to guide their adver

tising decisions with respect to the volume, con

tent, and appropriate media for their products.
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externalities

Mark Rider

Externalities are the costs or benefits from activ

ities engaged in by one set of economic agents

that affect other economic agents who are not

directly engaged in the activity. For example, the

noise from aircraft overhead diminishes the util

ity (see total ut il ity ) or happiness of indi

viduals living in areas surrounding an airport.

The diminished utility resulting from noisy air

craft is an external cost of production. Further

more, external costs or benefits may occur in

either the production or consumption of a

good, or both. An example of an external benefit

in consumption is the pleasure enjoyed by the

neighbors of an individual who plants a flower

bed. Generally, goods or activities with external

benefits are called public goods (see publ ic

goods problem ), and the term externality

typically refers to an external cost. Other

common examples of externalities are industrial

pollution, automobile emissions, and traffic con

gestion.

External costs or benefits prevent markets

from achieving an efficient allocation of re

sources (see eff ic i ency ). The market will al

locate too many resources to the production of

goods with external costs and too few to the

production of goods with external benefits. For

example, ticket prices will not equal the true

marginal cost if airlines do not take into

account the harm imposed on others by their

noisy aircraft. Consequently, more resources

will be devoted to air travel than in an efficient

allocation.

Externalities may require a public sector re

sponse in order to remedy the misallocation of

resources. There are three tools for controlling

externalities: regulation, property rights, and

taxes. Frequently, governments issue extensive

regulations requiring industry to reduce the ext

ernal costs associated with certain activities. An

important instance of the federal government

using regulation to control an externality is the

automobile emission standards contained in the

Clean Air Act.

Command and control type regulation lacks

the necessary flexibility for individuals and com

panies to find more efficient methods of redu

cing external costs. However, government can

get companies to internalize external costs in

their decision making by properly establishing

and enforcing property rights (see Coase the

orem ). For example, the government could

issue vouchers allowing the holder to pollute a

given amount. Companies that can reduce emis

sions relatively inexpensively could sell their

vouchers to companies for whom it is more

costly to reduce emissions. In this manner, gov

ernment could achieve the desired reduction in

pollution with lower opportunity costs to

society than under a command and control

regime. Furthermore, tradeable vouchers create

incentives for firms to strive continuously to

lower the cost of reducing pollution. Alterna

tively, the government could levy taxes on com

panies equal to the external costs associated with

their activities. Again, firms would internalize

the externalities and are thereby motivated to

reduce the externality in the most cost effective

manner.
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factor prices

Laura Power

Factor prices are the costs (i.e., prices) associated

with inputs (i.e., factors) used in production.

The primary factors of production include

land, labor, and capital. In competitive markets,

the price for each of these factors depends on the

equil ibr ium between supply and demand.

Total demand for a particular factor is deter

mined by the combination of all individual

firms’ demands for that factor, which in turn

are determined by each firm’s prof it max i

mizat ion decisions. The determination of

total supply is factor specific; for example, the

supply of land is relatively fixed, whereas the

supply of labor depends on each individual’s

willingness to work (ut il ity maximiza

t ion ).

The equilibrium pricing of factors serves to

allocate resources efficiently (see eff ic i ency ).

In markets where land is scarce and labor plenti

ful, the price of land is high, and that of labor is

low; whereas in markets where land is plentiful

and labor scarce, the reverse is true. At the

international level, however, if free trade exists,

and if several restrictive assumptions are ful

filled, differences in factor prices across coun

tries hypothetically equalize. This theory is

based on the Heckscher Ohlin approach to inter

national trade, and is called factor price equal

ization.
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factor productivity

Laura Power

Factor productivity is defined as the output per

unit of factor input. The primary factors of

production include labor, land, and capital. At

the micro level, factor productivities depend on

each firm’s optimal input combination, which is

determined by its prof it max imizat ion

decision. The level of output associated with

the optimal choice of inputs is determined by

the production function (see product ion

funct ions ), and the ratios of this output to

each input are the factor productivities for the

firm.

In markets where the price of labor is high

relative to that of capital, firms will tend to

employ more capital (i.e., will choose high cap

ital–labor ratios), relative to markets in which

the price of labor is low relative to that of capital.

Firms with such high capital to labor ratios are

called capital intensive firms, while firms with

high labor to capital ratios are called labor inten

sive firms. Capital intensive firms have high

output per unit of labor input (labor productiv

ity) relative to labor intensive firms.

See also efficiency; factor prices; marginal prod
uct
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Federal Trade Commission Act

Gilbert Becker

The Federal Trade Commission Act is the third

principal US antitrust statute (see Clayton

Act ; Sherman Act ). This statute created

the Federal Trade Commission (FTC) and em

powered it to enforce the Clayton and FTC

Acts. The primary section of the FTC Act,

Section 5, proscribes ‘‘unfair methods of com

petition’’ and ‘‘unfair or deceptive acts or prac

tices in or affecting commerce.’’ Unlike the

Sherman and Clayton Acts, over which the US

Department of Justice also holds jurisdiction,

and through which private individuals or firms

may also file suit, the FTC Act gives the Com

mission exclusive authority to enforce this law.

This Act may be seen as a proactive move by the

government to create a policing agency em

powered to identify and restrict anticompetitive

conduct which could not be foreseen by the US

Congress or which did not properly fall under

the scope of the Sherman or Clayton Acts. Here

the Commission’s activities range from investi

gating instances of deceptive advert i s ing to

promulgating trade regulation rules concerning

products or industry activities.

Unlike the Antitrust Division of the Depart

ment of Justice, which is part of the executive

branch of government, the FTC is a largely

independent commission made up of five indi

viduals who are appointed for seven year terms

which are staggered to avoid coinciding with

national political elections. By giving the Com

mission’s trade regulation rules the full force of

law, by enabling it to issue cease and desist

orders, and by allowing it (in some instances) to

require corrective action (e.g., for deceptive ad

vertising), the Act yields considerable power to

the FTC to enforce the law. The FTC maintains

its own quasi judicial system, under which an

administrative law judge may hand down an

initial decision. Any such decision, though, is

subject to appeal to the commissioners, and ul

timately to the Federal courts. In addition, Con

gress determines the FTC’s budget. This may

also diminish the extent to which its decision

making power is independent from political

pressure.

As is the case in other antitrust statutes, inter

pretation of the language used is of central im

portance. Here, the words ‘‘unfair’’ and

‘‘deceptive’’ have been given great attention by

the enforcers of the Act. Jorde, Lemley, and

Mnookin (1996) demonstrate that the Act gives

authority to the Commission to prohibit busi

ness conduct which may lead to a violation, and

also empowers it with the authority to declare

certain forms of conduct to be ‘‘unfair,’’ even

when that conduct violates neither the letter nor

the spirit of other state or Federal antitrust laws.

Many service industries, including automotive

and TV repair, funeral services, and the optom

etry industry, as well as door to door sales activ

ities have come under regulation by the FTC as a

result of practices which have been identified as

‘‘unfair’’; see, e.g., US Federal Trade Commis

sion Staff Report (1974).

As Greer (1992) demonstrates, two standards

have been established for the meaning of the

term ‘‘deceptive.’’ Over the past half century

the courts, and for the most part the Commis

sion itself, have required that an act need only to

have the capacity or tendency to deceive a substan
tial number of buyers in some material respect to

be declared a violation. Thus, the actual decep

tion of a buyer, and deliberate intent to deceive,

by the seller, need not be proven. During the

1980s the Commission altered its standard by

requiring that the action under consideration

be likely to deceive reasonable consumers and

achieve detrimental results prior to its being de

clared to be in violation of the law. As Greer

further points out, this new standard has not

taken hold in the courts, nor has it been accepted

by individual states, which also have statutes

similar to the FTC Act.

See also antitrust policy (US)
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firm financial structure

John Edmunds and Roberto Bonifaz

Business firms acquire resources from lenders,

from stockholders, and from other stakeholders

including suppliers and employees. By conven

tion, lenders are usually thought to include

banks and bondholders, who lend money to the

firm; stockholders are the owners of the capital

which is permanently invested in the firm. Both

are distinguished from trade creditors, employ

ees, and other stakeholders who put resources

into the firm in the form of merchandise or

labor. So the resources the firm uses are classi

fied in three broad categories according to the

nature of the resources and terms on which they

are placed: equity funds, debt, and inputs that

are not in monetary form, e.g., merchandise and

labor. The firm’s financial structure is the term

given to describe the specific composition of

these inputs that a firm is using. For example,

a firm may be financed in the following way:

Balance Sheet

Assets Liabilities and Stockholders’

Equity

Liquid 10 Accounts Payable 20

Accounts

Receivable

20 Accrued Wages 10

Inventory 20 Bank Loan Payable 50

Fixed Assets 50 Stockholders’ Equity 20

Total 100 Total 100

This firm’s financial structure is 50 percent

debt, 20 percent equity, and 30 percent other

liabilities. Some writers make a distinction be

tween the terms financial structure and capital

structure. Financial structure refers to all the

resources the firm uses, and is expressed

in terms of proportions of the entire amount.

Capital structure refers to the mix of resources

that come from lenders and stockholders only

(see capital markets ). Trade creditors, em

ployees, and accrued taxes are not taken into

account in discussing capital structure, because

the resources that come from those sources arise

in the routine course of business, and are not the

result of financing activities that the firm ar

ranges with its investment bankers to access the

capital markets.

Each of the three groups (equity funds, debt,

and inputs) has different incentives regarding

how it would prefer the firm to be managed

or how it should be handled in bankruptcy

proceedings. These differences in incentives

may lead to differences in the management of

the firm. For example, workers at a plant on the

verge of bankruptcy would prefer that pension

obligations receive first priority, which might

put them at odds with the stockholders or trade

creditors. On the other hand, trade creditors

might prefer the immediate liquidation of the

firm if they thought it likely they would receive

full payment, but this short term focus might

conflict with the interests of the firm’s stock

holders and workers (see Milgrom and Roberts,

1992).
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first-mover advantages

Robert E. McAuliffe

A firm has first mover advantages when it can

act before its rivals and achieve a relatively

stronger competitive position. For example, the

first firm to introduce a new product may have

lower marketing costs because it has no compe

tition or it may be able to accumulate production

volume to lower costs along its learning

curve . Porter (1980) suggests that early

entry into an emerging industry can be an

appropriate strategic choice when the early
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firm can develop a reputation in the market, take

advantage of the learning curve, or establish

brand loyalty among consumers. At the same

time, early entry can mean higher risks when

the costs of establishing the market are high or

when rapid technical advances may make the

product obsolete.

Schmalensee (1982) provided a theoretical

model showing that the first brand to satisfy

consumers in a new market could establish the

standard against which all other products were

measuredand this conferred lasting advantages to

those brands. Glazer (1985) examined entry into

the Iowa newspaper markets and found that first

entrants into a successfulmarketweremore likely

to survive than second entrants, but when all

markets were considered (including those where

the first entrant failed) the first firms were not

more likely to survive than later entrants. Of

course, early entry can be risky and Sutton

(1991) argued that being first did not necessarily

confer advantages, so markets must be evaluated

on a case by case basis. Nevertheless, he found

evidence of first mover advantages in theUS and

UK prepared soups industry, the European mar

garine market, and in the European soft drink

market (see p ioneer ing brands ).

Established firms in an industry have first

mover advantages relative to potential entrants

which they can use strategically. Existing firms

may overinvest in capacity to deter entry, or

place the entrant at a relative disadvantage, or

they may pursue a product prol iferat ion

strategy and crowd the product space (see Tir

ole, 1988). An existing monopolist also has a

greater incentive to introduce new products or

add to capacity in a growing market before an

entrant appears since monopoly profits will

be higher than the duopoly profits a potential

entrant might expect. This is known as a market

preemption strategy (see Tirole, 1988).
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fixed costs

Gilbert Becker

Fixed costs are defined to be those costs which

are independent of the level of output in the

short run . As such, these costs often are

incurred prior to the actual production of the

good in question. Fixed costs include, but are

not limited to, the following:

1 the cost of cap ital goods (e.g., buildings,

machinery);

2 the cost of land;

3 property taxes; and

4 the cost of various types of insurance.

The total dollar expenditures for any or all of the

above costs may change over time, but nonethe

less do not vary with the number of units pro

duced on a daily or monthly basis. As such, each

of these costs is classified as fixed. Some pay

ments to employees, notably workers or man

agers who receive a fixed salary which is not tied

to production levels, are also fixed costs. In

contrast, hourly wages, energy costs, and mater

ials costs vary directly with the level of produc

tion and are classified as variable costs. The

term overhead costs is often used by managers,

but this term holds varying meanings for differ

ent managers who sometimes mix fixed and

variable costs under this heading.

The importance to managers of the distinc

tion between fixed costs and those which are

variable is that the former costs should not be

included in the decision as to the proper level of

production that a firm should establish in the

short run. The rule for prof it maximiza

t ion requires that the firm equate its mar

ginal revenue and marginal cost in

order to find an ideal output. Since the firm’s

fixed costs do not influence the extra cost of
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producing additional units of output, these fixed

costs should not be considered in this decision.

Of course, since fixed costs are part of the firm’s

total costs , they will help to determine the

overall level of profits that the firm achieves.

The level of fixed costs may also play a role in

determining entry into and ex it from an in

dustry. Very high fixed costs may deter entry

(see barriers to entry ). In addition some

fixed costs, such as advert i s ing costs, may

not be recoverable by a firm which fails prior

to the deprec iat ion of its fixed assets.

These fixed costs, classified as sunk costs ,

may also influence entry and exit as they help

to identify the level of risk facing the owners of

the firm.
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fragmented industries

Robert E. McAuliffe

Porter (1980) defined a fragmented industry as

one comprised of many small firms where the

concentration ratio of the four largest firms was

40 percent or less. No firm in such an industry

has a significant market share and so there are no

‘‘dominant players’’ that can exert a strong influ

ence on the industry. There are several economic

forces at work which can cause a market

structure to be fragmented, and these are

primarily cost conditions and demand.

An industry cannot be fragmented when there

are significant economies of scale in pro

duction or barr iers to entry because these

factors lead to market structures that are highly

concentrated. Porter also identifies high inven

tory costs or variable sales as contributing

factors, since they make it difficult to produce

in high volumes to lower costs or invest in cap

acity which might reduce costs. High transpor

tation costs will also tend to reduce the

minimum eff ic ient scale plant and will

create isolated geographic markets (see geo

graphic market ). Products and services

which are highly customized for individual cus

tomers do not lend themselves to economies of

scale, so the nature of the product plays a role in

determining industry structure (see Caves and

Williamson, 1985).

Consumer preferences on the demand side of

the market may also cause an industry to be

fragmented. If consumers prefer products

which are customized or if they have very di

verse tastes, then it will be difficult for any brand

to acquire a sizable market share (see Tirole,

1988). Diverse consumer tastes are not sufficient

for a fragmented industry, however, because

firms could offer multiple brands (a product

line) to increase sales and market share. Add

itional forces must be at work to cause a frag

mented structure, such as diseconomies of

scale or the absence of economies of

scope . Porter suggests that rapid product and

style changes could have these effects and place

larger firms at a disadvantage relative to smaller,

quicker firms. Finally, an industry structure may

be fragmented because the industry is in the

early stages of its life cycle, and will become

more concentrated as standards emerge (see
industry l ife cycle ).
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game theory

Sayed Ajaz Hussein

Many situations in economics involve strategic
interactions between economic agents. In such

situations, a decision by any one agent depends

upon the decisions made by other agents. Game

theory is the analysis of strategic interaction bet

ween economic agents (players) and prediction

of actions (‘‘equilibrium’’) that players will take.

In Cournot compet it ion , for example,

market price depends on the combined output

produced by all firms in the market and firms

must choose their output without knowing their

rivals’ outputs. Firms must, therefore, when

choosing their own output, anticipate their

rivals’ choice of output, giving rise to a strategic

interaction between firms. Game theory offers a

framework to predict the actual choices made by

firms. In contrast, a firm in perfect compe

tit ion will not anticipate its rivals’ choice of

output, since all firms are price takers. The

choice of output is made by equating (own)

marginal cost with price, ignoring the

choices made by other firms.

Here we discuss various types of games and

the corresponding equilibrium concepts, focus

ing on noncooperative games where players do

not form agreements (or coalitions) with other

players and instead compete with other players.

For discussion of cooperative games see, e.g.,

Moulin (1988), Myerson (1991), or Osborne

and Rubinstein (1994).

Games can be characterized by four criteria:

static or dynamic, and games of complete infor

mation or incomplete information. A game is

static if it is played for a single period or where

players do not observe other players move before

making a move (known as imperfect information).
A game is dynamic if played over many periods

or where players observe other players’ moves

before making a move (known as perfect infor
mation). Games of complete information are

those in which each player has information

about its rivals’ precise characteristics (such as

preferences, strategy spaces), while in games of

incomplete information such information is

missing. Corresponding to each type of game is

an equilibrium concept summarized in the

following table:

Complete information

Incomplete information

Nash

Static

Bayesian Nash

Perfect Nash

Dynamic

Perfect Bayesian

In a static game with complete information,
players do not observe others’ moves before

making their own. An example is a Cournot

competition game for one period – firms

must choose their output without knowing

what other firms have chosen. Another

example is the pri soner ’s d ilemma

game:



Al

Bill

Confess
Do not confess

-2, -2

Confess

-3, 0
0, -3

Do not confess

-1, -1

In this case two prisoners, Bill and Al, are

being interrogated about a crime. Each prisoner

has two strategies to choose from: confess or do

not confess. By convention, Al has the row strat

egies, while Bill has the column strategies. The

entries in each cell indicate what each prisoner

gets for any combination of strategies – the first

number in any cell is Al’s payoff, while the

second number is Bill’s payoff. For example, if

Al confesses to the crime, while Bill does not, we

arrive at the cell (0, �3): Al gets no jail time,

while Bill gets three years. Predictions of actions

in static games with complete information are

made using the Nash equilibrium concept,

defined as a set of strategies in which no player

will deviate given the choices of other players.

The prisoner’s dilemma game can be solved

using the Nash equilibrium as follows: we look

for a pair of strategies in which each is a best

response to the other, akin to saying that no

prisoner will deviate from his choice. The bold

entries show the best response for Al to his

opponent’s moves. To see this, note that if Al

confesses, the best response for Bill is to confess;

if Al does not confess, the best response for Bill

is again to confess. If Bill confesses, Al will want

to confess; and if Bill does not confess, then Al

will again want to confess. There is only one set

of strategies (confess, confess) where no prisoner

will deviate given the other’s choice – this is a

Nash equilibrium.

The Nash equilibrium discussed here is one in

pure strategies, so called because such a strategy

is played with probability 1. But there may be

situations in which players may use strategies

with some probability between 0 and 1. Such

strategies are known as mixed strategies. Nash’s

(1951) contribution was to show that for any

game there will be at least one mixed strategy

equilibrium (see also Fudenberg and Tirole,

1991).

The prisoner’s dilemma game highlights the

fact that a Nash equilibrium is a prediction about

the outcome of a game; it is not a statement about

the optimality of outcomes. Notice in the prison

er’s dilemma game that (do not confess, do not

confess) is a superior outcome to the Nash equi

librium (confess, confess), yet the players pursu

ing their self interest choose a suboptimal

outcome. There are several ways to reach an

optimal outcome, including changing the setting

from a noncooperative game to a cooperative

game and changing the game to a dynamic set

ting (see below).

The Entry game below shows how a Nash

equilibrium need not be unique. Two stores

are debating whether to enter a market or stay

out:

Stay out

Stay out

0, 0

4, 0

0, 4

-4, -4

Enter

Enter

The entries in the cells are profits. There are

two Nash equilibria: (Stay out, Enter) and

(Enter, Stay out). Beyond making a prediction,

the concept of Nash equilibrium does not

indicate which equilibrium will emerge: add

itional refinement criteria are needed to pick

from multiple equilibria.
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Dynamic Games with Complete

Information

These games are played over many periods. This

implies that some players make their move after
other players have made a move. An example is a

Stackelberg duopoly game, in which one firm

chooses its output, after which the second

firm chooses its output. In such games, players

who move first can influence the actions of

players who move later (see f irst mover ad

vantages ). It emerges that the Nash equilib

rium applied to dynamic games can give rise to

absurd equilibria: the equilibrium may involve

noncredible threats which players may not exer

cise when called upon to do so (see credible

strateg ies ). To counteract this problem, dy

namic games with complete information are

solved using a perfect Nash equilibrium, which

requires that strategies be in equilibrium not

only on the equilibrium path, but off the equilib

rium path as well. The strategies in a perfect

Nash equilibrium form a Nash equilibrium in

any subgame. For example, a firm (‘‘entrant’’) is

contemplating whether to enter a market (‘‘in’’)

or stay ‘‘out’’ (see Mas Colell, Whinston, and

Green, 1995). The ‘‘incumbent’’ firm can

choose to ‘‘fight’’ or ‘‘accommodate’’ the entrant

(the following representation of games is known

as the ‘‘extensive form’’):

Entrant

Out

Fight

Incumbent

Accommodate

(0, 2)

(2, 1)(-3, -1)

In

The first number represents the entrant’s

payoff and the second is the incumbent’s payoff.

To see the problem with the Nash equilibrium,

the ‘‘normal’’ form of the box is useful:

Entrant

Incumbent

Out

Fight if entrant plays
“in”

Accommodate if entrant
plays “in”

0, 2

-3, -1

0, 2

2, 1In

There are two Nash equilibria: (out, fight if

entrant plays ‘‘in’’) and (in, accommodate if en

trant plays ‘‘in’’). The interpretation of the first

equilibrium is a threat: the incumbent threatens

to fight if the entrant enters the market. With

this in mind, the entrant prefers to stay out. But

this is not a credible threat: note that if the

entrant actually enters, then the incumbent is

better off accommodating rather than fighting:

the equilibrium (out, fight if entrant plays ‘‘in’’)

is not credible.

Perfect Nash equilibrium rules out noncred

ible equilibria since it requires that players’ strat

egies are optimal even in off equilibrium paths.

To locate the perfect Nash equilibrium, one can

use backward induction to fold back the tree. We

can locate the optimal response in the last sub

game of the game (i.e., the subgame that follows

‘‘in’’): the incumbent will accommodate if the

entrant is in. The tree is then folded back to yield:

Entrant

Out In

(0, 2) (2, 1)

From this, we see the entrant, having

considered the outcome if it enters the market,

will choose to enter, and the incumbent will
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accommodate. The noncredible equilibrium

(out, fight if entrant plays ‘‘in’’) does not arise.

The perfect Nash equilibrium is (in, accommo

date if entrant plays ‘‘in’’).

Another interesting topic in dynamic games is

that of the prisoner’s dilemma (PD) repeated a

finite number of times. In the static PD game,

the Nash equilibrium is suboptimal. Using back

ward induction, the finite repeated PD game

again yields suboptimal results: at the final

period, both players will confess. Stepping

back, the penultimate period becomes the final

period and again the players confess, and so on.

If the games are not physically related (i.e., are

independent), then the finite repeated game is a

repetition of the static game.

This ceases to be the case when the game is

played for infinite periods: other equilibria

emerge, enabling the players to achieve optimal

outcomes. For example, at any date, a player

does not confess if and only if players have not

confessed until that date, enabling players to

sustain, under certain conditions, the optimal

outcome. This result has useful implications

for analysis of price wars, as it yields strategies

for companies to get out of a price war using tit

for tat strategies and other s ignal ing schemes

(such as price matching).

Static Games with Incomplete

Information

Here, players don’t know the history of the

game and may be unaware of rivals’ character

istics. In a research anddevelopment (R&D) race,

for example, firms may have to choose R&D

expenditure without observing rivals’ R&D ex

penditures (static game of imperfect informa

tion) and/or may lack knowledge about the

efficacy of rivals’ R&D efforts (incomplete in

formation). This is another example of a Cour

not oligopoly game where firms are

unaware of rivals’ cost functions.

Such games are solved using the Bayesian

Nash equilibrium (Harsanyi, 1967–8). Players’

characteristics are embodied in types (e.g.,

high efficacy of R&D efforts may be type 1 and

low efficacy of R&D efforts may be type 2).

All players are assumed to have common

knowledge about the types and the statistical

distribution from which these types are

drawn. In the Bayesian equilibrium each player

chooses his expected payoff contingent on his

type and taking rivals’ type contingent strategies

as given.

The Bayesian Nash equilibrium is illustrated

via a refined PD game (Mas Colell et al.,

1995). Again, the prisoners can either

confess to the crime or not confess to the

crime. The first prisoner comes in one type

while the second prisoner comes in two types

(think of this as preferences depending on

the day), with probability p and (1� p).
The tables below give the jail sentences for

each type:

Prisoner
1

Do not
confess

Do not
confess

0, -2

-1, -10

-10, -1

-5, -5

Type 1 Prisoner 2
Probability p

Confess

Confess

Prisoner
1

Do not
confess

Do not
confess

0, -2

-1, -10

-10, -7

-5, -11

Type 2 Prisoner 2
Probability 1 - p

Confess

Confess

To locate the Bayesian Nash equilibrium,

note that prisoner 2 will always confess

if he is type 1 and will always not confess if

type 2. Prisoner 1 can then expect to get by

not confessing: p(� 10)þ (1� p)(0). By con

fessing, prisoner 1 can expect to get

p(� 5)þ (1� p)(� 1). Thus, prisoner 1 will

confess only if the expected value from

this exceeds the expected value from not

confessing: p(� 5)þ (1� p)(� 1) > p(� 1)þ
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(1� p)(0), implying that if p > 1=6 (the prob

ability that prisoner 2 is of type 1), prisoner

1 should confess to the crime, if p < 1=6 pris

oner 1 should not confess, and if p ¼ 1=6 he

should be indifferent.

Dynamic Games with Incomplete

Information

In these examples, the equilibrium concept per

fect Bayesian equilibrium (PBE) combines the

Bayesian equilibrium (for incomplete informa

tion games) with perfect equilibrium (for dy

namic games). In such games, whenever a

player makes a move, it divulges some informa

tion about its type to other players who update

their beliefs (using a Bayesian updating process)

about other players. A PBE thus requires that

strategies are optimal given beliefs, and that

beliefs are obtained from strategies and observed

actions using Bayes’s rule. PBE can be found in

games of reputation, warranty as a signal of

quality, and sequential bargaining.

As can be seen from these examples, game

theory offers numerous formats and solutions

for games depending on the type of game

being played. Future research will provide even

more insight into games and their economic

outcomes.
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geographic market

Gilbert Becker

One of the two boundaries which establish the

scope of a market in an economic sense is the

relevant geographic area of the market in ques

tion. Since all markets are not national in scope,

it is often difficult to properly define the geo

graphic area in which a group of rivals compete.

This area, ideally defined, must be broad enough

to encompass all rivals which are reasonably seen

as being in competition with one another while

not being so broad as to include firms that are in

some sense not actual or potential competitors.

Moreover, it should include all sources of supply

of this product which could or do impact market

outcomes, especially price.

The importance of accurately defining the

geographic market lies primarily in the applica

tion of antitrust policy (see antitrust pol icy

(US) ). For example, Section 2 of the Sherman

Act deals with attempts to monopolize a

market, while Section 7 of the Clayton Act

places restrictions against mergers which lessen

competition in any section of the country. The

structure of a market and its degree of competi

tion depend, in part, on the number of rivals

competing with one another (see compet i

t ion ; market structure ). Hence, the de

termination of whether an antitrust law violation

has occurred depends in part on a proper count

of the number of rivals existing in the market in

question, and this requires the delineation of an

appropriate geographic area to be considered.

While legal boundaries, such as interstate dif

ferences in commercial practice laws, or topo

graphical boundaries, such as mountains or

rivers, often guide the courts in their determin

ation of a relevant geographic market, economic

analysis has also been of assistance in this effort.

Elzinga and Hogarty (1973) developed one of the

first tests, known as the ‘‘20 percent rule,’’ which

remains to date an important practical guide.

The rule holds that a reasonable boundary has

been established if less than 20 percent of the

product that is consumed within the area under

consideration is imported from outside of that

area, and less than 20 percent of the product that

is produced within this same area is shipped
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outside of that area for consumption in a differ

ent region.

The logic here is that when the conditions of

the rule hold, the great majority of the firms

affecting the market supply and demand, and

therefore price, have been identified. If the

actual figure in the first instance exceeds 20

percent, then rivals whose output may signifi

cantly impact the market price are erroneously

being ignored and the geographic boundary

should be expanded to include them. If the

second part of the rule is being violated and a

significant portion of the supply of the product is

being shipped beyond the geographic area being

considered, this offers another indication that

suppliers are not facing transportation and dis

tribution costs sufficiently great so as to be con

sidered prohibitive. Here again the geographic

boundary under consideration should be

expanded. Several other theoretical and practical

measures of market boundaries exist (see
market def in it ion ).

See also antitrust policy (US); Clayton Act;
merger guidelines, 1992–7; Sherman Act
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gross domestic product

Robert E. McAuliffe

Gross domestic product (GDP) is a measure of a

country’s output and is the current dollar value of

all final goods and services produced for the

market by those resources within the country’s

borders per period of time. GDP does not in

clude the deprec iat ion of capital equipment

used to produce output over the period. Since

GDP is measured in current dollars, it may rise

either because current output increased or be

cause the general level of prices increased (in

flat ion occurred). To compensate for the

effects of changes in the purchasing power of

the domestic currency, a measure of general

price change is used to translate current dollars

into constant purchasing power (or base year)

dollars. When current dollar figures (nominal

values) are adjusted by the appropriate price

index (such as the GDP deflator or the consumer

price index), the result is an inflation adjusted

figure (i.e., a real value). Thus when real GDP

has increased, a nation has produced more

output.

For example, nominal GDP in the US grew

from $10.542 trillion in the third quarter of 2002

to $11.107 trillion in the third quarter of 2003.

But after adjusting for changes in the price level,

real GDP only rose from 10.1284 trillion 2000

dollars to 10.4938 trillion 2000 dollars, reflecting

the economic growth that occurred during that

period. Managers in industries whose products

follow the business cycle, such as automobiles,

housing construction, and durable goods, can use

GDP figures to forecast business conditions and

sales.

See also nominal income and prices

Bibliography

Keat, P. G. and Young, P. K. Y. (2002). Managerial

Economics: Economic Tools for Today’s Decision Makers,

4th edn. Upper Saddle River, NJ: Prentice-Hall.

Sommers, A. T. (1985). The US Economy Demystified.

Lexington, MA: D. C. Heath.

104 gross domestic product



H

Herfindahl-Hirschman index

Roger Tutterow

While a complete analysis of market structure

may require information on the market share of

each competitor, industrial concentration is fre

quently measured with a single summary index.

Such indices are desirable for both econometric

research and in establishing antitrust guidelines.

The Herfindahl Hirschman index (HHI) is

among the most widely accepted measures of

market concentration. The index is defined as:

HHI ¼
Xn

i 1

S2
i

where Si denotes the market share of the ith firm

in an industry composed of n firms. The HHI

ranges between negligible values for perfectly

competitive industries (see perfect compe

tit ion ) and a maximum value of 1.0 for a

pure monopoly (or 10,000 if market shares

are measured as a percentage).

Considerable theoretical work has related the

HHI to industrial behavior. Stigler (1964) rela

ted the HHI to the pricing behavior of oligop

olies. Adelman (1969) suggested that the HHI

has an intuitive ‘‘numbers equivalent’’ interpret

ation in that 1/HHI is the number of equal sized

firms that will produce a given HHI. Cowling

and Waterson (1976) demonstrated that the HHI

may be related to profitability in industries with

constant marginal cost .

Since the 1980s, the Department of Justice

has utilized the HHI as a primary measure of

market concentration. For the calculations used

in their merger guidelines, the decimal point in

the firms’ market shares is ignored, thus produ

cing an HHI which is larger by a multiple of

10,000. Accepting this modification, current

guidelines specify that markets in which the

HHI exceeds 1,800 are said to be highly concen

trated. Thus, mergers resulting in an HHI above

1,800 are likely to attract in antitrust litigation.

Mergers producing an HHI between 1,000 and

1,800 are likely challenged only if the HHI in

creases in excess of 100 units. Mergers resulting

in an HHI of less than 1,000 are unlikely to meet

objection (see ant itrust policy (US);

merger guidel ines , 1992–7).
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heteroskedasticity

Alastair McFarlane

Heteroskedasticity is present when the var i

ance of the error terms in a l inear regres

s ion is not identical for all observations. This

violation of the homoskedastic assumption

underlying the classical regression model is

common in cross sect ion analys i s of

microeconomic data where the variance of the

explained variable is often correlated with the

size of an explanatory variable. An example is the

consumption function of a family where there is



a greater variation in expenditures as family

income rises.

Under heteroskedasticity, the ordinary least

squares estimator is not efficient, that is, there

exist other estimators that possess a lower vari

ance. Another implication of heteroskedasticity

is that although the ordinary least squares esti

mator of the regression coefficient will be un

biased, the estimator of the standard error

of the coeff ic i ent will be biased. This bias

causes hypothesis tests to be invalid.

One method of detecting heteroskedasticity is

to examine the residuals plotted against particu

lar explanatory variables. A more formal ap

proach is the Glesjer test, which involves

regressing the absolute value of the residual on

a selected independent variable (or some func

tion of that variable). Other frequently used tests

are the White test, the Goldfeld Quandt test,

and the Breusch Pagan test (see Maddala, 2001).

One solution to the problem of heteroskedas

ticity is to specify the variables in a manner that

reduces the error variance. Common practices

are to deflate all variables by some measure of

size or to transform the data to logs. A second

approach is to use a regression technique known

as weighted least squares where observations

with smaller variances receive a larger weight in

the computation of the regression coefficients.
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hierarchy

Robert E. McAuliffe

As Coase (1937) observed, markets and firms are

alternative methods of organizing production

and allocating resources. Given the prevalence

of large business organizations in market econ

omies, it is important to analyze how corpor

ations operate and make decisions. The term

hierarchy refers to the hierarchical structure of

business organizations, and Williamson (1975)

examined the factors that affect the decision to

produce inputs internally within the firm rather

than purchase them externally from the market.

Coase (1937) argued that it was costly for firms

to use the market because of transactions

costs . Therefore firms would expand the scope

of their operations to reduce these costs. But as

the firm increases in size, the costs of coordin

ating decisions within the firm increase. The

optimal size of the firm is the size that minimizes

the total transactions costs of using the market

and internal production.

Williamson (1985) stressed that transactions

costs are affected by uncerta inty , the fre

quency of the transaction, and the specificity of

assets in which the parties must invest (see asset

spec i f ic ity ). When a firm contracts in the

market and requires a supplier to purchase spe

cific equipment which has few alternative uses,

the supplier could be vulnerable if the purchas

ing firm decides to purchase its inputs else

where. Detailed, long term contracts could

be written to reduce the supplier’s risk, but all

future contingencies cannot be specified and so

uncertainty and incomplete contracts

may prevent the transaction from occurring. In

such a case, vert ical integration may

solve the problem by internalizing the transac

tion. The governance of the market is then re

placed by the hierarchical governance of the

firm.

Hierarchies perform a variety of functions in

the market. For example, a hierarchy can be

viewed as an information system, since the struc

ture of an organization affects the flow of infor

mation within the firm. As Radner (1992)

suggests, economic eff ic i ency requires spe

cialization, but specialization requires decentral

ized decision making which introduces

additional coordination problems within the

firm. Another interesting feature of hierarchies

is the internal labor market they create. It is

important for any economic organization to

properly match labor skills with job require

ments. Holmstrom and Tirole (1989) suggest

that when there is uncertainty about the job

characteristics or the worker’s skills, the hier

archy can act as a filter providing information

about workers’ abilities and matching them with
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the appropriate current position and providing a

learning environment for future positions. In

fact, Holmstrom and Tirole suggest that when

a mismatch between the worker and the job is too

costly, long career paths with assignments

throughout the hierarchy provide more infor

mation about the worker’s abilities (as with

doctors and airline pilots).
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horizontal merger guidelines

Gilbert Becker

Section 7 of the US Clayton Act proscribes

mergers which may substantially lessen com

pet it ion . The language of the Act leaves open

to interpretation, by the courts and the antitrust

enforcement agencies, the exact nature of the

circumstances under which there exists a viola

tion, and varying interpretations have been

offered (see antitrust policy (US) ). On

three occasions since the late 1960s the federal

government, in an effort to clarify the antitrust

enforcement philosophy of the existing adminis

tration, has issued guidelines indicating the con

ditions under which the challenge of a merger

will be likely.

Policy Development

In 1968 the Department of Justice (DOJ) pre

sented the first set of guidelines. These guide

lines followed a strict structuralist approach (see

structure conduct performance

paradigm ) whereby markets were classified as

‘‘highly concentrated’’ or ‘‘less highly concen

trated’’ and the decision to challenge a merger

between rival firms was essentially based on one

criterion, that being whether the market shares

of the firms in question were unacceptably high.

Specific rules were established by the guidelines.

For example, in a highly concentrated industry,

one in which the four firm concentration ratio

(CR4) was above 75 percent (see concentra

t ion indices ), a merger between an acquiring

firm holding a market share in excess of 10

percent and a firm to be acquired having a

market share in excess of 2 percent was to be

challenged (see US DOJ, 1982, for a complete

statement of these guidelines and those

developed in 1982). These guidelines offered a

possible exemption in the case where the acqui

red firm was failing and no other more suitable

purchaser was forthcoming, but little else by way

of a defense was to be allowed for mergers not

falling within these rules. Moreover, the guide

lines indicated willingness by the government to

challenge an acquisition, even when the market

shares were acceptably low, if the firm to be

acquired had shown to be an aggressive, com

petitive force, or if the merger was part of a trend

toward increasing concentration in a market.

The revised 1982–4 guidelines and those

which are currently in force (see merger

gu idel ines , 1992–7) present a substantial

change from the first set of guidelines in terms

of both the level of economic analysis generated

and their economic philosophy. The prevailing

criticism of the first set of guidelines is that they

were too simplistic and too rigid, and that the long

evidentiary record of the link between market

structure andmarket performance was

weakandnot sufficiently compelling to justify the

strict rules that had been used. Thus, while both

of the new sets of guidelines maintain an analysis

ofmarket structure as part of their approach, they

replace the rigid rules approach with a case by

case approach that uses additional economic

factors, beyond market shares, in order to help

indicate the probability of a challenge.

The new guidelines since 1982 replace the

CR4 with the Herf indahl Hi r schman

index , HHI, as the preferred measure of indus

try concentration. In addition, three levels of
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concentration are identified and used in the first

step of the evaluation process:

1 low concentration (where the post merger

HHI < 1,000), in which a challenge is un
likely;

2 moderate concentration (where after the

merger 1,000 < HHI < 1,800), in which a

challenge is more likely than not if the pro

posed merger increases the HHI by more

than 100 points; and

3 high concentration (where the post merger

HHI > 1,800), in which a challenge is

likely if the HHI increases by more than 50

points.

From there, the new guidelines significantly

expand the use of economic analysis relative to

their earlier counterparts. For example, a princi

pal concern of antitrust enforcers dealing with

horizontal mergers is the possibility that the

declining number of rivals may facilitate the

abuse of market power through collu

s ion . As a result, the new guidelines investigate

other factors which are known to influence the

possibility of collusion. Since economic theory

indicates that collusion is easier to achieve in a

market where the good in question is homoge

neous and where information on rivals’ prices

and sales is readily available to competitors,

these factors will also be considered in evaluating

the merger. Once all such factors are considered,

if the evidence indicates that the market in ques

tion is one in which collusion is easy, then the

merger in question will be more likely to be

challenged, all else being equal, than one involv

ing a market where collusion is seen as being

difficult.

Similarly, the guidelines detail a number of

factors which are to be used in defining markets

and present a new economic approach to defin

ing markets based on firms’ ability to introduce

and maintain a SSNIP – a small but significant

nontransitory increase in prices – to a market (see
market def in it ion ). Moreover, the new

guidelines call for increased emphasis being

placed on the condition of entry into the

market, under the theory that potential entrants

may be able to discipline firms that attempt to

abuse market power resulting from a merger (see
contestable markets ).

Finally, the latest two sets of guidelines offer

significant changes concerning the question of

eff ic iency . It has long been recognized that

mergers may benefit consumers, even if compe

tition is reduced, by allowing economies of

scale and other cost saving efficiencies to take

place. Williamson (1968) developed a framework

for analyzing the merits of a horizontal merger in

which such efficiencies occur. Using a simple

cost benefit approach (see prof it max imiza

t ion ), he argued that a merger should be appro

ved if the potential gains to society from the

lower costs of production exceed the potential

cost to society from the deadweight loss

resulting from increased market power. More

over, his model indicates that a relatively small

gain in efficiency was necessary to offset the

social loss and, as a result, the efficiency

resulting from a merger should be considered

as an important factor. Although neither the

earlier (1968) guidelines nor the courts nor the

Clayton Act itself has accepted efficiency con

siderations as a defense of a merger, the newer

guidelines treat efficiency much more favorably

than in the past.

The 1992 guidelines, following the letter and

spirit of those developed a decade earlier, offer

some additional important refinements to the

economic analysis of proposed mergers. First,

the new guidelines more forcefully indicate that

a merger can be challenged because of an antici

pated transfer of wealth from consumers to pro

ducers – i.e., economic prof it . While the

1982 guidelines had focused primarily on the

misallocation of resources, the current guidelines

clearly offer both issues as a reason for govern

mental action against a proposed merger. This,

in theory, may substantially tip the cost benefit

scales used in Williamson’s approach. To the

extent that the current and future administra

tions measure and include excess profits as a cost

of a proposed merger, this will, as suggested in

Meehan (1977), dramatically increase the effi

ciency gains needed to justify most mergers. In

addition, this would bring US policy closer to

that of the European Union (EU), which exam

ines abuse of power and, in some settings, requires

that consumers are allowed a fair share of the
benefits achieved from technical efficiency gains

(see EU compet it ion pol icy , 2004). More

over, the 1992 guidelines, while recognizing both

108 horizontal merger guidelines



efficiency and entry conditions as being import

ant, require a higher standard of proof than their

earlier counterparts. This became increasingly

apparent in 1997, when the government made

minor revisions to the standards set in 1992.

Another change in the 1992 guidelines is that

the language dealing with the likelihood of a

challenge is, by the government’s own assess

ment, weaker than in the past. This is particu

larly true in the moderately and highly

concentrated industry categories. For example,

in the latter category, the 1984 guidelines indi

cated that a challenge would occur ‘‘except in

extraordinary cases.’’ The current guidelines,

while presuming that anticompetitive effects

arise from such increases in concentration, indi

cate that demonstrating other importance effects

of the merger may overcome the initial presump

tion (see US DOJ and Federal Trade Commis

sion, 1992: 1–7). As a result, although during the

1980s the US experienced its second largest

wave of merger activity of the twentieth century,

this movement was exceeded in size by that

which occurred during the 1990s.

Policy Debate

One of the areas of greatest debate concerning

antitrust policy has been that of the merger

guidelines. The first of many issues debated is

that of the merits of a more strict ‘‘rules’’ ap

proach as offered in the first guidelines, in com

parison with the more open ‘‘case’’ approach

used during the last two decades. Meehan

(1977), in a survey of the early literature

defending the rules approach, cites several argu

ments. The first is that it is a much less costly

method since the case approach requires

gathering a great deal of information, much of

which comes from the firms in question and

therefore must be verified due to the incentives

of these firms to provide biased information.

Second, the difficulty in the case approach of

evaluating the social loss is recognized as a prob

lem.

Third, and perhaps most importantly, signifi

cant problems arise using Williamson’s model to

defend the efficiency argument. Meehan cites

two studies which find that economies are often

not a primary goal cited by managers involved in

mergers and, more importantly, that in nearly

half of the cases of mergers examined, no

attempt was made to achieve potential econ

omies (see synergies ). Moreover, evidence is

offered that the gain in market power accrued

from these mergers was a primary cause for the

diminished desire to achieve the efficiencies that

were available. In addition, although mergers

may offer cost savings through multiplant oper

ations or through the rationalization (removal) of

excess capac ity , the denial of such mergers

may only delay these cost savings as competition

will induce the individual firms to expand or

contract on their own. Finally, the argument

has been made that since mergers may increase

economic profit, firms may misallocate (from

society’s point of view) a significant amount of

resources in an effort to achieve these profits,

and that this misallocation should be included in

any cost benefit analysis.

Meehan’s solution to the efficiency defense

question called for a modification of the 1968

guidelines to ignore mergers in which CR4 is less

than 50 percent, as the threat of market power is

minimal. This would also allow for significant

economies to be achieved where they are most

likely to occur, i.e., in mergers among small and

medium sized firms (see minimum eff ic ient

scale ). The three levels of HHI used in current

merger policy offer a movement in this direc

tion.

In evaluating merger policy following the

introduction of the 1982–4 guidelines, several

scholars have offered policy solutions. Fisher

(1987) argued for a very high standard of proof

for firms claiming efficiencies and a refusal of the

claims if an alternative method is available for

achieving the economies. Schmalensee (1987)

argued that efficiency should only be used as a

tiebreaker of last resort, and should not save an

otherwise objectionable merger. In general,

these and other scholars favor the new case ap

proach in its treatment of market definition and

entry, while disagreement arises as to the rewrit

ing of the Clayton Act to specifically allow an

efficiency defense. Miller (1984) takes the strong

stance that the 1984 revision of the 1982–4

guidelines, by evolving to a cost benefit ap

proach wherein efficiency is considered,

‘‘borders on executive legislation’’ as courts are

unlikely to be able to test this doctrine since the

government is not bringing cases where efficien

cies are great.
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During the past two decades, critics have on

numerous occasions cited lax antitrust policy as

being a major factor contributing to the level of

merger activity over this period. In one recent

sharp critique of both the 1982–4 and 1992

guidelines, Shepherd, Shepherd, and Shepherd

(2000) argue that they have lost the focus of their

original intent, which was to clarify the govern

ment’s position on Section 7 of the Clayton Act

and to foster effective competition and all of its

benefits. The 1968 guidelines were clear and

relatively simple rules for the business commu

nity to understand, and were consistent with

court interpretations of that time concerning

borderline merger cases. The new guidelines,

from Shepherd et al.’s point of view, delineate

much of the current economic knowledge con

cerning markets and develop numerous tests and

screens in the process of evaluating a merger, but

in doing so no longer reduce the uncertainty on

the part of businesses in the US as to which

mergers will be challenged. Blumenthal (1993),

while favoring the approach of the new guide

lines, reinforces the problem of their lack of

clarity by identifying 31 new issues that are

raised by these guidelines (see Antitrust Bulletin,
1993, for a symposium on the 1992 guidelines).

Moreover, Shepherd et al. argue that the pro

liferation of the factors identified in the new

guidelines deliberately furthers a bias, held by

the government in the past two decades, toward

favoring big business. The potential time and

cost to small firms of a court challenge would

be prohibitive, while large firms wishing to

merge could impose significant costs on the gov

ernment agency opposing the merger by forcing

them to develop the extensive evidence required

by the new guidelines. Shepherd et al. also argue

that the bias toward bigness is enhanced by the

entry criteria in the guidelines. The condition of

entry is seen as overshadowing the importance of

the number and size of actual competitors,

leading to mergers having been allowed wherein

the new firm has held anywhere from 25 percent

to 60 percent of the market output. They argue

that the DOJ guidelines tend to expand beyond

those laid down by the courts, and as such the

focus of the new guidelines is inconsistent both

with the application of other US antitrust laws

and with recent European antitrust decisions. As

a result, they call for a simpler set of rules,

focused on single firm dominance, wherein no

firm is allowed to achieve a market share of

greater than 25 percent via merger.

In sum, the horizontal merger guidelines of

the past 30 years have continued to develop in

terms of their economic content and analysis. As

sharp differences in economic philosophies

exist, these guidelines continue to be a source

of contention among antitrust policy makers,

scholars, and industry leaders.
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I

identification problem

Robert E. McAuliffe

Two econometric issues arise whenever a re

searcher attempts to estimate simultaneous

relationships: the identification problem and

s imultaneous equat ions b ias . When an

equation is not identified, the researcher cannot

estimate the underlying equation (such as the

demand or supply curve). When an equation is

part of a simultaneous system of equations, such

as the supply and demand for a product, direct

estimates obtained from a l inear regres

s ion will be biased and other estimation

methods must be employed.

To understand the basic nature of the identi

fication problem, consider a competitive market

where the prices and quantities observed result

from the interaction of both supply and demand.

Given that both supply and demand determine

observed data for prices and quantities, how can

a researcher know that the resulting equil ib

r ium data points reflect the underlying demand

curve or supply curve? This is the issue of iden

tification. Without any additional information

beyond observed data on prices and quantities,

a researcher cannot know whether the observed

points reveal a demand or supply relation, or a

weighted average of both. However, if additional

information is available, it may be possible to

identify either the demand funct ion , the

supply curve, or both.

Consider the system of supply and demand

curves for any competitive market below:

Q d
t ¼ a1 þ a2P þ edt (1)

Q s
t ¼ b1 þ b2P þ est (2)

Q d
t ¼ Q s

t (3)

where Q is the quantity supplied or demanded, P
is the price of the product, and the eit are random

disturbances to demand and supply. Equations

(1)–(3) are referred to as structural equations
which reflect specific features of the market.

These equations are mutually dependent since

price and quantity cannot be determined with

out all of them. Even when a researcher is only

interested in estimating one of these equations

(such as demand), if price and quantity are deter

mined by both supply and demand, the demand

curve must be regarded as part of a system

of equations (see Greene, 2002; Maddala,

2001).

As written, neither demand nor supply is

identified above without additional information,

since each curve contains identical information

relating quantity to price. Because both equa

tions are not identified, their underlying param

eters (the as and bs) cannot be estimated from

the data. However, if a researcher knew that

there was no disturbance to demand (or very

little random variation in demand), this add

itional information would serve to identify the

demand curve. The reason is that in this case the

researcher would know that demand was given

by:

Q d
t ¼ a1 þ a2P (10)

which means that the observed fluctuations in

price and output in the market were due to

variations in supply. That is, if the demand

curve had little or no variation, then the re

searcher would know that observed movements

in prices and quantities were caused by shifts in

supply along a (relatively) constant demand

curve. The resulting data on prices and quan

tities would thus trace out the demand curve as

shown in figure 1.



This example illustrates the identification

problem and how it may be solved. To state the

requirement loosely at the moment, for a given

equation to be identified, that equation must

exclude variables which are included in other

equations in the model or other restrictions

must be imposed on the data. In the example

above, the demand curve (10) would be identified

but the supply curve is not identified because the

disturbance term is excluded from the demand

curve, but there are no variables excluded from

the supply curve which are included in demand.

It should also be noted that identification is a

property of the data available: a researcher could

not simply assume that there was no variation in

demand to identify the demand curve if it were

not the case because the resulting data would

reflect shifts in both demand and supply.

Consider the system of supply and demand

equations below:

Q d
t ¼ a1 þ a2P þ a3I þ edt (1a)

Q s
t ¼ b1 þ b2P þ b3C þ est (2a)

Q d
t ¼ Q s

t (3)

where I is consumer income (an exogenous vari

able) and C is the cost of resources in production

(also an exogenous variable in this system). In

this case, both supply and demand are identified.

The demand curve is identified because resource

costs which shift supply are excluded from the

demand curve. Supply is identified because

variations in consumer income will shift

demand without changing supply. As long as

the parameters a3 and b3 are not equal to zero,

then changes in income and costs will serve to

identify supply and demand, respectively.

More generally, a single equation in a system

of simultaneous equations may be exactly identi
fied, over identified, or under identified depending

(in part) on whether the exclusion restrictions

necessary to identify the equation are met. In the

modified example above, the demand curve (1a)

is exactly identified, as is the supply curve (2a).

To be identified, any given equation must meet

the order and rank conditions described below

(see Greene, 2002; Maddala, 2001).

Consider a system of equations with N en
dogenous variables (that is, variables which are

to be explained by the model such as price and

quantity in the examples above) and K exogenous
or predetermined variables. Exogenous variables

are those which are not explained by the model

and which are not correlated with the disturb

ance terms in each equation, such as income and

resource costs in the example above (see error

terms in regress ion ), while predetermined

variables are past values of the endogenous vari

ables. For linear systems the order condition

requires that the total number of endogenous,

exogenous, and predetermined variables ex
cluded from the equation must equal the number

of endogenous variables included in that equation

minus 1. So if there are J endogenous, exogen

ous, and predetermined variables excluded from

an equation in a system of N endogenous vari

ables, then:

1 The equation is exactly identified when

J ¼ N � 1.

2 The equation is over identified when

J > N � 1.

3 The equation is under identified when

J < N � 1.

When an equation is under identified, its par

ameters cannot be estimated. The order condi

tion is necessary for identification but is not

sufficient. In most cases, the rank condition for

identification will be satisfied when the order

condition is satisfied, but exceptions can occur.

The rank condition for identification is both

necessary and sufficient for identification and

refers to the rank of largest number of linearly

independent rows or columns of a matrix (the

Price
S1

A S2

B
S3

C

Demand

Quantity

Figure 1 Shifts in supply identify the demand curve

112 identification problem



system of equations). Maddala (2001) provides a

convenient summary of the requirements for

identification: consider a system of three equa

tions with three endogenous variables,

y1, y2, y3, and three exogenous variables,

x1, x2, x3 (this method easily generalizes to

systems with different numbers of equations

and variables than those used in this example).

Consider the rows and columns for the equations

as if in a spreadsheet, and place an X when a

variable appears in the equation and 0 when it

does not appear. For a system such as the one

below, we can check each equation to see if it is

identified.

The rules Maddala provides for identifying

any equation are:

1 Delete the row of the equation being con

sidered.

2 Take the columns with the 0 entries for that

row.

3 Given these remaining columns, there must

be (N � 1) rows and columns which do not

have only zeros, and no row (or column) can

be proportional to any other row (or column)

for all parameter values. If these require

ments are fulfilled, then the equation is iden

tified.

This version of the rank condition is both ne

cessary and sufficient for an equation to be

identified. Consider the table above. There are

three endogenous variables (N ¼ 3), so the

order condition requires that at least two vari

ables are excluded from each equation. The

first equation has four variables missing and is

over identified, the second equation has three

variables excluded and is also over identified,

while the third equation has two variables ex

cluded and is exactly identified. Therefore all

three equations meet the order condition for

identification.

For the rank condition we require that there

be N � 1 ¼ 2 nonzero rows and columns. For

equation 1, delete that row and take those

columns where zeros appear in the equation.

The columns with zeros for equation (1) are:

0 X 0 0

X X X X

Since we have two rows (and two columns)

which are not completely filled with zeros, the

equation is identified. To apply the rank condi

tion to equation (2), delete that row and take

those columns where zeros appear to obtain:

0 0 0

X X X

Since an entire row contains zeros and only one

row does not, equation (2) does not meet the

rank condition of having (N � 1) rows and

columns that are not all zeros. Thus equation

(2) is not identified despite the fact that the order

condition was fulfilled and so its parameters

cannot be estimated. As the reader can verify,

the third equation also meets the rank condition

for identification. The identification problem

can also be expressed in terms of the relationship

between the structural equations of the model

and the reduced form equations (see est imat ing

demand ). For more advanced treatments, see

Fisher (1966) and Hsiao (1983).
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imperfect information

Alexandra Bernasek

Perfect information is the strongest information

requirement that can be assumed in an economic

Equation y1 y2 y3 x1 x2 x3

1 X 0 0 0 0 X

2 X 0 X 0 0 X

3 0 X X X X 0
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model. Traditionally, it has been a standard as

sumption in economic theory. Even though

many of the real world markets being modeled

(e.g., insurance markets, financial markets, and

labor markets) were recognized as having im

portant information imperfections, it was not

subject to debate until fairly recently. Stigler’s

(1961) article on ‘‘The economics of informa

tion’’ is recognized as a pathbreaking article on

the formal modeling of imperfect information.

Incomplete information is a type of imperfect

information. For example, one or more parties to

a transaction may lack knowledge of some aspect

of the transaction that affects their payoffs.When

consumers have incomplete information,

markets which would be perfectly competitive

otherwise have the features of monopoli st ic

compet it ion and firms have some degree of

market power . Asymmetric informa

tion is another type of imperfect information.

For example, one party to a transaction may have

valuable knowledge of some aspect of the trans

action that another party does not. Information

asymmetries are an important source of infor

mation imperfections which may in turn create

problems of moral hazard and adverse

select ion .

An early article on the effects of imperfect

information on the standard conclusions of eco

nomic theory is Rothschild and Stiglitz (1976).

They examined the effects of imperfect infor

mation on competitive insurance markets and

found that under plausible conditions an equ i

l ibr ium did not exist in those markets in the

presence of imperfect information. Although

their focus was on insurance markets, their

results also had implications for financial

markets and labor markets. In the context of

credit markets, Stiglitz and Weiss (1981) show

how equilibrium in credit markets can be char

acterized by rationing in the presence of imper

fect information.

One of the implications of Rothschild and

Stiglitz (1976) was recognizing imperfect infor

mation as a source of market inefficiency. An

other was recognizing that specific institutions

in markets may be responses to the difficulties of

handling problems of imperfect information.

This second implication has had a profound

influence on recent developments in what has

come to be called the ‘‘new institutional econom

ics.’’ The approach taken by the imperfect infor

mation strand of the new institutional economics

is associated primarily with the work of Akerlof

and Stiglitz. It is rigorous, specifying assump

tions and equilibrium solutions, and making

sharp distinctions between different types of

information problems. Stiglitz (1986) utilizes

the imperfect information theory of institutions

to provide an explanation of the existence of

certain agrarian institutions as substitutes for

incomplete insurance markets, credit markets,

and futures markets.

Screening and s ignal ing are two methods

individuals use in attempting to overcome prob

lems of imperfect information that arise due to

adverse selection. Stiglitz (1975) develops a

theory of screening which he uses to analyze

the allocation of resources to education.

Screening serves to sort individuals on the

basis of their qualities. Stiglitz finds that

screening in education has productivity returns

but it increases inequality, creating a trade off

between distributional and efficiency consider

ations. Leland and Pyle (1977) develop a signal

ing model where entrepreneurs seek financing

for projects whose true qualities are known only

to them. An entrepreneur’s willingness to invest

in his or her own project is seen as a signal of the

project’s quality. They conclude that the value

of the firm increases with the share of the firm

owned by the entrepreneur, and suggest that

financial intermediation is a natural response to

asymmetric information.

See also adverse selection; asymmetric information;
moral hazard
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income effect

Robert E. McAuliffe

The income effect refers to the change in a

consumer’s real income (or purchasing power)

when the price of a product changes. When the

price of a product increases, those consumers

who purchase the product have lost purchasing

power and will tend to buy less of all goods –

including the good whose price rose. The

strength of this income effect depends on the

importance of the product in the consumer’s

budget and the availability of subst itutes .

Thus an increase in the price of a specific manu

facturer’s product of, say, chicken will have less

effect on consumers than an increase in the price

of all chicken, and this will have less effect than

an increase in the price of all food products.

Just as consumers are worse off from a price

increase, a price decrease will make consumers

better off by increasing their purchasing power.

For most products, the income effect is positive

– that is, consumers tend to purchase more of the

good as their incomes rise. This holds for

normal goods and for luxury goods, but

the income effect is negative for infer ior

goods . The income effect normally reinforces

the subst itut ion effect , causing demand

functions to slope downward (see demand

funct ion ).

See also law of demand
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income elasticity

Gilbert Becker

The income elasticity is defined as the percent

age change in quantity demanded given a small

percentage change in income, and is calculated

by the ratio

eI ¼
DQ

Q
=
DI

I
¼ DQ

DI
� I

Q

where the symbol D indicates a change in quan

tity (Q) or income (I). Its measure may take on a

positive or negative value and is of considerable

importance to managers. For most goods an

increase in income raises demand and thus eI
has a value greater than zero. For some of these

goods, formally classified as luxury goods, the

change in demand is greater than the income

change and eI takes on a value greater than 1.

For a few goods, such as bus transportation,

increased income causes substitution to alterna

tive goods and the value of eI is negative. These

goods are identified as infer ior goods . The

degree of consumer sensitivity to income

changes is important in anticipating the periodic

growth and decline in demand for a good.

Products with a large positive value for income

elasticity will find demand growth exceeding

the growth rate of income in the economy.

These products are also more susceptible to

sharp declines in demand during recessions.

Suppliers of inferior goods, on the other hand,

should expect a decline in demand for their

product in the long run as consumer income

grows.

See also elasticity
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incomplete contracts

Lidija Polutnik

Incomplete contracts are a response to bounded

rationality which results from the inability of

people to exactly foresee and articulate all pos

sible contingencies or because the cost mini

mization requires the contract to be incomplete

(see transact ions costs ). Simon (1951)

analyzed the consequences of bounded rational

ity for the employment relationship. A complex

long term relationship between the employee

and the employer is most commonly defined as

an incomplete contract and is a rational response

to human limits of bounded rationality and un

certainty. When contracts are incomplete, a pos

sibility for opportunistic behavior exists because

incentives are not properly aligned, and this

leads to problems of imperfect commitment.

Imperfect commitment can lead to an incen

tive for one of the parties of the contract to prefer

renegotiation of the contract ex post. For

example, when the contract fails to specify how

the price should change over time as a result of a

change in costs, the buyer may refuse to take the

supplier’s word for the change in costs, and a

risk averse buyer will find a contract that does

not specify prices with certainty unattractive (see
r i sk avers ion ). Fear of reneging may make

contracting parties engage in costly behavior

aimed at protecting themselves to assure com

pletion of a contract or decide not to enter into a

contract in the first place.

As a result of contractual incompleteness, a

hold up problem may occur. Certain transac

tions may necessitate that specific investments

be made. When this investment is made, the

value of the input in its present use is much

higher than in its next best use, which creates a

basis for opportunistic behavior. One of the

parties may refuse to abide by the contractual

terms after the specific investment has been

made. The party whose contract terms have

worsened as a result of contractual incomplete

ness is said to be held up. This inability to

commit parties to postcontractual behavior may

result in fewer asset specific investments being

made (see asset spec if ic ity ).

Williamson (1979) showed that the problem

of commitment and opportunistic behavior is

lessened when firms engage in long run relation

ships with frequent interaction and the degree of

asset specificity of the investment made by the

parties is low. There is a variety of contractual

means for reaching a commitment when parties

engage in complex transactions that last over a

period of time and contracts are incomplete.

A hold up problem may be avoided and oppor

tunism mitigated if a single firm owns highly

specialized assets (see vert ical integra

t ion ). Relational contracts are a common way

of trying to resolve unspecified contingencies

should they occur. They are abstract in nature

but do necessitate specification of an authority or

governance structure. For example, a supervisor

has discretionary power over an employee’s as

signment of tasks. Also important in practice are

‘‘implicit contracts.’’ These are defined by a set

of shared expectations about the behavior or a

relationship. They are not enforceable in a court

of law but are designed to be self enforcing.

Rosen (1985) provides a useful survey of studies

pertaining to the implicit nature of employment

contracts and explanations for different phe

nomena, such as wage rigidity, human resource

policies in a firm and their objectives for employ

ment security, recruiting, etc.

A noncontractual way of achieving commit

ments and aligning incentives when contracts are

incomplete is with reputations. Reputational

effects can sustain contracts until the near end

and save the firm the costs of writing a complete

contract. In the employment relationship the

firm reneging on a promise of a wage increase

damages its reputation and reduces the future

possibility of an equally profitable relationship

with its employees. Kreps (1990) provides

numerous examples of corporate culture being

employed to enforce expected behaviors in a

corporation.

See also asset specificity; Coase theorem; game
theory; transactions costs
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increasing returns

Robert E. McAuliffe

There are increasing returns to an input in pro

duction when, as incremental units of that input

are added, the resulting increases in output are

rising. Increasing returns typically occur in the

early stages of production as the first units of a

variable input are added, but, as more units are

added, dimin i sh ing returns set in (see law

of var iable proportions ). For example,

the increases in output from adding the first

workers to a plant should rise as those workers

assist each other in production, so the mar

ginal product of labor would be rising.

Eventually, additional workers will not be as

productive and their marginal product will be

falling. As with diminishing returns, increasing

returns refer to the short run when other

factors of production are held constant. When

all factors of production are changed, the issue is

one of economies of scale (or of returns

to scale).
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indifference curves

Gilbert Becker

Indifference curves are used to describe the pref

erences of a consumer who is faced with an array

of market baskets, or sets of goods, from which

to choose. One indifference curve represents all

of the different combinations of goods which

give the consumer equal total util ity . Typ

ically, market baskets containing different quan

tities of two goods are examined. Ordinarily, as

the amount of either of the goods is reduced,

utility is lost. As a result, the quantity of the

second good must be increased in order to com

pensate for the loss and to leave the consumer

indifferent between the initial and new positions.

For example, a consumer may indicate that a

combination of four pairs of sneakers and one

warm up suit per year gives the same overall

satisfaction as do three pairs of sneakers and

two warm up suits or one pair of sneakers and

four warm up outfits. These three combinations

would be part of the same indifference curve for

that consumer.

As it is generally assumed that more is pre

ferred to less, any combination having more of at

least one of the goods and no less of the second

good would generate more total utility. Thus, for

example, four pairs of sneakers in combination

with three outfits would yield more total utility

than the first combination identified above (and,

by transitivity, more than the other two combin

ations as well). When other combinations having

the same total utility as this new point are iden

tified, a second indifference curve is created.

The complete set of such curves is known as an

indifference map.
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It is important to recognize that the indiffer

ence curve represents the consumer’s evaluation

of these combinations without regard to income

or the prices of the two goods. As such, the

indifference map identifies a complete ranking

of these combinations of goods solely on the

basis of the consumer’s tastes. The various com

binations of goods which the consumer can

afford and that set which leads to the highest

total utility possible require the analysis of the

consumer’s budget constra int as well (see

util ity max imizat ion ).

A diagram of an indifference curve is drawn

with the y axis measuring the quantities of one

good (Y) and the x axis measuring the quantities

of the second good (X). The different combin

ations that are equivalent in the eyes of the con

sumer are combined to form a curve, which

ordinarily is negatively sloped. The slope of the

indifference curve indicates the amount of good

Y which the consumer is willing to trade in order

to receive one extra unit of good X. This is

identified as the marginal rate of subst i

tut ion of X for Y. Each indifference curve is

typically bowed inward toward the origin due to

the law of dimin i sh ing marginal ut il

ity , which causes the marginal rate of substitu

tion between the two goods to decline. That is, as

the consumer sacrifices units of Y to consume

more of good X, he is less willing to do so the

moreX is consumed. Indifference curves that are

farther from the origin represent higher levels of

overall utility, and are therefore more desirable.

Indifference curve analysis can be used to

demonstrate how an advert i s ing campaign

for a product works to alter consumers’ marginal

rates of substitution and thus favorably alters

their choices toward greater purchases of the

good being promoted. Alternatively, the analysis

can be used to show how a pricing strategy which

lowers the price of one good causes greater con

sumption of that good through the choice of a

new combination on the consumer’s indifference

map. Moreover, both the income effect and

the subst itut ion effect of the price change

can be demonstrated.

In addition, indifference curves can be used to

examine investment decisions by managers.

Combinations of risk and rates of return (in the

place of goods X and Y) can be used to create

indifference curves which describe varying

degrees of r i sk avers ion . Since risk is an

economic ‘‘bad’’ (consumers prefer less risk),

the indifference curves slope upward when

expected rates of return are plotted on the verti

cal axis and against risk on the horizontal axis.

This means that if consumers are to increase the

riskiness of their portfolio, they would need to be

compensated by a higher expected rate of return

to remain indifferent. One application is port

folio analysis (see cap ital asset pr ic ing

model ).

Finally, important advances have been made

by Lancaster (1971), who used indifference

curves to describe consumer preferences in

terms of product characteristics. By identifying

consumers’ tastes toward combinations of fea

tures that a product may hold, target markets can

be established, the development and introduc

tion of new products can be implemented, and

marketing strategies concerning the bundling

of options and other forms of product dif

ferent iat ion can be developed (see prod

uct attr ibutes model ).
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industry life cycle

Robert E. McAuliffe

This is the extension of the product l ife

cycle concept to the industry. When a new

product (or product category) has been created,

the industry is in the introduction phase of the

cycle where the market is small but growing and

risk is high because the market is not yet fully

established. Firms tend to have high adver

t i s ing expenditures in this stage as they inform

consumers about the new product. In addition,

firms may be more vertically integrated if

markets for supporting services and parts have

not developed (see vert ical integrat ion ).

For example, in the early years of the computer

industry there were few independent producers

of peripherals such as disk drives or software, so

companies such as IBM and later Digital had to
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produce these products themselves. During the

growth phase of the cycle, the market grows

rapidly as new firms enter the industry (see
entry ). New product development, innov

ations, and marketing methods occur during

this period as firms compete for higher profits

and market share. Eventually as the market be

comes saturated, growth slows and the industry

reaches the maturity phase of the industry

cycle where profits stabilize and firms tend to

compete more on price rather than through

product different iat ion . Following this

phase, the industry enters the stage of decline

with a contracting market and higher ex it rates

among firms. The industry structure tends to

consolidate as larger firms acquire weaker rivals,

competit ion focuses on price, and costs and

industry profits are falling.

As Porter (1980) observed, there are several

criticisms of the life cycle approach. Every in

dustry or product will not necessarily pass

through each stage of the cycle, nor is it always

clear where a specific industry may be in the life

cycle. The evolution of the industry and compe

tition among firms may vary between industries

rather than follow the course predicted by the

life cycle. However, the industry life cycle does

offer interesting dynamic predictions regarding

entry, exit, competition, and profits over time

(Greer, 1992; see decl in ing industry ).
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inelastic demand

Gilbert Becker

Inelastic demand is the situation where con

sumer reaction to a change in price is small.

Specifically, it is defined as the case where the

percentage change in quantity demanded is less

than the percentage change in price, or ep < 1,

where ep is the price elasticity of demand (see
elast ic ity ). When a class of products has few

or no subst itutes , such as gasoline, market

demand tends to be inelastic. As the product is

more narrowly defined though, and a specific

brand of gasoline is considered, more substitutes

are available and its demand becomes more elas

tic. In addition, goods considered to be neces

sities, such as food or prescription medications,

and goods that play a small role in consumers’

budgets, such as salt, also tend to have demands

that are inelastic. In all cases of inelastic demand,

price increases will increase total revenue

and price decreases will lower revenues. More

over, in cases where consumers of the same

product (e.g., movie tickets) can be separated

into different groups (e.g., children, adults,

senior citizens) and charged different prices,

elasticity plays a critical role in the pricing strat

egy. In order to maximize profits, managers

should charge the highest price to the group

with the most inelastic demand, and lower prices

to groups whose demand is more elastic (see
price d i scr iminat ion; prof it max i

mizat ion ).
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inferior goods

Nikolaos Vettas

A good is called inferior if consumers choose to

buy less of this good when their real income

is higher. An example that is often used to illus

trate this behavior is potatoes: as people’s

income rises, they may choose to consume

fewer potatoes (and more of some other food).

Goods that are not inferior are called normal

goods . Of course, a good may be normal at

some income levels and inferior at other levels

of income.
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For a demand funct ion to have positive

slope, it is necessary (but not sufficient) that the

good is inferior. The demand curve for an infer

ior good may be either increasing in price (‘‘Gif

fen good’’) or decreasing in price, depending on

whether the income effect or the subst i

tut ion effect dominates (see demand

curves ).
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inflation

Robert E. McAuliffe

Inflation measures the rate of change in the

general level of prices in the economy. The in

flation rate is calculated as the percentage change

in a price index (such as the consumer price

index (CPI), the producer price index, or the

GDP deflator) over a given period of time. For

example, if the CPI at the end of May 2002 is 100

and its value for the end of June 2002 is 101, then

the inflation rate for the month would be

Inflation ¼ (CPIJune � CPIMay)

CPIMay

� �
� 100%

¼ (101� 100)

100

� �
� 100% ¼ 1%

Since a company’s revenues and costs may

adjust differently when inflation occurs, man

agers should consider the effects inflation may

have on profits and may need to estimate its

effects on costs and revenues separately for ac

curate forecasts. A firm might use the producer

price index to measure inflation changes in its

costs and the CPI to measure inflation in rev

enues. A subset of either price index may be

preferred if specific elements of price change in

the company’s costs or revenues were more suit

able. Thus a clothing retailer might be more

interested in the price changes in clothing spe

cifically than in changes in the overall index of

consumer or producer prices and would choose

that specific category of items in the price index.
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internal organization of the firm

Lidija Polutnik

Coordination of tasks and a division of work can

be organized quite differently among different

firms. One of the first methods of organizing

activities within a firm was the functional or

ganization. Firms were organized in a central

ized fashion according to the functions they

performed; for example, separate departments

for finance, marketing, production, purchasing,

etc. were formed. This type of internal organiza

tion of the firm permitted specialization of labor,

and the guiding principle for the formation of

departments was technical efficiency. However,

functional organizations were not very capable of

accommodating the needs of large, multiproduct

corporations that performed their activities in

several geographic regions.

The expansion of product lines in the 1920s

and increasing multiproduct production by

firms led to a new organizational form of a

firm: the multidivisional (or M form) organ

ization. Du Pont was the first company to intro

duce this new form as a result of difficulties in

producing goods as diverse as paints, fertilizers,

and vegetable oils. New divisions were created

within companies, each of which was responsible

for a product, geographical location, market, or

technology. These divisions may then be organ

ized functionally. Multidivisional organization

permits less specialization, but it makes each
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division and its management responsible for

prof it max imizat ion . Multidivisional or

ganization evolved as a result of minimizing not

only production costs but transact ions

costs as well (see pr inc ipal–agent prob

lem ). For example, this type of organization

allows for better coordination of activities: div

ision managers are more knowledgeable and

better informed about their particular product

lines and their incentives are better aligned with

the overall performance objectives of the com

pany than under functional organizations.
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internal rate of return

Robert E. McAuliffe

The internal rate of return (IRR) is the discount

rate which makes the net present value of

an asset equal to its current cost. Formally, if an

asset which costs P0 today will generate cash

flows of Ci in each period i for T periods in the

future, then the IRR is that value of r� which

solves

XT
i 1

Ci

(1� r�)i

� �
� P0 ¼ 0

The IRR essentially measures the expected rate

of return from an investment, and this can be

compared with some hurdle rate for cap ital

budget ing decisions. Based on this criterion,

an investment should be made if its IRR exceeds

the cost of capital. The IRR may not be unique if

future cash flows alternate between positive and

negative values, and the ranking of alternative

investments by this criterion may not corres

pond with rankings from the net present value

method (see Edwards, Kay, and Mayer, 1987;

Brigham and Gapenski, 1997). Fisher and

McGowan (1983) assert that the IRR is the ap

propriate measure of the economic rate of

return, but Edwards et al. suggest that adjusted

accounting data could be used in economic an

alysis.

See also cash flow
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isoquant-isocost curves

Gilbert Becker

These curves form the basis for the analysis of

the choice of the optimal combination of inputs

to be used in the production of any good. An

isoquant curve identifies the set of all combin

ations of inputs which yield the same level of

total output. As such, it is the production analy

sis counterpart to consumption ind ifference

curves . Since less of any one input typically

decreases total output, more of the second input

is needed as compensation in order to maintain

constant total output (see marginal rate of

technical subst itut ion ). Because of this,

isoquant curves are ordinarily negatively sloped,

although in circumstances where too much of

one input is used the result may be a negative

marginal productivity from that input (see
dimin i sh ing returns ). At this point the

isoquant curve’s slope becomes positive.

One example comes from agricultural produc

tion where it has been demonstrated by Heady
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(1957) that various combinations of different per

acre amounts of two fertilizers led to an equal per

acre yield of a given crop. For any one isoquant,

greater amounts of one input (phosphate) will

require lesser amounts of the second (nitrogen).

Increases in both inputs will, up to some level,

cause greater total output. A series of isoquant

curves, each identifying different levels of

output, can be identified and an isoquant map

can be constructed. Similar studies have used

engineering data to examine the production pro

cess for automobiles, solar heating, and other

industries.

An isocost line identifies the financial con

straint which the firm faces in terms of purchas

ing inputs to be used in the production process.

It includes both the prices (P) of the inputs in

question and the total dollar amount of funds (F)

available for inputs. This is described in the

following equation for the case of two inputs:

F ¼ Pa � Q a þ Pb � Q b

where Q designates the quantity of each input

(a,b) used (see budget constra int for a

description of the equivalent limitation facing

the consumer).

The isocost line identifies the different pos

sible maximum combinations of inputs which

the firm is able to buy with a fixed amount of

available funds. Its slope, measured by the ratio

of the input prices, represents the trade off

which the market requires of the firm. That is,

it indicates the amount of one input which must

be sacrificed in order to purchase an extra unit of

the second input.

The tangency point between the firm’s isocost

line and the highest achievable isoquant curve

indicates the optimal combination of the two

inputs to be selected. This combination maxi

mizes the total output which can be produced

from a given expenditure level on inputs.

Equivalently, the combination minimizes the

total cost of producing a given level of output.

Since a firm’s profits are equal to its total

revenue minus its total costs , cost mini

mization through the selection of an ideal com

bination of inputs is essential for a firm striving

to achieve prof it maximizat ion .

See also utility maximization
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junk bonds

Vickie L. Bajtelsmit

Junk bonds are high risk debt securities that are

rated Ba (or lower) by Moody’s Investment Ser

vices, Inc. and BB (or lower) by Standard and

Poor’s Corporation. Standard and Poor’s Bond

Guide defines this rating as ‘‘predominantly

speculative with respect to capacity to pay inter

est and repay principal in accordance with the

terms of the obligation.’’ Because many institu

tional investors have restrictions against invest

ing in speculative securities, low rated bonds are

termed ‘‘below investment grade.’’ To offset the

greater risk exposure to investors, low grade

bonds carry yields that are at least 3 percent

greater than that of high quality corporate debt.

Prior to the 1970s, publicly traded bonds

were not issued with below investment grade

ratings, although they could be subsequently

downgraded. During the 1980s, Drexel Burn

ham Lambert (DBL), a large investment

banking firm, increased interest in this type of

investment by pioneering the use of newly issued

junk bonds as a source of financing for takeovers

and mergers. DBL convinced investors that junk

bonds offered a high return without commen

surate risk and also offered to provide liquidity

to the market by promising to buy back bonds

from their customers on demand. However, the

economic environment of the late 1980s and

early 1990s resulted in many defaults and, ultim

ately, the failure of DBL. The result has been

reduced investor interest in this type of security.
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kinked demand curves

Gilbert Becker

These demand functions demonstrate the rela

tion between the price of a firm’s product and its

quantity demanded when taking into account

specific reactions by rival firms. The law of

demand indicates that, all else constant, as the

price of one firm’s product is reduced, its quan

tity demanded will rise. This generates a

demand curve which typically is assumed to be

continuous. Under oligopoly , rival firms’

reactions can affect the perceived shape of the

demand curve. In monopoly , perfect

compet it ion , and monopoli st ic com

pet it ion , rivals’ reactions do not matter.

Numerous models have been developed

which apply different assumptions concerning

rivals’ reactions to a price change by one firm.

One of the most widely known models is that

developed by Sweezy (1939), in which rivals are

expected to react to a firm’s price increase by not

changing their own price but are expected to

match any price decrease made by the first

firm. The strategy by the rivals here is designed

to increase their market share (for the case of

price increases by the first firm) and protect their

market share (for the case of a price decrease). If

the first firm expects such asymmetry in the

reactions by its rivals, it would anticipate a

sharp drop in unit sales for any price increase

that it initiated. That is, it expects the demand

for its product to be elastic for a price rise. At the

same time, a price cut by this firm would be

expected to bring a small increase in unit sales,

that is, a more inelast ic demand for a de

crease in price. Hence, the complete demand

curve for such a firm contains a distinct kink at

its current price level.

Kinked demand curves were first proposed as

models of oligopoly. They attempted to explain a

perceived inflexibility in oligopoly pricing rela

tive to that which occurred in more competitive

markets. As the firm that considers initiating a

price change anticipates a harmful response from

its rivals, these expectations may deter it from in

fact changing price. The theory has maintained

its popularity in part through its ability to ex

plain, at times, the pricing behavior in some

markets, especially those for homogeneous

goods where price becomes a very important

strategic variable. Evidence by Stigler (1947),

Primeaux and Bomball (1974), and others rejects

the existence of a kink in the demand curves of

firms in several oligopoly markets. Another con

sidered failure is the inability of the model to

explain the current price of the firm. These and

other shortcomings indicate that kinked demand

curve models do not form a general theory for

oligopoly.

See also demand function; demand curves; game
theory
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law of demand

Gilbert Becker

A fundamental principle of economics states that

an inverse relationship exists between a change

in the price of any product and the resulting

change in its quantity demanded in the market.

More formally the law of demand states that,

ceter i s par ibus , as the price of a good rises,

its quantity demanded falls, and as the price of a

good falls, its quantity demanded rises in the

market. It is important to note that the motivat

ing force behind the change in consumer behav

ior here is a change of price rather than, and

without, any other change occurring in variables

such as consumer tastes and income, which also

make up the demand funct ion .

The price change influences the adjustment in

quantity demanded through two separate

effects. The income effect is that portion

of the change in quantity demanded which is

due to the change in consumer purchasing

power resulting from the price change. For

example, when the price of a product decreases,

the existing (and unchanged) level of consumer

income now has greater real purchasing power.

This makes consumers of the good in question

richer and induces an increase in the number of

units purchased. The subst itut ion effect

recognizes that in the calculus of consumer deci

sion making, individuals are also concerned with

the price of a product relative to the prices of

any subst itutes that are available. Since the

ceteris paribus condition in the law holds

these other prices constant, a fall in the absolute

price of a good causes a decrease in its price

relative to all others. This makes the good in

question more attractive to consumers, who

then substitute away from other goods toward

this good. Both effects normally reinforce the

inverse relationship between price and quantity

demanded.

Moreover, the law is consistent with, and in

part derived from, the concept of dimin i sh ing

marginal ut il ity , which indicates that suc

cessive units purchased of any good, in a given

time period, offer less value to a consumer. As

such, consumers are less likely to be willing to

pay as much for additional units that offer lower

utility, and the per unit price must be reduced to

coax additional sales. An example of this can be

seen at many fast food restaurants where the

price per unit of the medium size soft drink is

considerably lower than the smaller size, as the

marginal ut il ity of the extra soda dimin

ishes. In fact, many of these businesses offer free

refills (i.e., price equals zero) for initial pur

chases of the largest size.

The near universal applicability of this con

sumer behavior to a wide array of goods has

elevated the principle to the status of an eco

nomic law. Even the demand for goods that are

absolute necessities, such as water, tends to

follow this law. Studies have shown that when

people are faced with higher water prices, while

they do not necessarily drink less water they will

economize on its other uses. Also, what often

appears to be a counter example to the law is

actually a situation in which one or more of the

other variables in the demand function have

changed and the ceteris paribus condition has

been broken.

For some products, the existence of net

work external it ie s may also influence

the relation between the product’s price and

quantity demanded (see Shapiro and Varian,

1999). Here an individual consumer’s utility

from purchasing a good depends on the number

of other consumers who may buy that good. For

example, as cellular phones become popular, a



lower price may induce more sales due to a

‘‘bandwagon effect’’ as well as the income and

substitution effects. For a given individual,

the lower price for phones may create the ex

pectation that other consumers will purchase

phones as well. This increases the phones’ utility

and hence the quantity demanded at the

lower price.

Economic laws are not always obeyed and thus

the law of demand is not without exceptions.

One such example is when a negative network

externality or ‘‘snob effect’’ occurs. ‘‘Snobs,’’ for

whom relatively exclusive ownership of the

product is desirable, may increase their pur

chases of the good as its price rises if the

higher price makes the good more exclusive.

Here the individual’s demand shows a positive

relation between the product’s price and the

quantity demanded. The market demand for

this product sometimes, but not always, con

tinues to maintain the inverse relation indicated

by the law.

A second example where the law of demand

may be violated concerns markets where new

goods are involved. Bagwell and Riordan (1991)

indicate that a higher price for a new product

may induce increased sales as it sometimes acts

as a signal of higher quality in markets where

information is imperfect (see asymmetr ic

information ).

Managers should be aware that the law indi

cates that a price change will ordinarily have an

important impact on a firm’s sales volume and

total revenue , and thus its profitability.

Although the law identifies the direction of the

change in quantity demanded resulting from a

price change, it does not indicate the size of the

change. This size change is central to the overall

impact of the price change on revenues (see
elast ic ity ; inelast ic demand ).
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law of variable proportions

Robert E. McAuliffe

Sometimes referred to as the law of diminish

ing returns , the law of variable proportions

is concerned with the effect of changes in the

proportion of the factors of production used to

produce output. As the proportion of one input

increases relative to all other inputs, at some

point there will be decreasing marginal returns

from that input. Adding more units of an input,

holding all other inputs constant, will at some

point cause the resulting increases in production

to decrease, or equivalently, the marginal

product of that input will decline. Among

the inputs held constant is the level of technol

ogy used to produce that output. This is an

empirical law and is therefore a generalization

about the nature of the production process and

cannot be proven theoretically (see Friedman,

1976; Stigler, 1966). Applied to management,

Friedman argues that the law of variable propor

tions requires firms to produce by using inputs

in such proportions that there are diminishing

average returns to each input in production.
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learning curve

Robert E. McAuliffe

The learning curve refers to the reduction in

average total cost which occurs asworkers

gain experience from producing a product over

time, and for this reason it is also called the

experience curve. Unlike economies of
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scale where long run average costs decrease

when more output is produced per period of

time, the learning curve shows the reduction in

average costs arising from the total accumulated

volume of production to date. Therefore if a firm

produced 2millionunits permonth atminimum

eff ic ient scale and the average cost per unit

was $10, if there were learning effects in produc

tion, they would cause the average cost curve to

shift down over time. In this example, the firm

might find that its average costs of production fell

to $8 per unit once the firm had produced 24

million units over a year, even though production

remained at 2 million units each month.

One of the first theoretical treatments of

learning effects was provided by Arrow (1962),

and learning curves have been estimated for a

variety of industries (see Ghemawat, 1985, for a

survey). When significant learning effects exist,

they can confer strategic advantages (see f irst

mover advantages ) to those established

firms which increase their production volumes

quickly to reduce their costs (Porter, 1980). To

take advantage of the learning curve, managers

should set prices for new products below the

level that would only maximize current period

profits, recognizing that future costs will be

lower and profits higher.

This aspect of pricing with a learning curve

makes it difficult to establish whether a firm has

engaged in predatory pr ic ing , because a

firm may price below average total cost antici

pating lower costs in the future from learning

effects. Since this form of pricing is a legitimate

business practice and leads to more efficient

production, it is difficult to determine whether

pricing below average cost is actually predatory

in nature (see Carlton and Perloff, 2000).

Some care is required when estimating learn

ing curves because the effects occur over time,

but as time passes other factors such as factor

pr ices which affect average costs will also

change. A simple but common representation

of the learning curve would be:

ACt ¼ AC0 � CV l
t � eut (1)

where ACt is the real average cost per unit of

production in period t, AC0 is the real average

cost in the initial period of production, CVt

represents the cumulative volume of output pro

duced up to period t, l is the elast ic ity of

average costs with respect to volume, and ut is an

error term (with e the natural exponent). Since

equation (1) relates current real average costs of

production to the initial cost and the total

volume produced, it omits the costs of factors

of production which, if they have changed

during the sample period, will cause estimates

of the learning curve to be biased (see Berndt,

1991). In fact, Berndt shows that unless the

effects of changes in input prices can be captured

by an appropriate deflator and there are constant

returns to scale, estimates of the learning curve

based on (1) will be biased.

If we ignore the biases mentioned above,

how would a manager estimate the learning

curve? Taking logarithms of both sides of (1)

yields:

ln(ACt) ¼ ln(AC0)þ l� ln(CVt)þ ut (2)

which can be estimated by l inear regres

s ion . As Berndt observed, it is important to

use general price deflators to obtain real unit

average costs, since a price deflator for the indus

try will already include learning effects and will

therefore mask the cost reductions we wish to

estimate. Once l has been estimated, average

real costs will decrease according to

ACnew ¼ (2l)� ACold (3)

when total volume doubles. For example, if

the estimated value of l were �0:25, then

costs would decrease by 25 percent of their pre

vious level when production volume doubled

and the learning curve would have a 75 percent

slope.
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lemons market

Vickie L. Bajtelsmit

In information theory, a ‘‘lemons market’’ is a

market in which the degree of asymmetric

information between buyers and sellers is

very high, and, in the extreme, may result in

market failure. Akerlof (1970) provided an intui

tive and logical explanation of this theoretical

result by reference to a used car market. In a

used car market, there may be cars that are of

good quality and those that are ‘‘lemons.’’ Since

sellers are generally better informed than buyers

regarding the quality of the car and buyers are

not easily able to discern car quality, buyers will

be unwilling to pay the ‘‘good car’’ price for a car

of uncertain quality, so they value a car at the

average price. In the extreme, owners of good

cars will be unwilling to sell their cars at the

prevailing price and, ultimately, the only cars

in the market will be those that no one wants

and the market will fail.

The solution to this problem requires that

market participants act to reduce the level of

information asymmetry. For example, buyers

might invest in additional information by hiring

experts or gaining expertise themselves. Sellers

may attempt to better convey information, al

though they will have to bear some costs to make

their claims of value believable to potential

buyers (see s ignal ing ).

The logic and intuition used in the used car

example has been extended to several other

markets that exhibit imperfections due to infor

mation asymmetry. Spence (1974) suggests that

the willingness of a potential employee to incur

the costs of education and training is a reliable

signal of quality that can be used to overcome the

information asymmetries in the labor market. In

insurance markets, the inability of insurers to

accurately identify the risk class of potential

policyholders creates the potential for market

failure. If premiums are set at a rate based on

the risk of the pool of potential policyholders,

the good risks will choose to forgo insurance and

the pool of policies will make losses for the

insurer. However, Rothschild and Stiglitz

(1976) suggest that the willingness of good risks

to forgo full insurance (e.g., through deductibles

and coinsurance) may provide a reliable signal

that will allow the insurer to charge them appro

priate premium rates. The result is that there

will be two kinds of policies in the market, partial

insurance policies at lower rates for the good

risks, and full insurance at higher rates for the

higher risks.

In the context of financial markets, informa

tion asymmetry exists between managers and

shareholders. In addition, incentive conflicts

make managers’ favorable public announce

ments regarding the firm’s future prospects less

credible. Therefore, it is necessary that man

agers signal information to investors in a credible

way, e.g., their willingness to accept compen

sation in the form of stock options. The high

degree of regulation of information in the finan

cial markets is, in part, designed to reduce infor

mation asymmetry that could lead to reduced

investor confidence and market failure.

Bibliography

Akerlof, G. A. (1970). The market for ‘‘lemons’’: Quality

uncertainty and the market mechanism. Quarterly Jour

nal of Economics, 84, 488 500.

Brigham, E. F. and Gapenski, L. C. (1997). Intermediate

Financial Management, 5th edn. New York: Inter-

national Thomson Publishing.

Rothschild, M. and Stiglitz, J. (1976). Equilibrium in

competitive insurance markets: An essay on the eco-

nomics of imperfect information. Quarterly Journal of

Economics, 90, 629 49.

Spence, M. (1974). Market Signaling. Cambridge, MA:

Harvard University Press.

Lerner index

Gilbert Becker

This is one of several measures developed

by economists to establish the extent of

market power held by firms in a market.

Lerner (1934) devised this measure, which is

calculated as
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L ¼ (P�MC)

P

where P is the price of a firm’s product and MC

is the marginal cost .

When price is equal to marginal cost, the

lower limit value for L is zero. Larger values of

L, indicating greater market power, have a the

oretical upper limit of 1, if MC equals zero.

Under perfect compet it ion a firm’s mar

ginal revenue (MR) from additional sales is

constant and equal to price, which is determined

by the market. Following the rule for prof it

max imizat ion , the firm finds the output

where MR (and thus P) is equal to MC. As a

result the Lerner index for such firms, which

have no ability to influence the market, has a

value of zero. For monopoly and other im

perfectly competitive markets, price typically is

greater than marginal cost and thus the value of

L is greater than zero. In general, the ability of a

firm to set its price above marginal cost and

sustain that differential over time is indicative

of market power.

To the extent that MC approximates the

firm’s average total cost , the Lerner

index indicates the existence of positive eco

nomic prof it resulting from this power. Al

though numerous empirical studies have used

this method for several decades (see Church

and Ware, 2000, for a survey), one difficulty

with this index is that of measuring marginal

cost. Often, to make the index operational, con

stant costs are assumed where marginal and

average costs are equal. When this is done the

value of the index must be examined over time in

order to identify market power, since even per

fectly competitive firms can earn positive eco

nomic profits in the short run.

It can also be shown that the Lerner index

for a profit maximizing monopoly is inversely

related to the price elast ic ity of demand

for the product. For example, a firm selling a

product having an elasticity of demand equal to 3

has a Lerner index measure of market power

of one third, or equivalently the ability to mark

up its price by 33 percent above marginal cost.

The more inelastic demand is, the greater the

value of the index, indicating greater market

power. Moreover, in oligopoly markets

which follow a process of Cournot compet i

t ion , it can be shown that the Lerner index for

any firm is positively related to its market share.

TheLerner index is also ameasure ofmarket

performance . The social loss arising from

the allocative inefficiency of imperfectly com

petitive markets depends directly on the extent

of the divergence between price and marginal

cost in the market (see deadweight loss ).
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limit pricing

Robert E. McAuliffe

When a firm practices limit pricing it chooses its

price (and therefore output) in such a way that

the remaining market demand (res idual

demand ) is insufficient for an entrant to cover

its average total cost . As originally de

scribed by Modigliani (1958), if an established

firm were threatened by entry in a single

period, the limit price is the highest price it

could charge without allowing entry to occur.

Naturally, the limit price that would accomplish

this objective depended on the expectations of

potential entrants. Modigliani assumed that en

trants would expect the established firm to con

tinue producing at the entry limiting output

even if entry occurred, equivalent to the assump

tion of Cournot compet it ion, where each

firm believes its rivals will continue to produce at

current levels. If there are economies of

scale in production, limit pricing would allow

established firms to earn economic profits while

preventing entry, even when entrants have the

same costs as incumbent firms (see economic

prof it ). Gilbert (1989) refers to this pricing

policy as ‘‘classic limit pricing.’’
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Gaskins (1971) extended this model to con

sider dynamic limit pricing where a firm is

threatened by potential competit ion in the

current period and in future periods, and where

the rate of entry by new firms depended on the

difference between the current price and their

marginal costs. If the established firm set a high

price it would earn high profits initially but

would also encourage more entry and would

decrease the price (and profits) in the future.

A lower price set by the established firm would

slow the rate of entry into the industry but would

also lower profits. If the established firm had no

cost or other advantages over entrants, ultimately

it would lose its dominant position and the

market would become perfectly competitive (see
dominant f irm; perfect compet it ion ).

But, as Jacquemin (1987) notes, if an existing

firm has no cost advantages over entrants and is

only able to use price as its strategic weapon, a

competitive outcome is not surprising.

In the classic limit pricing model and the

dynamic limit pricing model, potential compe

tition constrains the market power of

existing firms who are forced to set prices

below the monopoly level. However, the as

sumption about the entrant’s expectations in

these cases is restrictive. Why should an entrant

expect the established firm to maintain its

output level after entry has occurred if that is

not the profit maximizing choice? In the post

entry period both firms would earn higher

profits by restricting output and raising price,

so a threat by established firms to keep output

constant after entry has occurred is not credible

and an entrant should not believe it. For such a

threat to be credible, the established firm must

make commitments in the current period which

make high output levels profitable in subsequent

periods. Dixit (1980) showed that investments in

excess capac ity or in other sunk costs

could commit the established firm to maintain

high output in subsequent periods. These sunk

costs represent a signal to potential entrants that

the established firm would respond aggressively

to entry and make entry deterrence credible.

Limit pricing is an element of firm conduct in

a market which, if successful, can affect

market structure . In his survey of research

in the area, Gilbert (1989) found weak evidence

in support of the classic limit pricing theory and

the dynamic limit pricing theory. Established

firms do not appear to set prices at the monopoly

level, nor do they set prices so low that entry is

deterred (see Masson and Shaanan, 1982; Greer,

1992). However, in his survey of executives,

Smiley (1988) found that managers of major

American companies preferred higher adver

t i s ing expenditures and product prolif

erat ion as strategic weapons to deter entry

and were less likely to rely on excess capacity

and limit pricing.

See also accommodation; credible strategies; profit
maximization; signaling
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linear regression

Robert E. McAuliffe

Linear regression allows managers and research

ers to estimate (or quantify) how much a
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particular variable is affected by another and to

determine whether the relationship is statistic

ally significant. Although nonlinear models

and techniques are also available (see Greene,

2002), a wide class of models can be estimated

with linear regression methods, which may ex

plain their popularity. Even so, linear regression

techniques are appropriate only when the true
underlying relationship between the dependent

variable and the independent variable(s) is in

fact linear or can be transformed into a linear

relationship. If the model is misspecified,

then the resulting estimates are likely to be

biased.

In a linear regression, also referred to as ordi

nary least squares, the true population rela

tionship between the dependent variable, Yi,

and the independent variable, Xi, is assumed to

be linear. For example, in the simplest case with

only one independent variable, the relation to be

estimated is:

Yi ¼ b0 þ b1 �Xi þ ni (1)

where the Yi are observations on the dependent
variable, the Xi are observations on the independ
ent or explanatory variable, and the ni are the

error terms. The coefficients b0 and b1 are the

population parameters to be estimated and re

flect the effect of the variable X on Y. For

example, a manager or researcher might be inter

ested in the effect of advert i s ing on sales,

and the expected relationship might be given as

in (1) above. The least squares estimators of b0

and b1 are obtained by minimizing the sum of

the square of the estimated sample errors. If we

let b̂0 and b̂1 represent the least squares estima

tors of b0 and b1 in (1) above, then the estimated

sample error, n̂ni, can be defined as

n̂ni ¼ Yi � b̂0 � b̂1 �Xi (2)

Given equation (2), the least squares estimators

are obtained by minimizing the sum of the

squared sample errors below with respect to b̂0

and b̂1. Thus we minimize

Xn

i 1

n̂n2
i (3)

by choosing the best values for b̂0 and b̂1 where

the summation is over all n observations. It can

be shown that the least squares estimators, b̂0

and b̂1, are given by:

b̂1 ¼
P

(Yi � �YY)� (Xi � �XX)P
(Xi � �XX)2

¼ cov(Y , X)

var(X)

and b̂0 ¼ �YY � b̂1 � �XX

(4)

where cov(Y,X) is the covar iance of the de

pendent variable, Y, with the independent

variable, X; var(X) is the variance of the inde

pendent variable; and �YY and �XX are the sample

means of Y and X. Therefore, if the goal is to

choose linear estimators to make the sum of the

squared estimated errors as small as possible,

the estimators in equation (4) above will satisfy

this requirement. In fact, it can be shown that the

ordinary least squares estimators are the best
in the class of unbiased linear estimators (see

Maddala, 2001; Greene, 2002) if the assumptions

regarding the error terms hold (see error

terms in regress ion ).

It can be shown that the least squares estima

tors in equation (4) above have expected values

equal to the population parameters when the

assumptions regarding the error terms in linear

regression hold. The standard error of these

estimators is calculated by most statistical pro

grams (see standard error of the coef

f ic ient ; standard error of est imate ),

and conf idence intervals and t statistics

can then be calculated to determine whether the

independent variable significantly affects the de

pendent variable (see t stat i st ic ). One meas

ure of how well the estimated model fits the data

is the coefficient of determination, or R2, which

measures the percentage of the variation in the

dependent variable explained by the independ

ent variable. A high value of the R2 (i.e., a value

close to 1) indicates that most of the variation in

the dependent variable is explained by the inde

pendent variable.

In many cases the underlying relationship be

tween the dependent and independent variables

is nonlinear but can be transformed into a linear

relation. For example, the Cobb–Douglas

product ion funct ion is:

q ¼ ALaKb (5)
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where q is the output produced and L and K are

the labor and capital inputs, respectively. This

production function can be transformed by

taking logarithms of both sides to obtain:

log(q) ¼ log(A)þ a� log(L)þ b� log(K)

(6)

which is now a linear relationship and can be

estimated by least squares. A convenient feature

of a logarithmic regression as above is that the

estimated coefficients are elasticities. The coef

ficient a above is the elast ic ity of output

with respect to a change in labor input, while b
is the elasticity of output with respect to a change

in capital input.

Another possibility when the underlying rela

tionship is nonlinear is to create additional ex

planatory variables which are simply higher

powers of Xi:

Yi ¼ b̂0 þ b̂1 �Xi þ b̂2 � (Xi)
2 þ b̂3 � (Xi)

3

This transformation allows a researcher to esti

mate a cubic relationship between the independ

ent variable and the dependent variable,

although multicoll inear ity might occur.

When there are several explanatory variables

in the regression equation (multiple regression),

the basic features of the least squares estimators

remain but some additional problems are

created. First, the estimated coefficient in a mul

tiple regression represents the additional or in

cremental effect of the independent variable,

holding the other independent variables constant.
The multiple regression would be written as:

qi ¼ b̂0 þ b̂1 �X1,i þ b̂2 �X2,i þ b̂3 �X3,i þ ni

where the Xk,i represent the i observations on

the different explanatory variables. For example,

the Cobb–Douglas production function might

specify X1,i as observations of the logarithm of

units of labor employed to produce output, X2,
i as the logarithm of units of capital employed,

and X3,i as the logarithm of units of some other

input, such as energy or materials. The coeffi

cient b̂0 would then be an estimate of the loga

rithm of technical change, while the coefficient

b̂1 would be the estimated elasticity of output

given a change in labor input, holding all other

variables constant.

A problem in multiple regression is multicol

linearity, where there is correlation between the

explanatory variables. When one of the inde

pendent variables is correlated with one or

more of the remaining explanatory variables,

the data make it difficult to determine the inde

pendent contributions of each of the Xk vari

ables. As a result, the estimated standard error of

the coefficients will be larger, and this will make

it appear as though one or more of the independ

ent variables have no significant effect on the

dependent variable when in fact they may.

When estimating a multiple regression, it is

important to avoid specification errors in the

model. A researcher may, for example, include

irrelevant explanatory variables in the regression

or may omit variables that should be included.

Generally, including irrelevant explanatory vari

ables will not bias the estimated coefficients, but

omitting variables that should be included in the

regression will cause the least squares estimators

to be biased (see Maddala, 2001; Greene, 2002).

One indication that relevant variables may have

been omitted from the regression is the presence

of autocorrelation in the estimated re

siduals.
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lock-in

Robert E. McAuliffe

This term became very important in the Internet

literature and was thought to play a role in net

work effects (see network external it ie s ).

It begins with the concept of switching

costs . Lock in occurs when the switching

costs of using a new technology or changing to

a different technology are so great that users do

not switch despite advantages of the new tech

nology. It was thought that consumers who util

ized the worldwide web would incur lock in

because they were required to become familiar
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with the websites they used. The argument

became acceptable almost immediately and was

not given a great deal of attention (see Arthur,

1989).

Shapiro and Varian (1999) viewed lock in as

a source of market power that firms could

exploit. They suggested that a firm could

use lock in to gain an advantage over con

sumers or rival firms, perhaps by giving use of

a free but limited version of software but

charging customers a fee for a more attractive

and capable package. The assertion was that the

free version of the software would establish

market share for the company, while sales of

the more able package would generate revenues

for the firm.

Problems arise, however, when it becomes

necessary to identify the specific characteristics

of a product that create a lock in effect. Leibow

itz and Margolis (1990, 1995) explored this

notion and found there were no examples of

strong lock in in US history. They found that

in key instances of supposed lock in, mainly for

the QWERTY keyboard layout (see David,

1985) and Beta versus VHS, the market deter

mined outcome was the best. For example, the

QWERTY keyboard configuration was not

found to be worse than the Dvorak keyboard;

in fact, a GSA study in the 1950s found that the

QWERTY keyboard was comparable. Further

more, although the Beta format was available

much earlier, VHS was superior because it

offered a longer recording time. These research

ers concluded that if a company has a choice

between getting to market first and developing

the product well, the company would be best off

if it pursued the latter option.
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long run cost curves

Robert E. McAuliffe

For the firm, the long run refers to the length of

time required so that all inputs in production are

variable. There are no f ixed costs in the long

run. Since the firm is free to choose its capacity

level in the long run, this is also considered the

planning horizon. The long run is not fixed in

calendar time but may vary across industries and

even among firms within the same industry if

their contractual commitments differ. From the

perspective of the industry, Stigler (1966) sug

gested that the long run was the time required

for a market or industry to fully adjust to ‘‘new

conditions,’’ and the period of adjustment re

quired would depend upon the questions under

consideration.

The long run average cost (LRAC) curve is

the planning curve for the firm because it shows

the minimum average cost of production using

plants of varying sizes. As such it envelops the

short run average cost (SRAC) curves for differ

ent capacity levels and is typically assumed to be

U shaped. Associated with the LRAC curve is a

long run marginal cost (LRMC) curve, which

lies below the LRAC curve when the LRAC is

falling (due to economies of scale ), inter

sects the LRAC curve at its minimum, and lies

above the LRAC curve when the LRAC curve is

rising (when diseconomies of scale

occur), as in figure 1.

The LRMC curve reflects the change in

total costs when an additional unit of

output is produced, given that all inputs

are adjusted optimally (including cap ital ).

When capital expenditures are discrete and

cannot be adjusted to produce one additional

unit, such as when the scale of the plant is

changed, the LRMC curve shows the changes

in total costs moving to the next scale of oper

ation (see Sexton, 1995). In these cases, the

LRAC curve will not be as smooth as in figure

1 and will follow the individual short run average

cost curves more closely. If a manager antici

pated sales of 1 million units per period, then
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she would choose capacity level SRAC1 above.

However, if sales were expected to be 1.5 million

units per period, SRAC2 would be the best cap

acity choice and, in this example, it is also the

minimum eff ic ient scale . For this plant,

both the LRAC and SRAC curves are at their

minimumpoints at 1.5million units of output per

period, and so the LRMC curve intersects the

short run marginal cost (SRMC2) curve at this

point as well. It should also be noted that for each

point on the LRMC curve a SRMC curve passes

through it. Since some factors of production are

fixed in the short run, the SRMCcurve should be

steeper than theLRMCcurvewhere all factors of

production can be adjusted optimally (Friedman,

1976; Shughart, Chappell, and Cottle, 1994; see
short run cost curves ).

The output level of 1.5 million units at a

price PL represents the long run equil ib

r ium for a firm in a competitive industry,

where the representative firm earns zero

economic prof it and operates a plant at

the minimum efficient scale. At this price

there will be no net entry into or net ex it

from the industry unless the conditions of

supply or demand change.
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make or buy decisions

Robert E. McAuliffe

A firm’s decision to make an input in produc

tion rather than buy that input in the market is

an important one that firms frequently fail to

reconsider. What a firm chooses to produce is

one of the most fundamental decisions it can

make. But if markets are so efficient in provid

ing resources, why should firms even exist?

Coase (1937) answered that there were costs

from using the market to obtain resources

just as there are costs of producing them within

the firm. The transactions costs of using

the market must then be weighed against the

coordination costs of producing the input in

ternally.

Williamson (1985) argued that internal pro

duction requires additional bureaucracy to

manage the new activity along with higher pro

duction costs. But if the firm obtained the input

in the market, it would be costly (in terms of

time) to locate suitable suppliers, monitor qual

ity levels, and insure that supplies will be de

livered on time. When the part is unique and

very specialized, it is costly to use the market

because there may only be one or two suppliers.

In this case, the firm may decide to produce the

part internally.

Porter (1980) suggests that vert ical inte

grat ion may also achieve strategic goals for

the firm. For example, a firm may want to im

prove the quality or lower the production costs

of its product but would need closer coordin

ation with its suppliers to accomplish this goal.

Another possibility is that internal production

will improve the firm’s flexibility to produce

new products.
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marginal cost

Robert E. McAuliffe

The marginal cost is the change in total

costs due to a unit (or incremental) change in

output. That is, for discrete changes in output,

marginal cost is given by:

MC ¼ DTC

Dq
(1)

where MC is the marginal cost, DTC is the

change in total costs, and Dq is the change in

output. In the short run , f ixed costs do

not vary with output, so marginal costs can also

be written as:

MC ¼ DTVC

Dq
(2)



where DTVC is the change in total var i

able cost . If the total cost function is known

or has been estimated, marginal cost would be

the derivative of total costs with respect to

output. Therefore, if total costs are:

TC ¼ 1,000þ 5� qþ 8� q2 (3)

marginal costs would be:

MC ¼ dTC

dq
¼ 5þ 16� q (4)

Understanding marginal costs is crucial for op

timal decision making because, unless there are

resource constraints, any activity should be con

tinued as long as the additional (or marginal)

benefits exceed the marginal costs. If two or

more activities have marginal benefits that

exceed their marginal costs but a manager cannot

fully fund all of them, then each activity should

be funded until each provides the same marginal

benefits per dollar (see prof it max imiza

t ion ; ut il ity maximizat ion ). For any

change in an activity (production, pricing, ad

vert i s ing , etc.), a manager must compare the

marginal benefits of the change against the mar

ginal costs to make the best decision.

For example, consider a manager whose only

variable input is labor. The change in total costs

will then be the change in labor input (DL)

multiplied by the wage rate (w), and since mar

ginal costs are the change in total variable costs

divided by the change in quantity (Dq), from

equation (2) we have:

MC ¼ DTVC

Dq
¼ w� DL

Dq
¼ w� DL

Dq

� �
(5)

The term in braces is the inverse of marginal

product of labor, so equation (5) shows the

relationship between marginal costs, variable

input costs (the wage rate, w), and productivity

(the marginal product of labor). An increase in

the cost of variable inputs, w, will increase the

marginal cost of production, while an increase in

productivity (a rise in the marginal product of

labor) will reduce marginal costs, as would be

expected (see Shughart, Chappell, and Cottle,

1994; Friedman, 1976).

As Baumol (1977) notes, managers frequently

use average values rather than marginal values

when making decisions, and this can lead to

incorrect conclusions. This occurs because

much of the accounting information provided

to managers is in the form of average of total

figures. In addition, marginal calculations may

require information a company does not yet

have, such as the marginal benefits and costs of

an increase in advertising. The important issue is

not whether past advertising expenditures have

generated net revenues that exceeded the costs,

but whether any increase (or decrease) in adver

tising is justified. Finally, because marginal costs

reflect the change in total costs for the last unit(s)

produced, they reflect changes more quickly

than average total costs, which are based on the

costs for all units produced to that point (see
average total cost ). Thus even if the aver

age increase in net revenues from advertising fell

by a small amount, the marginal change could be

substantial and profits could be increased by

reducing advertising expenditures.
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marginal product

Lidija Polutnik

The marginal product of any input, such as labor

or capital, measures the change in total

product as a result of a small change in the

usage of that input, holding all other inputs

constant. For example, the marginal product of

labor or capital is the additional output from

using one more labor or machine hour.

The marginal product of an input that is infi

nitely divisible can be obtained by taking the
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partial derivative of the production function

with respect to that input (see product ion

funct ions ). In the relevant range of produc

tion, marginal product is positive. An increase in

the marginal product (or an increase in product

ivity) of an input means that through better

technology, more efficient management, or an

increase in work effort, the company is able to

obtain more output from the same amount of

inputs. Alternatively, marginal product can be

improved through the restructuring of the com

pany by decreasing the number of work hours

while holding the addition to total output con

stant.

The total product and marginal product

curves demonstrate the law of var iable

proport ions . This law states that as the

quantity of a variable input increases, holding

the amount of other productive factors constant,

beyond some point the marginal product of the

variable input begins to decrease; total product

continues to increase, though, at a decreasing

rate. Dim in i sh ing returns arise because

the fixed amount of plant and equipment is

gradually spread among an even greater number

of workers, leaving a smaller amount of cap

ital to work with for each variable input.

By enabling us to measure the change in total

product as a result of a change in a variable input,

marginal product permits comparisons with the

short run cost of production (see short run

cost curves ). If the costs of labor and ma

chine hours are known, we can calculate the

marginal cost of production by dividing

an input’s cost by the marginal product of the

input. Therefore, marginal costs are inversely

related to the marginal product of the variable

inputs. For example, when the marginal product

of labor is falling, the marginal cost of output is

increasing, and vice versa. When the marginal

product of labor is constant, additional units can

be produced with constant marginal cost.

Knowledge of the marginal products of inputs

enables managers to determine the short run

optimal level of employment of capital and

labor in the production process. In order to

maximize total profit (see prof it max imiza

t ion ), inputs should be hired up to the point

where the marginal input cost equals the mar

ginal revenue product of labor. Marginal

input cost is defined as the amount that an add

itional unit of the variable input adds to total

costs . Marginal revenue product is defined as

the amount that an additional unit of the variable

unit adds to total revenue and equals the

marginal product of the variable input times the

marginal revenue resulting from the increase in

output produced.
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marginal rate of substitution

Gilbert Becker

The marginal rate of substitution of good X for

good Y (MRSx,y) is defined as the amount of

good Y which the consumer is willing to give up

in exchange for one additional unit of good X, in

order to maintain the same level of total

ut il ity . Since the same total utility is achieved

from the two choices, MRSx,y concerns the

movement along a consumer’s indifference

curve (see ind ifference curves ). Specific

ally, it measures the slope of the indifference

curve between any two points. This identifies

the trade off of one good for another that the

consumer is willing to make, independent of the

prices of the two goods which indicate the trade

off conditions required by the market.

The marginal rate of substitution between two

goods describes the relative importance of the

two goods to the consumer and it is defined as

the ratio of the marginal utilities of the two

goods. For example, a MRSx,y with the value

of 3 to 1 indicates that the consumer is currently

willing to give up 3 units of good Y in order to

receive 1 extra unit of good X. Here, the mar

ginal util ity of good X(MUx) is three times

that of good Y. This can be formally expressed

as:

MRSx,y ¼ �
DY

DX
¼MUx

MUy

¼ 3
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where D indicates the change in the quantity of

the good in question.

Since the marginal utility of either good will

typically decrease with greater consumption of

that good, the marginal rate of substitution and

therefore the slope of the indifference curve is

typically not constant. One exception is the case

where the two goods in question are perfect

subst itutes . Here the marginal rate of sub

stitution will be constant, e.g., 2 aspirin may be

substituted for every 1 acetaminophen tablet.

The rate at which consumers are willing to

trade off one product for another can be altered

by changing their tastes. Here, advert i s ing

and other forms of promotion can be useful.

See also diminishing marginal utility; utility
maximization
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marginal rate of technical substitution

Gilbert Becker

The production of virtually every good requires

the use of two or more inputs such as labor,

capital, and raw materials. Typically, these

inputs can be used in varying proportions to

generate the same level of output. For example,

in agriculture varying amounts of labor and cap

ital can be used to plant or harvest the same

number of acres of land per day. Modern

farming techniques in the US and other de

veloped nations use large harvesting combines

requiring relatively few workers, while less so

phisticated farming operations often use a highly

labor intensive approach. Since reducing the

amount of any one input generally tends to

reduce total output, a greater quantity of a

second input is needed to compensate for the

lost output. The marginal rate of technical sub

stitution measures the rate at which any one

input must be substituted for one unit of another

input in order to maintain a constant level of

output.

Formally, the production of varying levels of

output using different combinations of inputs is

described using an isoquant map (see i so

quant i socost curves ). The marginal

rate of technical substitution is measured by

the slope of a given isoquant curve between any

two points on that curve. Since increased use of

any one input tends to reduce that input’s mar

ginal productivity, the marginal rate of technical

substitution tends to decrease with greater sub

stitution toward an input. That is, the isoquant

curve tends to be convex.

The marginal rate of technical substitution

between inputs is important information for

managers selecting the optimal combination of

inputs. Just as the consumer trade off between

two goods is determined by the ratio of the

marginal ut il ity of the two goods (see
marginal rate of subst itut ion ), the

marginal rate of technical substitution is deter

mined by the ratio of the marginal product

of the two inputs. Cost minimization requires

that the marginal rate of technical substitution

between inputs be equal to the ratio of the prices

of those inputs. This is the production require

ment equivalent to the consumer optimization

problem (see ut il ity maximizat ion ).
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marginal revenue

Gilbert Becker

Marginal revenue is the change in the total

revenue resulting from a one unit increase in

the sales of a product. It is important to a firm

because prof it max imizat ion requires the

firm’s managers to find the output level where

this extra revenue equals the marginal cost .

While greater sales resulting from price reduc

tions generally cause marginal revenue to fall,

marginal cost eventually rises with greater
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output. Thus, any output below the level where

the two are equal leaves the possibility for add

itional profits to be made, but output beyond

that level costs more to produce than the gain

in revenues from the additional sale.

The nature of the relation between marginal

revenue and the level of output sold varies with

the basic type of market under consideration (see
bas ic market structures ). Under per

fect compet it ion the firm, being too small

to influence market outcomes, can sell as much

output as it desires without changing the market

price. As such, for any additional sales, the mar

ginal revenue is constant at the level of the

market generated price. In other words, the

firm faces a demand which is perfectly elastic

for its own product (see elast ic ity ).

Under oligopoly and other forms of im

perfect competition, additional sales may occur

as a result of a change in the quality of the

product or a change in advert i s ing (see
Dorfman–Ste iner condit ion ), or they

may be brought about by a change in the prod

uct’s price. The law of demand indicates

that, all else being equal, an increase in the

number of units sold requires a reduction in

price. In the absence of pr ice d i scr imin

at ion , the marginal revenue from an additional

unit sold declines as the lower price needed to

generate a larger number of unit sales will offset

the gains from the increased quantity sold.

Moreover, the estimation of marginal revenue

becomes more difficult in oligopoly since the

amount of additional sales resulting from a

price reduction depends in part on the reaction

of rivals, who may or may not respond with price

cuts of their own.

Although it is not always consistent with

profit maximization, managers may at times

wish to maximize sales revenues (see object ive

of the f irm ). Here, marginal revenue and its

relation to price elasticity of demand are import

ant. Where demand is elastic, a decline in price

results in a large increase in unit sales, and total

revenue is growing. In this case, the marginal

revenue from the additional units sold is posi

tive. For revenue maximization, production

should continue to increase until marginal rev

enue is zero, i.e., where demand is unit elastic.

See also perfect competition; profit maximization
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marginal utility

Gilbert Becker

Marginal utility is defined as the change in the

total ut il ity resulting from the consump

tion of one additional unit of a good by a con

sumer. For any individual good, consumer

behavior typically follows the law of dimin i sh

ing marginal ut il ity , which states that in

any given time period, as the rate of consump

tion of a good rises, the additional utility or

satisfaction acquired by the consumer eventually

declines.

It can be shown that for an individual who is

purchasing several goods simultaneously, the

maximization of total utility requires equating

the marginal utility per dollar spent on each

good. More formally, this ideal combination of

goods occurs when

MU1=P1 ¼MU2=P2 ¼ . . . ¼MUi=Pi (1)

where MU and P indicate the marginal utility

and price of the ith good. An imbalance between

any two of these ratios, for example

MU2=P2 > MU1=P1 (2)

would result in a situation where a reallocation of

the consumer’s income toward purchasing more

of good 2 would cause a net increase in total

utility. This is because the additional satisfaction

gained from consumption of an extra unit of

good 2 would more than offset the loss of utility

from the decreased consumption of good 1. An

inequality such as in equation (2) would occur if,

for example, the price of the second good, P2,

was decreased. The equation demonstrates why

a decrease in the price of this good would lead to

a shifting away from good 1 and an increase in

the purchase of good 2 (see subst itution

effect ). This helps to generate the negative
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relationship between the price of good 2 and its

quantity demanded, which is the foundation of

the law of demand . Similarly, equation (2)

can be used to demonstrate how a manager may

create a more favorable position for a product by

using increased advert i s ing . This strategy,

when successful, creates imbalances between the

ratios by altering the marginal utility of one good

relative to the others.

The marginal utility of income to a gambler,

or profit to an investor, can be used to identify

the three categories of risk behavior which indi

viduals may portray. An individual is identified

as a risk preferrer if his marginal utility of

income grows at an increased rate as his level of

income rises. An individual is said to show r i sk

avers ion if the marginal utility of an extra

dollar of income grows at a decreasing rate as

income rises, and r i sk neutral ity if the

marginal utility of an extra dollar of income is

constant (see Varian, 1992). A risk averter typic

ally sees risk as being undesirable, and is willing

to tolerate greater uncertainty in an outcome

only if rewarded with a greater expected return.

A risk lover is a gambler who prefers the in

creased uncertainty (see expected present

value ).

See also marginal rate of substitution
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market definition

Gilbert Becker

An economic definition of the term ‘‘market’’ is

the group of all firms willing and able to sell a

similar product or service to the same potential

buyers. As such, the market definition for a

given product is the identification of the relevant

group of sellers who may be seen as being in

compet it ion with one another for the sale

of that product. Two boundaries are used to

define a market:

1 the product boundary;

2 the geographic boundary.

Properly identifying these boundaries for a par

ticular market will result in a more accurate

count of the number and size distribution of

firms in that market. This information is useful

for a firm in developing its competitive strategy.

For markets under perfect compet it ion

the product boundary is relatively easy to estab

lish since the product is homogeneous across

firms. Given the complexity of most markets

though, and especially those where product

different iat ion exists, this boundary be

comes blurred. Similar difficulties arise in iden

tifying correct geographic boundaries. Thus,

managers should be aware that the term market

may be a source of significant confusion. Sales

representatives and other subordinates may er

roneously use the term to describe their personal

selling area or limit their definition to the spe

cific product line associated with their selling

effort. These approaches may underestimate

the true scope of the economic market in ques

tion.

Market definition is also essential for the gov

ernment and the courts in developing antitrust

policy and in deliberating antitrust cases. For

example, the Clayton Act proscribes

mergers which substantially lessen competition

‘‘in any line of commerce’’ (i.e., product market)

and ‘‘in any section of the country’’ (i.e., geo

graphic market ). Thus the proper identifi

cation of market boundaries will be critical in

indicating the degree to which competition may

have declined. An expanded market definition,

for example, which includes a greater number of

rivals, will naturally tend to diminish the market

share of the merging firms and thus make the

merger less potentially onerous in the eyes of the

antitrust enforcers. Moreover, in cases of mon

opolization, proper identification of the market

is essential to determine the existence of

market power , which is the first necessary

requirement for a finding of an antitrust viola

tion (see Mi crosoft ant itrust case ;

Sherman Act ).
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The central issues in market definition are

where and how these boundaries are to be

drawn. Numerous authors including Church

and Ware (2000) have recognized that market

definition and measurement, when applied to

antitrust policy, may differ from that of the

simple economic definition given above. As

such, several tools have been introduced and

are categorized below as either theoretical or

practical measures, each having its own relative

strength in terms of its use in purely economic

versus public policy applications.

Theoretical Measures

Cross elast ic it i e s are one set of market

measurement tools which have been used for

decades. The cross elasticity of demand between

two goods measures the percentage change in

unit sales of one firm’s product given a 1 percent

change in the price of a rival’s product. As such

it measures the degree to which the two goods

are subst itutes in the eyes of consumers.

A high cross elasticity measure indicates close

substitutability and thus the firms in question

should be counted as being in the same market.

Similarly, cross elasticities of supply may be

considered. High values for this measure indi

cate a firm’s willingness and ability to produce

more of their own good in reaction to a rival’s

price increase. It may also indicate a similarity in

production technological processes between

firms and the potential to switch product lines

and readily and easily enter a product market

where price has been increased above the com

petitive level. As a result, both measures of cross

elasticities are needed to properly define the

relevant product market. These measures at

tempt to determine an economic definition of a

market by examining relevant rivals who estab

lish a market’s price.

While these measures are conceptually

appealing, Scherer and Ross (1990), Shepherd

and Shepherd (2004), and others have identified

several difficulties that arise in their application.

First, what constitutes a ‘‘high’’ value for cross

elasticity is necessarily an arbitrary decision.

Moreover, possible values for these measures

fall along a continuum. Distinct gaps between

high and low values which could indicate a break

in the substitutability continuum for these goods

may not arise in the actual estimates examined.

Third, two different estimates for the cross elas

ticity of demand between two goods A and B will

be generated for the relatively similar cases of a

1 percent price increase in product A, and a 1

percent price decrease in product B.

Finally, the correct estimation of cross elasti

cities may require using price changes originat

ing from the competitive price level, which may

not be readily available. Where market power

already exists and a firm’s price is set signifi

cantly above that of its rivals, its cross price

elasticity of demand may be higher since further

price increases may induce considerably more

consumer reaction than before. A small price

increase for product A may induce a larger

change in product B’s sales when A’s price is

50 percent above B’s than when it is only 5

percent above that of B. Thus, if a monopolist

already using its market power has set its price

above the competitive level, the cross elasticity

measured at that price level may be high, indi

cating the existence of many rivals and a broad

market. The high cross elasticity measure here

may lead to the erroneous conclusion that

market power is limited, when in fact that

power is already in use.

As a result, more recent antitrust analysis has

focused on defining a market by examining the

existence of sustainable market power. Perhaps

the first such measure is the Lerner index ,

which examines the extent by which a firm’s

price exceeds its marginal cost . Since the

Lerner index can be shown to be inversely re

lated to a product’s own price elast ic ity of

demand, the latter may also be used to help

identify an antitrust market.

Boyer (1979) developed the basis of a theoret

ically more advanced measure which has been

used by the federal antitrust enforcement agen

cies. This method can be used for both product

market and geographic market definitions. The

method involves examining a hypothetical mon

opolist in the geographic area in question, and its

ability to introduce a small but significant non

transitory increase in prices (SSNIP) above the

current level. Boyer argues that a market can be

identified, from the point of view of a single

firm, as the smallest group of rivals necessary

to organize in order to successfully act as a cartel

by imposing such a SSNIP (see cartels ). If

this group of firms (or hypothetical monopolist)
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could raise prices without bringing about reac

tion by other firms that was sufficient to force a

retreat in the cartel price hike, then these other

firms can correctly be seen as being outside of

the market. This may be due to their producing a

sufficiently different (nonsubstitutable) prod

uct, or because their business takes place in a

geographically distinct location, or even

simply because their reaction was slow or

limited. If, on the other hand, the initial group

of firms in question could not successfully col

lude for a significant period of time without

feeling the disciplinary effects of the other rivals’

increases in supply, then the relevant market

should be expanded to include these additional

firms. In revising its guidelines for mergers in

1982 and 1992, the Department of Justice

(DOJ) introduced a variation of Boyer’s method,

using a 5 percent price rise as the SSNIP to be

examined.

Several shortcomings of this new method

have been cited. Boyer’s work recognized that

problems similar to those involved with using

cross elasticities still exist with the new ap

proach. Moreover, Scherer and Ross argue that

the use of the 5 percent rule in a situation in

which market power already exists will tend to

yield biased market definitions which could in

crease the likelihood of allowing the mergers that

are being examined. Shepherd and Shepherd

(2004) argue that estimates concerning future

responses to a hypothetical monopolist’s actions

are speculative, and that what constitutes a suf

ficient reaction to a ‘‘small’’ and ‘‘significant’’

price rise is arbitrary. Finally, they maintain that

both this measure and that of cross elasticity of

supply improperly treat the question of bar

r iers to entry by combining it with the

definition of market, thereby blurring the dis

tinction between potential rivals and those actu

ally in existence.

Practical Measures

Perhaps because of the weaknesses cited above,

SSNIP has not yet been widely accepted by the

courts. Instead, courts continue to use more

pragmatic indicators. Given the complexity of

markets, it remains unlikely that any one meas

ure can accurately and completely determine the

boundaries of markets. Perhaps realizing this,

the US Supreme Court has offered its own

guides. (For an expansive historical examination

of the US courts’ development of the concept of

market definition, see Werden, 1992.) In an im

portant antitrust case involving the Du Pont

Company’s monopolization of the cellophane

market, the court established the standard of

‘‘reasonable interchangeability’’ of products as

the measure for market delineation (see Breit

and Elzinga, 1996: 196–9 for details). It cited a

product’s price, qualities, and uses as being sig

nificant in examining this demand side substi

tutability. Shortly thereafter, in 1962, Chief

Justice Warren, in a merger case involving the

Brown Shoe Company, identified several add

itional market boundary determinants, including

public recognition of a market, unique produc

tion facilities, differing prices among rivals, and

even specialized vendors (Breit and Elzinga,

1996: 133–41). Moreover, the court here recog

nized that the Clayton Act allowed for examin

ing submarkets for antitrust purposes.

Shepherd and Shepherd (2004) include,

among other items, transportation costs relative

to the product’s value and shipping distances.

These often limit competition to a certain geo

graphic area. In many antitrust cases, the type of

actual shipping data needed is readily available

as evidence. Moreover, Breit and Elzinga’s 20

percent rule gives a simple tool for discerning

those who influence the price of a product and

should be considered as market participants.

Finally, numerous other forms of qualitative

data, from surveys of consumer behavior to in

formation regarding search costs , have been

considered.

This list of market boundary variables is

almost certainly overinclusive for any one case,

but some items such as shipping information

clearly warrant examination in many cases.

Given the different techniques available for

measuring market boundaries, and the different

economic philosophies regarding government’s

role in regulating market activity (see cap ital

i sm ), debate over market definition method

ology will likely continue.

See also antitrust policy (US); geographic market;
horizontal merger guidelines; merger guidelines,
1992–7
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market microstructure

Robert E. McAuliffe

This is an element of market transactions that

economists tend to overlook: the actual processes

and outcomes of exchange. How do specific

trading mechanisms affect the distribution of

prices? Market microstructure deals with this

question by investigating how different trading

mechanisms affect the prices observed when ex

change occurs. Researchers investigate how

price setting rules evolve in markets and basic

ally how prices are determined in markets.

Economists have not focused on the determin

ation of the equil ibr ium price because they

argue that the market determines the price. But

the question remains: how do markets determine

prices? Would the price change if the pricing

mechanism were changed? Market microstruc

ture examines these issues, normally in the con

text of asset markets for stocks and bonds.

In his work on intermediaries, Daniel Spulber

(1999) found that intermediary firms in markets

lower transact ions costs . He finds that

intermediaries can improve the gains from

trade because they offer price commitments to

both sellers and buyers of the good. Thus inter

mediaries can evolve and operate in a market

even when direct exchange possibilities between

buyer and seller exist. He also found that as

transactions costs fell to zero, the intermediary

price approached the market price but inter

mediaries set prices otherwise. When uncertain

ties in exchange are allowed or inventories, the

importance of intermediaries is increased as they

provide market making services to the economy.
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market performance

Gilbert Becker

Market performance measures the degree to

which firms in a market achieve certain socially

desirable goals, including eff ic i ency and

equity. Several types of efficiency have been

identified. The first, production efficiency,

occurs when suppliers minimize the average

total cost of producing a good, in both the

short run and the long run. By choosing the

optimal combination of labor and other variable

inputs (see i soquant i socost curves ),

managers can minimize the short run per unit

cost of production. By achieving minimum

eff ic ient scale , long run costs of produc

tion can also be minimized. As a result,
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production efficiency enhances firms’ profitabil

ity. In addition, lower production costs and

compet it ion lead to lower prices, which

benefit consumers. Moreover, this type of effi

ciency benefits society on the whole by minim

izing the amount of its scarce resources needed

to produce the product.

A second type of efficiency is dynamic effi

ciency, which focuses on technological pro

gress. Here efficiency is achieved if market

conditions induce a socially optimal amount of

research and development, leading to a max

imum level of innovation and invention.

Schumpeter (1950) first proposed that large

firm size and high industry concentration en

hanced innovation. Many explanations have

been advanced in favor of this hypothesis.

These include the argument that economies

of scale exist in research and development,

and that there exists a disproportionate availabil

ity of funds for large firms in imperfect cap

ital markets . Also, the existence of

economic profits in concentrated markets (see
economic prof it ) has been argued as a

factor enabling greater research. Other argu

ments conflict with Schumpeter, maintaining

that the incentive to innovate is diminished in

markets where competition is imperfect. Cohen

and Levin (1989) survey this literature and find

that although there is a wealth of empirical stud

ies of these hypotheses, the results are inconclu

sive. They suggest that other variables affecting

dynamic efficiency, such as the demand for in

novation and the technological opportunity for

innovation, need additional investigation.

A third type of efficiency is that of allocative

efficiency. This is achieved when the amount of

resources allocated to (and thus the number of

goods produced in) each market maximizes

society’s welfare by reducing the deadweight

loss associated with market power . This

type of efficiency occurs in a market when

every consumer who is willing and able to pay

the marginal cost of producing that good

receives it. perfect compet it ion is one

market structure that reaches this result

since the competitive market price is determined

by the marginal cost of the last unit produced.

monopoly may also achieve this result if the

firm is able to practice first degree pr ice d i s

cr iminat ion .

The final performance criterion, equity, in

volves, in part, a question of the fairness of the

levels of prices and profits established in

markets. The topic is quite controversial. By

one definition, zero long run economic profit

constitutes a fair result, since the buyers pay

only for the economic costs of production, and

the sellers have all of their costs covered, includ

ing the owners’ opportunity costs . An

alternative definition of fairness establishes that

any level of economic profit is acceptable as long

as there is a voluntary exchange between buyers

and sellers in a market which is reasonably com

petitive. This divergence of opinion as to an

appropriate definition of fairness has resulted

in differences in state and federal government

policies concerning antitrust enforcement (see
ant itrust pol icy (US) ). As one example,

Folsom (1990) demonstrates that during the

1980s the National Association of Attorneys

General, fearing that market power would in

crease the likelihood of unfair transfers of

wealth, established more stringent standards

for mergers and for vertical restraints of trade

than those introduced by the federal govern

ment.

Measurement

Most empirical studies investigating issues con

cerning market performance have used one of

two measures. Perhaps most prominent are

studies using measures of firm and industry

economic profit. If long run rates of return

on assets or owner’s equity are derived in part

from the existence of market power, such profits

may indicate a lack of market fairness. More

over, these profits may be indicative of ineffi

ciency resulting from this power if barr iers

to entry or other factors foster an environ

ment wherein maximum efficiency is not forced

by competition.

Unfortunately, the use of profit rate data

suffers from a number of measurement prob

lems. Fisher and McGowan (1983) point out

several of these flaws. For example, the correct

profit levels will not be measured if the value of

the firm’s capital, or the deprec iat ion

thereof, is measured using accounting as oppo

sed to economic definitions (see economic

deprec iat ion ). Similarly, the value of ad

vert i s ing and research and development
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cannot be correctly associated with only the

year in which the expenditure takes place. As a

result, the measure of accounting prof it

reported for that year may diverge from that of

the true economic profit. In addition, profit rates

need to be adjusted for differences in risk across

industries if a correct evaluation of the extent of

excessive profit is to be made. Finally, profit

rates suffer conceptually as a measure of per

formance since firms with high profits may be

more efficient and thus demonstrate good per

formance.

A second tool used to measure performance is

the price cost margin. One theoretically

appealing example is the Lerner index ,

which measures the difference between price

and marginal cost as a percentage of price.

While also indicating profitability, the extent of

allocative inefficiency is directly measured in

this index since the deadweight loss to society

depends on the size of the gap between the

marginal value that consumers give to the last

unit consumed (price) and its marginal cost of

production. Unfortunately, data on marginal

cost are also difficult to obtain. As a result,

average var iable costs are often used as

a proxy. In addition, recent studies of market

performance have attempted to estimate cost

markups by examining pricing data in specific

industries over time, or by introducing models of

game theory . These methods suffer from the

need to make numerous assumptions concerning

demand and cost conditions, or about oligopol

istic behavior. These and other issues continue

to make the evaluation of market performance

difficult.

See also structure conduct performance paradigm;
market power
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market power

Gilbert Becker

Market power is generally defined as the ability

of one or more firms to influence price. Greer

(1992) broadens the definition somewhat to in

clude ‘‘the ability to subdue rivals,’’ including

suppliers and potential entrants as well as cus

tomers. This power may arise from firms in

volved in either single or multiple markets.

Market power stems from a variety of possible

sources and has a number of potential conse

quences. It has been examined theoretically and

estimated empirically by an ever growing

number of authors.

The principal source of market power is size –

that of the single firm alone, or a group of firms –

relative to the overall size of the market. This

size, in theory, generates power through its

effect on market supply. For the individual

firm in the case of monopoly , the firm’s size

is equal to that of the market. As such the firm

enjoys the ability to influence the market price

since it supplies the entire market and can

choose the point along the market demand

curve where it wishes to operate. In contrast, in

perfect competit ion the individual firm’s

size is so small that its output has no noticeable

impact on the market supply and it becomes a

price taker.
In antitrust cases concerning monopoly, once

the market has been properly defined the next

step traditionally has been to examine the market

share of the alleged monopolist in order to esti

mate its market power. For example, Microsoft

Corporation, in its recent antitrust trial, was

found to control nearly 90 percent of its market,

and thereby was seen as holding substantial

market power (see Mi crosoft ant itrust

case ). Similarly, for groups of firms, as the

collective market share of a small group rises,

the potential for (and perhaps likelihood of)

collus ion increases, again raising the ability

to influence price (see oligopoly ).
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Current antitrust guidelines have broadened

their focus beyond simple market share analysis

since market share alone may not indicate sus

tainable market power. Recently, guidelines in

the US and European Union (EU) have moved

toward defining a market as the smallest area in

which market power exists and a small but sig

nificant nontransitory increase in prices

(SSNIP) can be sustained (see ant itrust

policy (US); EU compet it ion pol icy ,

2004 ; market def in it ion ).

The acquisition of market power can be

achieved through any of several methods. Per

haps the most obvious approach is through the

development of a product that is both unique in

its characteristics and desired by consumers.

Building a better mousetrap, or personal com

puter operating system for that matter, will or

dinarily lead consumers to a firm’s door, and

increase its market share and thus its ability to

influence price. A second means for expanding a

firm’s size and power is through a horizontal

merger with a rival already within the market.

Third, in order to sustain, if not create, market

power, it is essential that barr iers to entry

exist. These barriers, which are sometimes nat

ural (i.e., extraordinary start up costs), some

times government created (i.e., occupational

licensing requirements), and in other instances

are the result of deliberate strateg ic behav

ior , all tend to retard the growth in the number

of firms in a market, and thereby protect the

above normal prices and profits of existing

firms. Finally, while firm size relative to the

market is the critical source of market power, a

firm’s absolute size may also play a role. Sheer

size in terms of assets or number of employees

may generate political power, which could in

some instances help create or enhance market

power. The evidence here is sporadic at best.

Moreover, it is important for managers to be

aware that for antitrust purposes, the courts

have consistently held that large size alone is

not onerous.

Several measures have been constructed that

examine market power. One of the first theoret

ical models developed was the Rothschild

index. This index is defined as the ratio of the

slope of the individual firm’s demand curve to

that of the market demand. Following the analy

sis presented above, the ratio for a monopolist

will have a value of 1 as the demand for its

product is equal to the market demand. Overall

the value of the index ranges between zero (for

perfect competition) and 1, with higher values

being associated with greater market power. The

practical application of this index has been

limited by the difficulty of estimating demand

curves (see est imat ing demand ).

Three other measures have been more widely

used in measuring market power. Each goes

beyond the ability of (a) firm(s) to influence the

market and instead focuses on the outcome of

using that power which typically manifests itself

in some measure of increased profit. The first of

these three is the Lerner index , measuring

the extent of the divergence between price (P)

and marginal cost (MC). It is calculated as

L ¼ (P�MC)

P

and, as was true of the Rothschild index, may

range in value from zero for perfectly competi

tive firms to positive values with a limit ap

proaching 1 in cases where price and marginal

cost diverge. Once again, greater values for L
indicate the presence of more market power.

One of the difficulties in using this measure

lies in the measurement of marginal cost, the

data for which are not readily available. As a

result, early studies used average variable

costs as an estimate for marginal cost. More

recent studies estimate the value of MC econo

metrically (see Bresnahan, 1989; Church and

Ware, 2000).

A third measure of market power, presented

by Bain (1941), involves a direct measure of

excess profits. Under perfect competition eco

nomic profits should equal zero in the long run

(see economic prof it ), while the existence of

market power in some imperfectly competitive

markets should provide positive profits. Al

though accounting prof it data are readily

available and have been used in numerous stud

ies following Bain’s work, several difficulties

arise in properly adjusting these data to reach a

value for economic profits (see market per

formance for details on measurement prob

lems of this and other variables). In addition,

positive economic profits may occur in the

short run even in the absence of market power.
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For example, exogenous shocks to market

demand may temporarily increase price and

result in short term profit even in the case of

perfect competition. Consequently, in order to

correctly use this measure of market power,

these profits should not be examined with a

single static estimate. Instead, a long term

trend of sustained economic profits is necessary

to establish the existence of market power.

A final measure of market power that has been

used in some studies is Tobin’s q. This meas

ure, calculated as the ratio of the current market

value of a firm’s assets relative to the replace

ment cost of those assets, is an alternative

method for measuring excess profits. Values of

this ratio that exceed 1 indicate the existence of

such profits. This measure has the advantage

of not requiring an estimate of economic profits,

as in Bain’s measure, but does require the esti

mation of replacement cost, which in some in

stances may be quite difficult.

A great number of studies investigating the

existence of market power have been undertaken

over the past half century. In a survey of this

literature Bresnahan (1989) identifies two classes

of studies. The early studies followed Bain

(1951) and the structuralist school. Tests of

this school of thought commonly involved

cross sect ion analys i s , across several in

dustries, of the effects of market structure

on market performance. Here market power,

arising from various structural factors, was

expected to manifest itself in terms of firm and

industry profitability, which was used as an in

dicator of performance. As noted above, the

primary source of market power is firm size.

As such, these tests examined the effects of

single firm market shares and/or industry con

centration (sources of power) on the value of the

Lerner index or profit rates (the outcome of

the use of power).

These studies found a consistently positive

but weak link between size (market power) and

profitability. Their conclusion that size caused

profitability was hampered by the argument that

the efficiency of large size may also be driving

this profitability. Because of this, Bresnahan

argues, a new class of studies identifiable as

industry specific econometric case studies has

arisen. In surveying the results of these studies

he concludes that:

1 some concentrated industries possess signifi

cant amounts of market power; and

2 anticompetitive conduct is a significant cause

of market power.

Numerous consequences may arise from the ex

istence of market power. First, positive eco

nomic profits which result from the use of this

power indicate a transfer of income from con

sumers to producers. Second, poor market per

formance, ranging from allocative inefficiency to

a reduced rate of product innovation, are alleged

to result from this power. Third, following

Greer’s definition, market structure can be

changed if suppliers and rivals can be ‘‘sub

dued.’’ The use of pr ice d i scr imination ,

exclusive dealing, predatory pr ic ing , and

other forms of conduct often requires the exist

ence of some power, but also may enable the

further extension of that power across markets

and over time.

See also structure conduct performance para
digm
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market structure

Gilbert Becker

Market structure consists of those relatively

fixed features of a firm’s environment which

identify the competitive nature of the industry.

As such it is related to market power and
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market performance and may be influ

enced by antitrust policy (see ant itrust

policy (US) ). Its first element is the number

and size distribution of the sellers in the market.

As the number of sellers increases, the market

moves toward perfect compet it ion and

market power tends to diminish. Several meas

ures of the size distribution of firms, including

various concentration indices and the

Herf indahl Hi r schman index , empha

size the collective market shares of an industry’s

leading firms. High values in these indices indi

cate a potential for market power. The market

share of a single firm may also help to explain the

market’s structure and competitive conditions

(see pr ice leadership ). The second element

of market structure is the number and size dis

tribution of buyers, which is important as it

offers an indication of the extent of their coun

tervailing power. A proper count of the number

of sellers and buyers in any market requires

careful identification of the degree of product

substitutability between firms (see subst i

tutes ) and the relevant geographic

market in which the competition takes place

(see market def in it ion ).

A third vital element of market structure is the

condition of entry . High barriers to

entry are a central feature of monopoly

and are common to oligopoly . The condition

of entry is important in understanding the com

petitive process in two ways. First, it helps to

explain the number and size distribution of firms

currently in the market. Second, it helps to

evaluate the potential for new competitors.

Some researchers cite this element of struc

ture as being uniquely important. Baumol, Pan

zar, and Willig (1982) maintain that in the

absence of any barriers to entry or exit (see
sunk costs ) markets become contestable and

the number of rivals, their size, and other struc

tural variables become irrelevant in determining

the outcome of market performance (see con

testable markets ). Their research cites

examples such as the airline industry where

high resource mobility and low barriers to

entry into new geographic markets assure market

eff ic iency . Despite this, Shepherd (1984)

and others have argued that the number of

truly contestable markets is extremely limited,

and that the level of compet it ion already in

existence in a market is of far greater importance

than the degree of potential competition.

Two other elements of market structure are

the degree of product different iat ion

and the extent of vert ical integrat ion

existing in the market. Both influence the nature

of industry costs and the strateg ic behav

ior among the rivals within the market. Both

may also play a role in determining the condition

of entry by increasing the costs and risk of entry.

The structure of a market is dependent on

several factors, the two most basic of which are

the underlying consumer demand and the indus

try’s production cost conditions. Industry tech

nology which offers substantial economies of

scale relative to market demand may require

large firm size and greater market concentration

and thus limit the room for, and number of,

existing rivals. In addition, these circumstances

may limit the number of potential new entrants,

which may face cost disadvantages stemming

from an inability to produce at minimum

eff ic ient scale .

Market structure may also be influenced by

government policy ranging from patent laws and

licensing requirements, which influence entry,

to antitrust policy such as restrictions on

mergers (see horizontal merger guide

l ines ), which may influence the number and

size distribution of existing rivals. Finally,

l imit pr ic ing and other forms of strategic

behavior can be used by rival firms to alter the

structure of a market.

The work by Porter (1980) on competitive

strategy emphasizes the importance of market

structure to successful business management.

Five basic forces (including potential

entrants, substitute goods industries, and the

rivalry of materials suppliers) that exist in

every market are identified. Porter demonstrates

that from these forces evolve the competitive

strategies that firms must adopt in order to be

profitable. He argues that a sound evaluation

of market structure and market definition is

essential for managers in order to properly de

velop offensive and defensive strategies, assess

the company’s strengths and weaknesses, and

examine its ability to cause changes in market

structure.
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Analysis of market structure is also important

in the development of industrial policy. Shep

herd (1982) uses an analysis of market structure

to investigate the extent to which goods in the

US economy were produced in competitive

markets. He uses structural elements to create

categories such as ‘‘effective competition’’

(wherein industries have low concentration

ratios, unstable market shares, and low entry

barriers) and ‘‘tight oligopoly’’ (where concen

tration ratios exceed 60 percent, and entry bar

riers are medium or high). He finds that more

than 75 percent of the economy’s national

income in 1980 was generated in markets that

were competitive. Moreover, this percentage

had increased sharply (from somewhat more

than 50 percent) since the 1950s. Shepherd

cites active government antitrust policy as the

primary explanatory variable, and imports as a

secondary variable causing this shift. The policy

implications here, and surrounding market

structure in general, are controversial (see
structure conduct performance

paradigm ).
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markup pricing

Kostas Axarloglou

This can be an optimal pricing policy where

prices are set to cover all direct costs plus a

percentage markup for profit contribution. It

applies only for market structures where com

panies have some market power , and there

fore are able to set the prices of their products

(see market structure ). In other words, it is

used by price setting companies as opposed to

price taking ones in a perfectly competitive

market (see perfect compet it ion ).

Markup pricing is one of several different

pricing policies companies use to price their

products. For that, they calculate the cost per

unit of output, to which they add a profit

margin, or a price markup, to determine the

final price of their product. The cost per unit is

the variable production and marketing cost per

unit of output plus the average overhead cost;

the final price is then determined by adding a

certain percentage margin to the unit cost.

The price markup is usually expressed as the

difference between the final price and the mar

ginal cost, as a percentage of either the price or

the marginal cost. Here, the marginal cost

represents the per unit cost of production. The

former method gives the markup on price, while

the latter gives the markup on cost. If P repre

sents the final price of the product, and MC its

marginal cost, then the markup on price equals

to
P �MC

P
, and the markup on cost is

P �MC

MC
.

Although the markup pricing policy is rela

tively easy to apply, there are some problems

associated with its use. First, the overhead cost

per unit is calculated based on the expected

overhead cost divided by the ‘‘normal’’ amount

of the product the company expects to produce.

However, in many cases, the actual production

deviates from the expected volume of produc

tion, and this becomes a source for cost miscal

culations. Also, in calculating the per unit cost of

production, companies usually use actual ex

penses only, and they ignore the opportun

ity costs of their resources. Consequently,

they may underestimate their cost of production.

Finally, since companies do not change their

prices very frequently, they need to determine
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the optimal price that will cover the period of

time until the next price adjustment.

Economic theory suggests that the pricing

rule, which allows companies to maximize

their profits (see prof it maximizat ion ),

is P ¼ 1

1þ 1
ep

MC, where ep is the price

elast ic ity of the firm’s demand for its

product (when there are no strategic interactions

between firms; see game theory and oli

gopoly for a discussion of interaction between

rival firms). Obviously, the profit maximizing

price depends on the marginal cost, and it is

inversely related to ep, the price elasticity of

demand (notice that ep is always a negative

value). In other words, companies with very elas

tic market demand (large absolute value of ep),
and therefore a market demand very sensitive to

changes in prices, will charge a price close to

their marginal cost. Their price markup will be

low, since high prices might result in a significant

decline in their sales. In a perfectly competitive

market, where ep is a very large number (in

extreme cases it approaches 1), P is very close

toMC, or the price markup is close to zero. From

the optimal pricing equation above, the price to

cost markup can be derived as
P �MC

P
¼ � 1

ep
,

which is called the Lerner index , introduced

by Abba Lerner in 1934. Obviously, the price

markup is inversely related to the price elasticity

of market demand. High ep makes the company

very aggressive in pricing its products and

willing to accept a low price markup as a way to

stay competitive and preserve its market share.

On the other hand, low ep (demand is relatively

price inelastic) implies large profit maximizing

price markups. In such a case, the company has

some market power, and for that reason it can

charge a rather large price markup over its mar

ginal cost. (For the factors that influence ep, see

the discussion in the entry on elasticity).

The above discussion suggests that the price

markup is closely related to the degree of market

power a company can exercise. More competi

tive market structures are usually characterized

by lower price markups. Domowitz, Hubbard,

and Petersen (1986), by using data from US

industries between 1958 and 1981, found that

those industries with high concentration (with a

four firm concentration ratio in the range of 80

to 100) show a markup on cost ratio of 0.32,

while those industries with low concentration

(with four firm concentration ratio in the range

of 0 to 20) show a lower markup on cost ratio of

about 0.23, as expected. Also, Hall (1986), using

data from 48 US industries in manufacturing for

both durable and non durable products, shows

that in most of these industries price markups

are significantly different from zero, or that in

US manufacturing overall, companies seem to

have significant market power.

Rotemberg and Saloner (1986) and Rotem

berg and Woodford (1991, 1992) present evi

dence that price markups are correlated with

the changes of economic activity during the dif

ferent phases of the business cycle. They usually

increase during economic recessions and decline

during economic booms. Finally, Axarloglou

(1994) finds some evidence of the same behavior

in the publishing industry.
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maximin criterion

Eduardo Ley

Suppose that, when a manager is faced with a

decision, the payoffs from choosing any of the

different strategies available will depend on cir

cumstances beyond her control (e.g., stochastic

events, other people’s strategies, etc.), which we

shall refer to as ‘‘states of the world.’’ If we rank

the strategies available by each strategy’s payoff

in the worst case scenario, then the highest

ranked is a maximin strategy. A maximin strat

egy has the property that the worst that can

happen with it is no worse than the worst that

could happen with any of the other strategies

available. In other words, this is a conservative

criterion for choosing a strategy which is the best

in the worst possible scenario. As an example,

suppose that there are two available decisions, dj,

and three possible states of the world, !i, with

the probabilities and payoffs shown in the

following table:

d1 d2 Prob(!i)

!1 25 1 0:50

!2 10 15 0:35

!3 �5 5 0:15

The worst scenario for decision 1 has payoff�5,

while the worst payoff with decision 2 is 1.

Since 1 > �5, decision 2 would be chosen by

the maximin criterion despite the fact that deci

sion 1 has a higher expected payoff (see
expected value ). Note that the maximin

criterion does not take into account the probabil

ities of the different states of the world. (In

public economics the maximin criterion refers

to the welfare criterion, which mandates maxi

mizing the utility of the individual who is

worst off.)
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merger guidelines, 1992 7

Gilbert Becker

These guidelines are the third set of guidelines

offered to the US business community in the

past quarter century. They are an effort to clar

ify the circumstances under which the current

administration will challenge a merger which it

believes to be in violation of the Clayton

Act . The guidelines offer a five step approach

to the analysis of a merger:

1 the definition of the market and measure of

industry concentration (see concentra

t ion indices );

2 the evaluation of the potential adverse effects

of the proposed merger;

3 the analysis of the condition of entry into

the market (see barr iers to entry );

4 the existence of potential efficiencies from

the merger (see eff ic i ency ); and

5 the examination of the circumstances in the

case where one of the merging firms is

failing.

The geographic and product market boundaries

are defined using the method known as the 5

percent rule, or SSNIP – a small but significant

nontransitory increase in prices (see geo

graphic market ; market def in it ion ).

The market is then classified as being highly

concentrated (if the post merger Herf in

dahl Hi r schman index , HHI, has a value

greater than 1,800), moderately concentrated (if,

after the merger, 1,000 < HHI < 1,800), or

unconcentrated (if the post merger HHI <

1,000). While a challenge in the latter case is

unlikely, in general the likelihood of a challenge

increases, all else constant, for higher levels of

concentration and for larger changes in the level

of concentration. The numerical ranges used in

the 1982 guidelines remain in force here, but

new detail is presented (i.e., concerning market

definitions where price d i scr iminat ion

exists), and a broader description of economic

evidence being used by the antitrust agencies is

offered.
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The second step involves numerous tests

which evaluate factors inherent in the industry

that facilitate or limit the potential for anticom

petitive effects to arise as a result of the proposed

merger. Here the potential abuse of market

power is seen as having two possible sources:

1 coordinated efforts among the sellers in the

market;

2 unilateral actions by the newly merged, and

now larger, firm.

Evidence indicating a diminished capacity for

the abuse of market power will tend to lessen

the likelihood of a challenge. When the reverse is

true the likelihood of a challenge is enhanced.

For example, product standardization in an in

dustry and free flowing information about

rivals’ competitive actions are two factors cited

as being conducive to collus ion . Similarly,

the closeness of product attributes of the

merging firms’ products is cited as facilitating a

successful unilateral post merger increase in

prices in some circumstances (see product

attr ibutes model ).

The 1992–7 guidelines recognize that any ad

verse effects of a merger may be offset by the

entry of new rivals. Thus the third step of the

new guidelines examines the condition of entry

into the market and now recognizes the particu

lar importance of three factors:

1 the timeliness of the new entry;

2 the likelihood that it will occur; and

3 the sufficiency of that entry in controlling

abuses of market power.

Fourth, the extent to which a proposed merger

may offer a method for achieving economies

of scale or other cost savings is considered as a

possible defense in cases which might otherwise

be challenged. The antitrust agencies will exam

ine potential efficiencies stemming from the

merger, and the new guidelines outline several

possible sources of cost savings that may be

considered. The 1997 revision of the guidelines

is focused on the section concerning efficiencies

and emphasizes that only merger specific efficien
cies will be considered. These are efficiencies

which are likely to be achieved by the merger

and unlikely to be achieved in its absence. If

these efficiencies are cognizable – verifiable and

not arising from anticompetitive reductions in

output – then they will be considered. More

over, the greater the potential adverse effect of

the merger, i.e., as measured by increased con

centration, the greater must be the efficiencies if

the merger is to be deemed acceptable.

Finally, the guidelines recognize that the

threat of increased market power is minimized

in cases where one of the merging firms is

in imminent danger of failure. Here the guide

lines consider four situations wherein a chal

lenge to the proposed merger is unlikely,

including:

1 where the likelihood of the failing firm to

successfully reorganize under current

bankruptcy laws is poor;

2 where there is an absence of alternative

merging partners with whom there exists a

decreased potential danger to competi

t ion arising from a merger.

These guidelines are largely an extension of

those presented in 1982–4. It is generally

accepted that these guidelines have brought

more careful economic analysis into the process

(see Scheffman, 1993, for a symposium of

views). Both sets of guidelines are also widely

accepted as being more lenient toward firms that

wish to merge than those introduced in 1968. In

an examination of recent antitrust activity,

Lande (1994) finds that of 61 mergers challenged

by the Federal Trade Commission between 1987

and 1992, only one involved a merger with a

post merger HHI value less than 2,000. In add

ition, only four challenges involved mergers

where the change in the HHI was less than 400

points. He cites this and other evidence as indi

cative of the attenuation of aggressiveness in

antitrust enforcement.

Heightened concerns by business over in

creasing foreign competition during the past

decade may have fueled the discussion of a

need for greater leniency in the guidelines.

While the two most recent sets of guidelines

specifically recognize the need to include foreign

imports in the definition of the market, they also

clearly recognize that trade restrictions may limit

the ability of foreign firms to respond to domes

tic price increases.
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Microsoft antitrust case

Gilbert Becker

One of the champions of the computer software

revolution over the past two decades, the Micro

soft Corporation has also been the center of

controversy regarding many of its business strat

egies. Since the mid 1990s the company has

been the subject of a number of antitrust actions,

brought by the federal and state governments in

the US, by groups of consumers, by rival firms,

and by the European Union (EU). At issue are a

number of alleged anticompetitive business

practices, the injury which these practices may

have brought on the market and its various

parties, and appropriate public policy toward

these acts. Given the magnitude of the impact

the new technology has had on numerous

markets and the complexity of the issues in

question, these cases are seen as an important

opportunity to reexamine major antitrust stat

utes such as the Sherman act , perhaps in

light of new economic thinking about new

forms of competit ion evolving in the

twenty first century.

Background and Current Status of the

Case

Microsoft (MS) is perhaps best known for its

development and sale of the product called

Windows, which is the operating system cur

rently running on approximately 90 percent of

all personal computers in the US. The company

has also developed numerous other computer

software applications programs (e.g., Microsoft

Word for word processing, Excel for spreadsheet

analysis, etc.) which run on the Windows

system, some of which are at the center of the

debate. Other programs, such as Internet Ex

plorer for accessing the Internet, have been writ

ten into or have become part of upgraded

versions of the Windows operating system.

In 1995, as the result of an investigation by the

US Department of Justice (DOJ), Microsoft

entered into a consent decree in which it agreed

not to tie the sale of other products to that of

Windows. In 1997, the DOJ filed suit against

Microsoft, claiming that the company had vio

lated the decree by bundling its web browser,

Internet Explorer (IE), with Windows. In June

of 1998, shortly before a US Court of Appeals

ruled in favor of Microsoft, the DOJ in conjunc

tion with 20 US states filed a broadened antitrust

suit against the company, claiming illegal mon

opolistic practices.

That case was initially decided in US District

Court in April of 2000 (see US v. Microsoft
Corp., 1999, 2000). Judge Jackson’s three central

findings were that Microsoft had violated

Sections 1 and 2 of the Sherman Act by:

1 illegally monopolizing the operating system

market;

2 illegally attempting to monopolize the web

browser market; and

3 illegally tying Windows and IE.

Subsequently, a US Circuit Court of Appeals

overturned the last two findings of Judge

Jackson (see US v. Microsoft Corp., 2001).

Market Definition and Market Power

Numerous economic and legal issues have arisen

over which the two parties (Microsoft and the

government) and the two courts (District and

Circuit) have often disagreed. The first issue to
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arise is the proper definition of the market (see
market def in it ion ). This issue is critical in

that illegal monopolization and illegal tying req

uire the demonstration of the existence of

market power , and the abuse of that power

in the relevant market(s). Thus, proper market

boundaries must be established before any fur

ther economic analysis can take place.

Franklin Fisher, the principal economic wit

ness for the DOJ during the District Court trial,

used the new theoretical approach to market

definition provided in the government’s hori

zontal merger guidel ines . (Much of

what follows is based on the testimony of Fisher;

see Fisher and Rubinfeld, 2001, for a detailed

economic analysis.) He argued that goods which

serve to constrain a hypothetical monopolist’s

market power (see subst itutes ) should be

included in a proper definition of the market.

The DOJ held that two separate economic

markets exist: (1) Intel based PC operating

systems and (2) web browsers. In the Intel
based PC operating system (OS) market, Windows

held approximately 90 percent market share,

well above the Supreme Court’s previously es

tablished standard for demonstrating the exist

ence of monopoly . Here, hand held

substitutes (e.g., Palm Pilots) were seen as out

side the market, due to their low cross elas

t ic it i e s , and non Intel PCs (e.g., Apple) were

considered to be a limited damper on Micro

soft’s power. Moreover, some original equip

ment manufacturers (OEMs) of PCs testified to

the lack of alternatives to purchasing Windows

for their machines. Fisher also argued that

browsers were a complementary good (see com

plements ) to operating systems, since they

initially held a separate price and market of

their own.

As for Microsoft’s market power, the govern

ment’s case relies heavily on the theory of net

work external it ie s and the existence of an

applications programming barrier to entry (see
barr iers to entry ). Independent program

mers have written tens of thousands of software

programs that will run on the Windows operat

ing system by relying on Microsoft written ap

plications programming interfaces. These are

sets of commands by which applications connect

with the personal computer. Fisher argues

that the operating system market is a ‘‘winner

take most’’ market, since consumers will gravi

tate to that system with the most programs,

given that the more consumers using a program

(e.g., Word, Instant Messenger), the more valu

able it becomes to other potential users (to ‘‘join

the network’’). In addition, programmers will

gravitate to writing almost entirely for that oper

ating system with the most customers, since that

is likely to be their most profitable strategy.

Reinforcing this focus by programmers are two

additional factors:

1 most programming costs are f ixed costs

leading to dramatic programming econ

omies of scale ; and

2 costs for rewriting the program to run on

another system are often high.

Thus, unless a new operating system can attract

a huge volume of applications, a network effects

applications barrier yields market power for the

dominant operating system.

Microsoft’s position, as presented by its prin

cipal economics witness Richard Schmalensee,

was that the proper market to be examined was

that of software platforms, which are sets of code

upon which applications can be used. (See

Evans, Nichols, and Schmalensee, 2001, for a

detailed description of Microsoft’s economic de

fense in the case.) While platforms also result in

winner take all network effects, Schmalensee

argued that Microsoft’s Windows market pos

ition was tenuous, since platforms can be de

veloped from other sources, such as Sun

Microsystem’s Java or by using a browser (e.g.,

Netscape’s Navigator) to create a web based

platform. Both of these so called middleware

applications threatened the Windows monopoly,

albeit in different ways. With respect to Nets

cape, programmers could write software that

would run on its Navigator, which runs on

other operating systems and threatened to

become a platform substitute replacing

Windows. Java, on the other hand, was an

open architecture programming language that

was designed to run on any operating system.

This meant that (potentially many) new operat

ing systems, each running programs written in

the Java language, could be developed as substi

tutes for Windows and thereby threaten to

‘‘commoditize’’ the once essential product.
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Moreover, one ‘‘killer’’ application for any

platform could lead to widespread demand by

consumers, and a flood of new applications being

written for that platform. Thus, while Microsoft

was not competing head to head with these

firms in the Intel based operating system

market, Schmalensee argued that Microsoft’s

market power is more limited when measured

in a framework of dynamic competition in the

platform market. In this setting, innovation by

‘‘new and unforeseen’’ competitors poses a con

tinuing threat to the existence of even a firm with

a dominant market share. Using the DOJ’s

theory of a barrier protected monopolist, he

demonstrated Microsoft’s limited power by esti

mating Microsoft’s correct profit maximizing

monopoly price to be hundreds of dollars greater

than the price that was actually charged for

Windows (see prof it max imizat ion ).

Finally, Microsoft’s position with respect to its

IE was that the browser is an important innov

ation which is a natural addition to an operating

system since it allows consumers access to web

based information and can be used by Windows

to provide upgrades, and therefore is not a sep

arate product.

In addition, Schmalensee argued that, for sev

eral reasons, there does not exist an applications

barrier to entry in the market. First, widespread

research and development and investment in

intellectual property exist across the industry.

Second, thousands of software writers exist in

the market and barriers to entry in software

programming are low. Third, many writers do

offer programs for less used platforms, espe

cially where buyers (e.g., businesses) may be

willing to pay more. Finally, since applications

are a desirable consumer product, identifying

the existence of many applications as a barrier

to entry is comparable to identifying improve

ment of product quality as a barrier.

Anticompetitive Behavior

The government argued that Microsoft was in

volved in numerous predatory and exclusionary

acts designed to maintain its operating system

monopoly by protecting its applications barrier

to entry. First, Fisher argued that Microsoft tied

its browser to the sale of Windows in order to

monopolize the browser market. This was not

done to ultimately charge a monopoly price for

IE. Instead Microsoft’s intent, according to

Fisher, was to protect its operating system mon

opoly, since it feared that Netscape’s Navigator,

a complementary good to the operating system,

could develop into a platform for users and pro

grammers which could ultimately run on any

operating system.

In addition, the government alleged that

Microsoft attempted to foreclose competition

in the browser market in several ways, including:

1 by attempting to illegally divide the browser

market by soliciting Netscape to not produce

a browser that would run on Windows 95;

2 by annual expenditures of $100 million for

development of IE, combined with giving

the browser away for free, demonstrating

obvious predatory behavior;

3 by restricting OEMs from removing IE or its

desktop icon, which, combined with PC

manufacturers’ desire to load only one

browser, excluded Netscape Navigator

from most new shipments;

4 by using its Windows’ market power to

induce Internet Service Providers (ISPs) to

limit their marketing and distribution of

non Microsoft browsers; and

5 through agreements with other software de

velopers desiring Windows support (e.g.,

Intuit) to exclusively deal with Microsoft.

Fisher argued that each action, taken on its own

merit, was contrary to Microsoft’s short term

profit and could thus only be explained as antic

ompetitive efforts to sustain its monopoly.

The government also identified efforts by

which Microsoft attempted to directly protect

its operating system monopoly. These included:

1 making threats against Intel Corp. and Apple

Computer Co. to withhold Microsoft’s sup

port of their products. These threats forced

each firm to agree to end work on new

technology (e.g., native signal processing,

audiovisual streaming) which potentially

threatened the Windows monopoly, and to

limit support of Netscape Navigator and Sun

Microsystem’s Java.

2 Microsoft licensed Java from Sun, then

created a ‘‘polluted Java’’ of their own

which would cause some independent

Microsoft antitrust case 155



software developers’ programs to run prop

erly on Windows, but not on non Windows

operating systems. This threatened to elim

inate a main selling point of Java, which was

that it was designed to run on any operating

system.

The government argued that these acts harmed

markets in several ways. First, consumers were

harmed by the suppression of new technology

and innovations not reaching the market. More

over, even if Microsoft later chose to incorpor

ate a version of the new technology in upgrades

of Windows, the decision as to which innov

ations should be allowed access into the market

should not be determined solely by Microsoft’s

interests. Second, consumers and PC manufac

turers were unable to choose which browser

would be preinstalled, nor were they able to

purchase a browserless PC. Third, consumers

faced significant time costs and other trans

act ions costs if they wished to download

Netscape Navigator. Fourth, browser market

rivals of Microsoft were being foreclosed from

a fair market test of their products based on the

quality and features offered to consumers.

Finally, and perhaps most importantly, Judge

Jackson, in his Findings of Fact, cited harm

from Microsoft’s signal that it ‘‘will use its

market power and immense profits to harm

any firm that pursues initiatives that could in

tensify competition against one of Microsoft’s

core products’’ (US v. Microsoft Corp., 1999:

412). In sum, the DOJ’s position was that what

ever benefits were brought to market by Micro

soft’s development of IE, they did not

exonerate Microsoft from its illegal acts

designed to maintain its monopoly. Antitrust

action is appropriate as it is designed to protect

consumers by protecting competition.
Microsoft’s position with respect to charges of

predation and exclusion hinges on the fact that

the platform market is a winner take all environ

ment. In this setting Schmalensee argues that

each rival may set its price below variable cost,

violating the standard test for predation (see
predatory pr ic ing ), expecting to win even

though only one firm will succeed. He further

argues that while IE’s pricing brought no rev

enue from IE itself, the strategy was essential for

the survival of the Windows platform and of the

firm. Microsoft’s expenditures of hundreds of

millions of dollars on IE, and its subsequent zero

pricing for its product, along with its other ex

clusionary strategies, were acts of competition.

As such these acts should not be considered

illegal. The inevitable victory of only one firm

means that the traditional measure for predation

is inappropriate, in large part since it condemns

the winner, or as Schmalensee stated: ‘‘success,

monopolization and exclusion are one and the

same’’ (Evans et al., 2001: 212). As an alternative

he offers that a new antitrust standard for preda

tion in winner take all markets be the direct

examination of the benefits versus costs to con

sumers of the business actions taken. Here

Schmalensee argues that Microsoft’s consider

able expenditure on IE clearly resulted in a de

sirable product benefiting consumers, as did the

innovation race itself.

In addition, Microsoft argued that many of its

actions did not significantly impact the market in

question. Its contracts did not preclude PC

manufacturers from installing more than one

browser, and Netscape and other rivals offered

free downloads over the worldwide web. More

over, Netscape was able to reach over 100 million

potential customers with a CD mailing which

only marginally raised its overall costs. Also,

other business pressures applied by Microsoft

to members of the industry (e.g., ISPs, Apple)

did not succeed. In sum, Microsoft held that

competition in the market continued to be

healthy. Moreover, it maintained that the anti

trust case was inappropriate in that it would

stifle future innovation by Microsoft and only

served to protect competitors who were unsuccess

ful in the market.

The Courts concluded that Microsoft did

indeed violate the antitrust laws. The final rem

edies in this case have yet to be determined and

remedies in other antitrust lawsuits against

Microsoft are pending. Their implementation

may prove to be a force in shaping the industry,

and also future public policy. Any legislative

changes (or judicial reinterpretation of the cur

rent laws) which arise will undoubtedly continue

to be debated.

See also antitrust policy (US); capitalism; EU
competition policy, 2004; Microsoft antitrust case:
remedies
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Microsoft antitrust case: remedies

Gilbert Becker

In the monopoly case against Microsoft Corpor

ation (see Mi crosoft ant itrust case ),

Judge Jackson’s decision concerning remedies

for the illegal monopoly called for both struc

tural and behavioral relief (see US v. Microsoft
Corp., 2000). It first called for splitting Micro

soft into two firms, with one firm responsible for

the Windows operating system and the other

owning the Microsoft applications software

(i.e., Microsoft Office, Internet Explorer, etc.).

The rationale behind this split was the expect

ation that the first firm would continue to innov

ate in the operating system market, while the

second firm would have incentive to make the

applications functional for other operating

systems, thus allowing new competitors to

enter and compete in the operating system

market where Microsoft currently holds a mon

opoly position. His decision also restricted

Microsoft’s conduct in several ways, including

placing restrictions on Microsoft from making

exclusive deals with Internet Service Providers

(ISPs), and ending its anticompetitive restric

tions on PC manufacturers.

On appeal, the US Circuit Court concurred

with the US Department of Justice’s (DOJ)

market def in it ion and affirmed the lower

court’s findings of illegal exclusionary and

predatory monopolistic practices (see US v.

Microsoft Corp., 2001). It overturned the pro

posed structural remedy, in part due to the se

verity of the remedy, the uncertainty of its

success, and the brevity of the hearings held on

the matter. It remanded the case to the lower

court for more complete hearings into an appro

priate remedy.

Past antitrust remedies have been designed to

end anticompetitive activity, promote a more

competitive environment, and punish antitrust

offenders. The existence of network exter

nal it ie s in industries such as computer soft

ware may call into question the validity of

applying traditional remedies because of possible

conflicts arising in achieving these goals. Debate

surrounding the question of structural relief

in the Microsoft case centers in large part on

the economics of these network effects in the

industry.

Critics of the government’s position on break

ing up Microsoft argue that these effects make

the District Court’s (and other) structural rem

edies harmful to consumers, software develop

ers, and the economy as a whole. The core of the

argument is that increasing the number of com

petitors in the operating system market will

result in a loss of some network benefits to con

sumers. This happens in part because new soft

ware applications ordinarily will not run on all

operating systems, and as a result individuals

will not be as able to share work or otherwise

communicate with one another. Moreover, com

petition among firms supplying operating

systems may take the form of product dif

ferent iat ion and lead to increasing incom

patibilities across systems. Liebowitz (1999)

estimates that software producers would face

$30 billion in additional costs for development

and marketing if they chose to adapt their

existing software to conform to as few as two

new operating systems. He argues that these

costs would lead to higher software prices for

consumers, or a reduced number of software

firms as some may not be able to survive the
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competitive problems of higher costs and a more

fragmented set of consumers.

Microsoft proponents also argue that the

firm’s monopolizing conduct itself should not

be subject to antitrust punishment because the

natural result of rivalry in a market having net

work effects is a winner take all outcome, i.e.,

monopoly. The traditional standards for Sher

man Act violations, which make exclusionary

and predatory behavior illegal, are seen as pro

tecting only unsuccessful competitors, and not

protecting competit ion or consumers. Thus

such standards are inappropriate in markets

having significant network effects (see Rule,

1999).

A central question surrounding the validity of

these arguments is whether achieving network

effects inevitably requires dominance by a single

firm. Proponents of structural relief argue that

there is no compelling theoretical proof of this.

Commanor (2001) points out that after the

breakup of AT&T in the 1980s telephone service

compatibility was maintained among the rivals in

this market, which also yielded substantial net

work effects. In addition he argues that while

some economic models of oligopoly can sup

port the claim that product differentiation may

create incompatibilities in a restructured market,

other models predict convergence toward prod

uct standardization. Levinson, Romaine, and

Salop (2001) expand this argument, showing

that firms producing rival operating systems

would each have strong incentives to maintain

compatibility across their basic systems, to maxi

mize network benefits for their customers, and

thereby maximize their own sales and profits.

While this core compatibility is being main

tained, each firm simultaneously has incentives

to add new features to its own operating system.

Moreover, exclusionary and predatory behavior

harms consumers and the competitive process if

it unnecessarily results in one firm deciding

which operating system innovations will be

offered as choices to consumers.

In November 2001, the DOJ and nine states

reached an out of court agreement as to remedies

(see US v. Microsoft Corp., 2001). These remed

ies abandoned structural relief and focused en

tirely on behavioral solutions. The District

Court, as required by law, examined the pro

posed settlement and simultaneously held

hearings concerning an alternative proposal

offered by nine states which had refused to sign

the agreement drafted by the DOJ. Debate

between the DOJ and these states concerned

the types and strength of conduct remedies to

be imposed. The DOJ, now under the Bush

administration, had required what some

considered to be only mild concessions from

Microsoft, including:

1 allowing greater freedom for PC manufac

turers to install non Microsoft software and

remove Microsoft desktop icons, and pro

hibiting retaliation against those who do;

2 prohibiting Microsoft from entering con

tracts which require exclusive support of

its products;

3 requiring increased disclosure of technical

data aiding programmers to design programs

that will fully function on Windows.

The remaining states voiced concerns that the

new administration’s settlement was too lenient,

difficult to enforce, and carried too many ex

emptions for it to effectively constrain Micro

soft’s monopoly power. Moreover, they cited

examples of Microsoft continuing some of its

recently proscribed business practices in prod

uct lines that have emerged since the conclusion

of the initial trial. These states requested numer

ous additional remedies, including:

1 requiring Microsoft to sell an unbundled ver

sion of Windows (see bundling ), leaving a

more openly competitive environment for

rivals selling various software applications

suchasbrowsers,media software,andthe like;

2 requiring Microsoft to license the source

code of Internet Explorer (IE) in order to

promote its use by rivals as a platform for

their products;

3 forcing Microsoft to write its Office software

to run on competing operating systems such

as Linux, while restoring its support of the

Java programming language; and

4 appointing a special master to monitor

Microsoft’s business behavior.

Finally, they asked for the courts’ findings and

remedies to apply to new and future markets in

which Microsoft is involved.
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Microsoft remained opposed to each of these

changes, arguing that the unbundling of

Windows would be difficult at best, inefficient,

and harmful to consumers. Moreover, it would

restrict the company’s right to innovate. It fur

ther argued that the states’ proposals constituted

a confiscation of intellectual property and would

force Microsoft out of the market.

In November of 2002, the District Court

accepted the DOJ settlement proposal as being

in the public interest, and largely rejected the

remaining states’ case. Currently, one state,

Massachusetts, remains actively opposed to the

settlement agreement, and has filed an appeal

with the Circuit Court. The full Circuit Court

of Appeals was due to meet in late 2003 to hear

this appeal and a separate appeal filed by a con

sortium of Microsoft’s rivals in the markets for

server software and other new products. This

group has convinced the court to examine the

question of whether the District Court erred by

not considering alleged antitrust violations by

Microsoft in these new markets when handing

down its decision regarding the settlement

agreement concerning earlier antitrust viola

tions.

Antitrust law also allows for monetary dam

ages to be collected by individuals or firms who

initiate private lawsuits. The court’s conclusion

in US v. Microsoft Corp. (2001), that Microsoft

was guilty of illegal activity, dramatically simpli

fies plaintiffs’ cases for damages. Injured parties

need only to demonstrate that the injury oc

curred as a result of Microsoft’s actions and

convince the court of a specific dollar amount

of damages. The court may then impose treble

damage awards.

Consequently, Microsoft faces numerous

damage suits. One important case is a set of

over 100 class action lawsuits brought on behalf

of consumers who allegedly paid excessive

amounts for Windows. An initial out of court

settlement of this case, whereby Microsoft

offered several hundred million dollars in cash,

free software, computers, and training to public

schools, was rejected by the courts as potentially

improving Microsoft’s power in the education

market (see Buckman and Kulish, 2002). In two

additional cases, America on Line (AOL), which

now owns Netscape, and Sun Microsystems,

which owns Java, both of whom were cited by

the Circuit Court as having been injured, filed

lawsuits to collect for damages. In July of 2003,

AOL and Microsoft reached a settlement in

which Microsoft would pay AOL $750 million

in damages.

Finally, the European Union (EU) is also

investigating Microsoft for violations of its anti

trust laws concerning ‘‘abuse of a dominant pos

ition’’ (see EU competit ion pol icy ,

2004 ). It is also examining Microsoft’s efforts

to use its Windows monopoly to dominate the

market for corporate server software, and its

bundling of Windows with its media software.

The European Commission, which in recent

years is widely considered to have taken a more

aggressive antitrust stance than its US counter

parts, is considering requiring that Microsoft

provide an unbundled version of Windows. It

is armed with considerable investigative powers,

and also holds, as perhaps its most powerful

remedial weapon, the ability to impose a penalty

of up to 10 percent of a firm’s annual worldwide

revenues for violations of the law. In addition it

maintains other antitrust remedies similar to

those used in the US such as cease and desist

orders. The final outcomes of the EU investi

gation and the various cases in the US concern

ing Microsoft may have a significant impact on

antitrust policy in the US and worldwide in the

foreseeable future.

See also antitrust policy (US); antitrust remedies
(US); Microsoft antitrust case; Sherman Act
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minimum efficient scale

Robert E. McAuliffe

The minimum efficient scale (MES) represents

the smallest output level for a firm at which long

run average costs are at a minimum (see long

run cost curves ). If the long run average

cost curve were U shaped and continuous, then

the MES firm size would be unique. However,

statistical estimates of cost curves for various

industries suggest that long run average cost

curves are L shaped where there are significant

economies of scale at low levels of output

which are exhausted relatively quickly, then

average costs remain constant (see Johnston,

1960; Scherer, Beckenstein, and Kaufer, 1975).

This means that the MES represents a lower

bound on firm size but not necessarily an upper

bound.

Estimates of the MES have also been obtained

using engineering surveys and survivor studies.

With engineering surveys, industrial engineers

and other experts provide information concern

ing the expected changes in costs as the scale of

operations increases, and from this the MES is

determined. Recognizing the difficulties in esti

mating the MES, Stigler (1958) suggested that

those firms which survived in the competitive

environment should be the most efficient (see
eff ic iency ). Survivor studies examine the

changes in the number of firms in different size

classes over time to determine the optimum size

plant (or, as Stigler suggested, optimum range of

sizes). In the short run firms may not be

operating at the optimal scale, so reliable sur

vivor estimates must be based on industries in

long run equil ibr ium . Unlike engineering

studies these studies use data from operating

firms, but those firm sizes that survive could

have done so through anticompetitive behavior

or because of barr iers to entry , which

would not reflect efficiency. Nevertheless, sur

vivor studies tend to confirm the results

obtained from the engineering and statistical

cost studies: there appears to be a wide range

of optimum plant sizes, suggesting a range of

output levels where long run average costs are

constant.

Knowledge of the plant level MES in an in

dustry is important to understand the feasible

number of firms that could operate in the indus

try. Scherer et al. (1975) concluded from their

estimates of MES that actual concentration

ratios in US industries are much higher than

required by the estimated minimum efficient

scale. If correct, these estimates indicate that

antitrust policies which would break up large

firms might not cause inefficiency. However,

economies of scope are also important in

industry and estimates of economies of scale and

the MES may fail to detect these additional

causes of larger firm size, so any policy actions

must be carefully considered. See Gold (1981)

for a critical survey of the theoretical issues

regarding firm size.

The behavior of costs for plants operating at

less than MES is also important. If costs increase

significantly when plants are smaller than the

MES, then the disadvantages of small size are

much greater and this could deter entry into

the industry.
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monopolistic competition

Kostas Axarloglu

Monopolistic competition is a market struc

ture characterized by a large number of firms

where every firm has some market power

with respect to its products. The concept was

introduced by Edward Chamberlin (1933) to

study deviations in terms of prices and the

number of firms in the market from the perfectly

competitive market structure (see perfect

competit ion ).

The basic market characteristics of a mono

polistically competitive industry are the

following:

. there is a large number of firms, and every

firm has a small market share;

. every firm sells a differentiated product (see
product different iat ion ) from its

competitors, and therefore it has some

market power (downward sloping market

demand schedule);

. there is free entry and ex it of companies

into and from the industry in the long run,

which usually leads to lower market share

and zero economic prof it ;

. because of the large number of firms in the

industry, each firm does not consider the

reactions of its rivals in its own decisions

(see oligopoly ).

The market structure of monopolistic competi

tion is suitable to study several different ques

tions which cannot be easily addressed in the

context of other market structures. First, since

every firm in the industry sells a different var

iety, the level of product variety in the

market can be assessed along with its social wel

fare implications (see opt imal variety ).

Second, this market structure allows economists

to explore the reasoning behind companies’ de

cisions on the type, design, and selection of the

varieties (brands) they offer in the market.

Finally, the implications of brand selection on

companies’ pricing policies can also be assessed.

In analyzing the monopolistically competitive

market structure, two major families of models

have been developed. Chamberlinian

models, sometimes also called the representative

consumer models, and Hotelling type models,

also known as location or address models.

Chamberlinian Models

Introduced by Chamberlin (1933) and extended

by Dixit and Stiglitz (1977), the Chamberlinian

model is a representative consumer model with a

large number of firms, each one of which offers a

distinct product variety in the market. In the

model, consumers have an insatiable desire for

product variety and perceive every brand as an

equally good substitute for every other brand

available in the market. The elast ic ity of

substitution among different brands is exogen

ously given and constant, and is not related to

market entry or exit. In other words, the repre

sentative consumer does not have an ‘‘ideal’’

variety, i.e., a variety he prefers the most.

Firms produce one variety each and compete

only in terms of prices, so they do not compete

in the design and the particular characteristics of

their products.

The number of different varieties in the

market is equal to the number of firms in the

industry. Firms will enter the market until all

profitable opportunities are exhausted (zero eco

nomic profits). Overall, the model predicts that

monopolistically competitive industries will

have a large number of varieties when there are

low f ixed costs in production, and/or a low

elasticity of substitution among different var

ieties, and/or a large market demand.

However, the free entry of firms has some

significant welfare implications on the economy

(see the entry on optimal variety). Overall, these

models predict that the product variety provided

in the market can either be greater or less than

optimal because of two contradicting forces. On

the one hand, a firm will enter the market with a

new brand if it believes entry will be profitable,

but the new brand may take business from other

firms already in the market. Since the entrant

does not worry about the negative effect it

will have on established firms, there tends to be

too much entry and too many varieties. Offset

ting this force is the fact that society may

benefit more from a new brand than it costs to

produce, but if the firm cannot practice pr ice

d i scr iminat ion , it cannot capture all the

benefits to society from introducing a new
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brand and this force tends to reduce the number

of brands.

The main criticism against these models,

aside from the fact that they are based on a

representative consumer, is the fact that they

cannot explain how companies choose the attri

butes of their brands. There is no basis for a

theory of product choice and product design. Also,

the assumption that the representative consumer

does not have an ‘‘ideal’’ variety is rather sim

plistic and not very appealing. Finally, the fact

that the degree of substitution among different

varieties is exogenously given, and is independ

ent of the number of varieties in the market, does

not allow economists to study the implications of

the level of product variety on companies’

pricing policies.

Recently, there have been some efforts to

improve the basic Chamberlinian model, while

preserving some of its fundamental characteris

tics. Perloff and Salop (1985) introduce a model

where every consumer places a different relative

value on each available brand. The consumer’s

preferences, along with the price of a brand,

results in consumer surplus , and the con

sumer buys the brand which gives the highest

surplus (the ‘‘best buy’’). However, in their

structure, all brands compete symmetrically

with all the others (a Chamberlinian element).

Hotelling-Type Models

In this family of models, product variety is due

to the large number of consumers in the market

with diverse preferences. In fact, it is usually

assumed that consumers have an ‘‘ideal’’ variety

for every product they consume. In other words,

consumers can be ‘‘located’’ along the product

characteristics space, a space where each point

represents a different product variety. The con

sumer’s location in this space indicates her ideal

variety.

Introduced by Hotelling (1929), the model

assumes that consumers are uniformly distrib

uted along the product characteristics space and

each one has an ideal product variety. The prod

uct characteristics space is linear (a straight line)

and bounded, and can be considered equivalent

to the market for the product. There are also

many firms in the market, and each one produces

one brand of the product. Firms decide about

the particular attributes of these brands by

choosing the location of their brands along the

product characteristics space. Brands compete

with only their neighboring products on either

side of their location in the product characteris

tics space. Hence, the degree of substitution

among different brands is not the same for all

brands.

Based on this structure, Hotelling showed

that in a case of a duopoly (a market with just

two firms), when companies do not compete in

terms of price, it is optimal for them to locate

next to each other in the middle of the product

characteristics space. In other words, firms

choose varieties which are very close subst i

tutes , since that way they can achieve max

imum market share. The reason for this is that

consumers will purchase from the store that is

closest to them in the market. If consumers were

located along a one mile stretch of road, the first

firm in this market would want to locate in the

middle – one half mile down the road – because

this location allows the firm to attract the

greatest number of consumers. Given this, the

next firm would want to locate next to the first

because it will also attract the greatest number of

consumers, and since the firms do not compete

on price, only their location matters to custom

ers. This result, known as minimum product dif
ferentiation, depends on specific assumptions of

the model, as will be discussed later. High

market demand, low fixed costs (weak econ

omies of scale ), and weak substitution

among different varieties lead to high product

variety in the market. Overall, this model pre

dicts a larger number of varieties in the market

than the Chamberlinian models do, because

there is weaker competit ion among brands,

since varieties compete only against their neigh

bors and not against all the other varieties in the

market.

As mentioned, Hotelling’s result of minimum

product differentiation is a special one. It

depends on the assumptions that companies do

not compete in terms of price and that the

market is bounded. Generalizing Hotelling’s

results, Eaton and Lipsey (1975) show that in a

case of a large number of firms, there is an

equil ibr ium where firms locate in pairs

along the product characteristics space with

some space between the pairs. In other words,

there is some clustering of varieties in the market.
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Other researchers derive Hotelling’s result of

minimum product differentiation by assuming

instead that consumers are not uniformly dis

tributed along the product characteristics space

but are clustered around certain points (in some

cases in the middle of the product characteristics

space). In other words, consumers tend to prefer

some varieties relative to others. Then, com

panies have incentives to locate in those areas

of high demand (thick markets). This is one of the

causes of geographic concentration of economic

activity in large metropolitan areas (spatial ag
glomeration).

Finally, Lancaster (1979) introduces a model

where consumers perceive products as bundles

of characteristics and have preferences over dif

ferent collections of characteristics, not neces

sarily over individual products. Therefore, by

combining different products in their consump

tion, they can end up with the set of characteris

tics and qualities they find most desirable. Called

the characteristics approach, this model allows

formalization of different situations such as

whether products can or cannot be combined in

consumption, or whether such combinations

preserve the characteristics of the separate prod

ucts.

Monopolistic Competition and Price

Markups

Recent research has studied how the entry and

exit of firms in a monopolistically competitive

market influences the pricing policy of com

panies, and especially their price markups (see
markup pr ic ing ). In the context of the

Chamberlinian models, price markups are con

stant and not related to entry and exit because

the degree of substitution among different var

ieties is constant and not influenced by the

number of brands in the market. In terms of

Hotelling type models though, price markups

are inversely related to the entry of firms since

market entry implies a larger number of brands,

stronger competition, a higher price elasticity of

demand, and lower price markups. The conclu

sion is that periods of high market demand and

therefore high market entry (e.g., an economic

boom or a seasonal increase in market demand

during Christmas) are associated with lower

price markups. Weitzman (1982) and others pre

sent theoretical justification for this result, while

Barsky and Warner (1995) offer some empirical

support.
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monopoly

Robert E. McAuliffe

A monopoly exists when there is a single seller of

a product in the industry. As a consequence, the

monopolist’s demand curve is the same as the

industry demand curve and is thus downward

sloping (see demand curves ). A monopolist

must be protected by barr iers to entry to

remain a single seller while earning economic

prof it . The monopolist may be protected by

licensing requirements, patents, its own stra

teg ic behavior , or economies of scale

which prevent entry into the industry.

Since the industry demand curve facing

the monopolist is the average revenue curve,

when it is decreasing the marginal revenue

curve must lie below it. To maximize profits

the monopolist will produce until marginal rev

enue equals marginal cost , a condition all
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profit maximizing firms must fulfill regardless

of market structure (see prof it max i

mizat ion ). If the monopolist sells a single,

nondurable product and market demand is

P ¼ f (Q ) (1)

where P is the market price of the product, Q is

the quantity sold, and f (Q ) is the inverse

demand funct ion , then the marginal rev

enue for the monopolist is

MR ¼ DTR

DQ
¼ Pþ Q � DP

DQ
< P (2)

where DTR is the change in total revenue

and DQ is the change in the quantity sold (see

Martin, 1994). The marginal revenue curve

slopes downward because, in the absence of

price d i scr iminat ion , the monopolist

must lower the price to all consumers of the

product in order to sell an additional (marginal)

unit, and this is why the third term on the right

in equation (2) above is less than P. Multiplying

and dividing the next to last term in equation (2)

by P yields

MR ¼ P � 1þ QDP

PDQ

� �
¼ P 1þ 1

ep

� �
(3)

where ep is the price elast ic ity of market

demand for the product. Since the elasticity of

demand is always negative, the marginal revenue

in equation (3) above will be negative whenever

market demand is inelastic (when jepj < 1). This

means that the monopolist could increase rev

enues (and profits) by selling fewer units and

raising price, so an unregulated, profit maximiz

ing monopolist should never operate on the in

elastic portion of its demand curve. Setting

marginal revenue in equation (3) above equal to

marginal cost (MC) yields the profit maximizing

markup for the monopolist (see markup

pric ing ):

MC� P ¼ P

ep

P �MC

P
¼ � 1

ep

(4)

Thus the optimal markup for a monopolist is

inversely related to the absolute value of the

elasticity of demand. The term on the left hand

side is the Lerner index of monopoly power

and shows that the monopolist will charge a

higher price markup over marginal cost when

consumers have fewer subst itutes (market

demand is less elastic).

The Social Costs of Monopoly

In the preceding discussion it was shown that a

monopolist will set its price above marginal cost,

while in perfectly competitive markets price

equals marginal cost (see perfect competi

t ion ). This means that some consumers who

are willing to pay the cost to society of producing

this product do not receive it, and this is called

deadweight loss . Consider an example

where, for simplicity, there are no f ixed

costs in production, so that the long run mar

ginal cost (LRMC) is equal to long run average

cost (LRAC) in figure 1.

To maximize profits the monopolist will pro

duce Q m units of output (where MR ¼MC) and

the market price for Q m units will be Pm. If this

industry were perfectly competitive it would

produce until P ¼MC, which would be Q c

units sold at price Pc above. Compared with a

perfectly competitive industry, the monopolist

produces less output and charges a higher price.

In figure 1, the rectangle Pm,M,B,Pc is the mon

opolist’s profit, which is a transfer from con

sumers (who lose this amount in consumer

surplus ) to the monopolist. Since this transfer

makes consumers worse off and the monopolist

better off, the welfare consequences cannot be

judged on the grounds of Pareto optimality (see
Pareto opt imal allocat ion ). However,

the triangle M,B,C is lost consumer surplus that

is not gained by the monopolist. This is the

deadweight (efficiency) loss to society from a

monopoly. Once the monopolist has earned its

profits, hypothetically it should be willing to

produce additional units for those consumers

who are willing to pay the marginal cost of pro

duction (that is, those consumers along the

demand curve between points M and C). This

production would make consumers (and there

fore society) better off and leave the monopolist

no worse off, so it is a more efficient (Pareto

optimal) allocation. Since the monopolist does

not produce and sell these additional units, this

loss in allocative efficiency is one of the costs to

society from monopoly.
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Another potential cost of monopoly is

what Leibenstein (1966) termed X inefficiency

(see X eff ic iency ), the failure to minimize

production costs. Without the pressure of

competition, a monopolist has less incentive to

be efficient and may waste resources in produc

tion. Therefore the monopolist’s costs would

not be equal to those achievable under perfect

competition, and so the social costs of mono

poly would include the monopolist’s higher

costs of production in addition to the deadweight

loss.

Potential monopoly profits may encourage

firms or individuals to expend resources at

tempting to acquire or maintain a monopoly.

Such behavior is called rent seek ing and if

these expenditures do not create benefits to so

ciety, then the effort to monopolize is costly to

society. Posner (1975) argued that if firms com

pete for these monopoly profits, they would

expend resources until the net expected profit

was zero, and this meant that the social cost of

monopoly was all of the monopolist’s profits.

Although this represents an extreme upper

bound, some resources are wasted in rent

seeking behavior and this increases the costs to

society from a monopoly (see Tirole, 1988).

An interesting issue considered by Arrow

(1962) was the effect of market structure on the

incentives to innovate. In his model, firms could

innovate to reduce their marginal costs of pro

duction, and he examined the returns from this

innovation under perfect competition and mon

opoly. Arrow found that the monopolist had less
incentive to innovate because it was already

earning monopoly profits and the innovation

would replace its existing position. On the

other hand, a competitive firm could become a

monopoly and would earn higher profits. There

fore monopolies may also be costly to society in

terms of dynamic efficiency: these firms may fail

to innovate or introduce new products. How

ever, if the monopolist is threatened by entry,

it has a greater strategic incentive to innovate

and preempt potential entrants because in doing

so it will remain a monopolist, while an entrant

will have to share the market with the monopol

ist (see Tirole, 1988, for a survey).

Monopolies can be beneficial to society under

certain conditions. When there are economies of

scale, a single firm may be able to serve the

market more efficiently than several firms (see
natural monopoly ). Governments grant

monopoly licenses to firms and individuals

through patents in an effort to encourage innov

ation. In this case, rent seeking behavior has

socially desirable benefits which society pro

motes.

Price, cost

Pm

M

Pc
B C LRMC = LRAC

MR

D

Q m Q c
Quantity

Figure 1 Profit-maximizing price and output under monopoly
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monopsony

Lidija Polutnik

Monopsony exists when one firm is the only

buyer of an input or product. The classic

example of a monopsony is a one company

town where the only employer in the town is a

textile mill or a coal mine. In purchases of inputs

the monopsonist can derive its power from other

factors as well. For example, purchases of

‘‘house brand’’ goods where suppliers supply

most of their output to a single retailer provide

the buyer with a significant amount of monop

sony power (also buyer power).

How many inputs should the monopsonist

hire? What should be their pay? In a competitive

labor market, each employer takes the wage rate

as given, and the marginal cost of hiring

one more worker is simply the wage rate. In this

case the marginal cost of the input curve is

horizontal and coincides with its supply curve.

The supply curve facing the monopsonist is far

different. A single buyer of labor in a textile mill

town faces the entire labor supply of the town.

While the competitive firm can hire all the labor

it wants at the going wage, the monopsonist

cannot. The monopsonist must pay successively

higher wage rates to attract additional workers

and the higher wage rate applies to all the

workers previously hired. As a result the mar

ginal cost of input (labor) curve lies above its

supply curve. A profit maximizing monopsonist

hires workers up to the point where the mar

ginal revenue product as defined by the

derived demand for labor of the last worker

hired equals the marginal input cost. The wage

rate is determined by the height of the labor

supply curve at the level of employment. The

monopsonist restricts hiring in order to pay a

lower price for labor or other inputs. For

example, in a monopsonistic labor market the

firm pays a lower wage rate than would prevail

in the case of a competitive market, because

workers lack alternative sources of employment

and specialized inputs in general can be sold to

one or, at best, a limited number of users. A gap

between the derived demand of an input and the

supply curve reflects the loss in eff ic i ency in

a monopsony.

A monopsony, like a monopoly, confronts the

long run problem of ex it and entry . If the

single buyer succeeds in depressing the input

price below the competitive price, it may not be

feasible for a specialized input to exit immedi

ately. However, in the long run suppliers will not

replace specialized equipment when it becomes

obsolete and the incentive to produce inputs that

are limited to one or a few uses will decrease.

A producer that is concerned about the long run

relation with its supplier may be better off in not

exercising its monopsony power in the short

run (Carlton and Perloff, 2000).

Perry (1978) demonstrates that a powerful

incentive for backward integrat ion is

provided by higher profits than can be earned

if a monopsony integrates backward. If the

monopsonist purchases its supplier, then it

does not need to pay a higher input price on

all the units used if it chooses to expand an

input usage. The marginal input cost schedule

becomes irrelevant and the integrated firm

chooses to hire the input up to where the de

rived demand of input equals the market supply

curve of the input. Complete backward integra

tion in the input markets results in the alloca

tively efficient outcome of a competitive input

market.
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moral hazard

Alexandra Bernasek

Moral hazard is an incentive problem that arises

in cases where the actions of individuals cannot

be observed and contracted upon, creating

asymmetr ic information among individ

ual parties to a transaction. Moral hazard arises

commonly in insurance markets, financial

markets, and labor markets. It arises in situations

involving cooperative effort by two or more

people, and in the context of principal–agent

relationships (see princ ipal–agent prob

lem ). In some cases of moral hazard the actions

of individuals are unobservable, but in many

cases the problem is that the costs of observabil

ity are prohibitively high. Those costs are desc

ribed as ‘‘monitoring costs.’’ The nature of

transactions characterized by moral hazard is

such that individuals do not have incentives to

behave in ways that lead to Pareto efficient out

comes (see Pareto opt imal allocat ion ).

Solving the problem of moral hazard involves

designing incentive contracts that reduce

monitoring costs and combine risk sharing with

the creation of appropriate incentives.

Insurance markets provide a good illustration

of the moral hazard problem; if people can insure

themselves against certain risks they are less

likely to act with an appropriate level of care.

Consider the example of auto theft. If the prob

ability of a theft occurring depends on the

actions of the car owner (e.g., where the individ

ual parks, whether or not they lock their car

doors, etc.), then the insurance company faces

an incentive problem; they want the car owner to

take actions that minimize the probability of

theft. In this case, full insurance will not be

optimal since the insurance company will want

the car owner’s wealth to depend on his or her

actions, thus creating incentives for the car

owner to take the proper amount of care (e.g.,

this can be used to explain deductibles). The

amount of insurance an individual can purchase

at actuarially fair rates is effectively rationed in

the presence of moral hazard. An early article

establishing these results is Spence and Zec

khauser (1971).

Holmstrom (1979) has shown that in the pres

ence of moral hazard, Pareto optimal risk sharing

in the context of a principal–agent problem is

generally not possible because it won’t induce

the agents to take actions that are desired by the

principal. A second best solution to the problem

is possible which trades off some risk sharing

benefits for the provision of incentives for the

desired behavior. One solution is to spend reso

urces on monitoring agents’ actions and use

this information in the contract. Holmstrom

shows that any additional information about

the agent’s actions, no matter how imperfect,

can be used to improve the welfare of both the

principal and the agent.

Shavell (1979) also explores what Pareto opti

mal fee schedules would look like in agency

relationships characterized by moral hazard. He

finds that the characteristics of these fee sched

ules are related to both the principal’s and the

agent’s attitudes toward risk (see r i sk aver

s ion ). He discusses the implications of his

results for four examples of principal–agent

relationships: strict liability versus negligence

standards in the control of stochastic exter

nal it ie s , insurance, the lawyer–client rela

tionship, and the relationship between

stockholders and managers of a firm.

The analysis of moral hazard in the principal–

agent context extends beyond the

principal–single agent to a multi agent setting.

Two features of a multi agent setting that are not

present in a single agent setting are free riding

and competit ion . Holmstrom (1982) ex

plores these as a way of better understanding

the organizational design of firms. His focus is

on ‘‘moral hazard in teams,’’ where a team refers

to a group of individuals who are organized in a

way that productive inputs into the firm are

related. He then examines the organization of

production in this context when the agents’

inputs are imperfectly observed. He finds that

the free rider problem can be resolved if owner

ship and labor are to some extent separated,

and that relative performance evaluation, such

as peer production averages, can reduce

moral hazard costs. The latter finding is one
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explanation for executive incentive packages that

base rewards on comparisons with peer firms

(firms within the same industry).

Varian (1990) explores several issues related

to group incentives in the context of a real world

credit institution: the Grameen Bank in Bangla

desh. One of the issues Varian explores is the use

of groups of borrowers to reduce monitoring

costs by the bank as a way of overcoming the

moral hazard problem inherent in the credit

relationship. The Grameen Bank creates incen

tives for borrowers to monitor one another by

requiring them to form groups of five from

among their peers and accept joint responsibility

for repaying all group members’ loans. Because

their access to loans is tied to the repayment

performance of the group, agents have an incen

tive to monitor their fellow group members to

make sure they are taking actions that are con

sistent with repaying their loans. Stiglitz (1990)

also models this use of ‘‘peer monitoring’’ as a

solution to the moral hazard problem in credit

markets.

In an early article on the relationship between

agency costs and the ownership structure of the

firm, Jensen and Meckling (1976) examine

the problem of moral hazard in the context of

the separation of ownership and control in the

modern corporation. There is divergence be

tween the interests of owners of the firm and

managers. A moral hazard problem arises be

cause of the difficulty owners have observing

the actions of managers and thus writing com

plete contracts which require them to act in the

owners’ best interests. Real resources will there

fore be allocated to monitoring activities by the

owners (shareholders). In their definition of

agency costs, Jensen and Meckling include the

monitoring expenditures of shareholders: the

costs associated with their attempts to measure

and observe the actions of managers, as well as

the costs of their efforts to control the actions of

managers. Examples of these activities are

audits, formal control systems, budget restric

tions, and incentive compensation schemes.

Grossman and Hart (1980) examine the role of

takeover bids in creating incentives for efficient

management of the ‘‘stock market corporation.’’

They assume significant costs in ensuring that

managers and directors of corporations act in the

interests of the shareholders. They model the

stock market corporation as a common property

resource (see publ ic goods problem ) and

explain the deviation between potential benefits

and actual benefits of collective action in terms

of the problem of moral hazard. The extent of

this deviation will depend upon the extent of the

unpredictability associated with takeover bids.

They argue that the higher the threat of a raid,

the more efficient current management of a cor

poration will be. Shareholders will thus weigh

the costs and benefits of creating the possible

threat of a takeover bid as a way of monitoring

the actions of managers.

The role of moral hazard in explaining the

organization of production within firms has

been an important area of research. Alchian

and Demsetz (1972) examine information prob

lems associated with the organization of produc

tion to explain how ‘‘team production’’ induces

the contractual process of firms. Team produc

tion involves a cooperative activity, the essence

of which is that the contribution of individual

cooperating inputs to output cannot be identi

fied. Their central question is one of incentives:

how can members of a team be rewarded and

induced to work efficiently? They conclude that

monitoring to reduce shirking can be achieved

more efficiently in a firm than through market

bilateral negotiations among inputs. Mirrlees

(1976) also explores issues of optimal payment

schedules and organizational structure in cases

where the performance of individuals in produc

tion can only be imperfectly observed. His con

clusion that imperfect informat ion binds

the organization together is consistent with the

conclusions of Alchian and Demsetz.

Attempts to study the effects of moral hazard

in the labor market have been important for

explaining disequilibrium phenomena such as

involuntary unemployment. Firms may pay

above market clearing wages in order to prevent

workers from shirking when their effort cannot

be directly observed. These ‘‘efficiency wages’’

may increase worker effort for two reasons. One

is the threat of unemployment that is created by

the above market wages, and another is im

proved worker morale. The efficiency wage is

the wage at which labor costs are minimized.

Efficiency wage theory has also been used to

explain the observed downward rigidity of

wages, and layoffs. For a survey of efficiency
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wage models of the labor market, see Akerlof and

Yellen (1986).

See also asymmetric information; imperfect infor
mation; principal–agent problem
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multicollinearity

Alastair McFarlane

Multicollinearity refers to the situation where

the explanatory variables of a l inear regres

s ion are highly correlated with each other. This

phenomenon is especially common in t ime

ser ies data because of the presence of lagged

variables and common time trends among

explanatory variables. Perfect multicollinearity

exists when an explanatory variable is an exact

linear combination of other explanatory vari

ables, making it mechanically impossible to cal

culate regression coefficients. This extreme case

is unlikely unless the researcher has constructed

a poorly specified model.

It is difficult to disentangle the separate

effects of explanatory variables on the explained

variable when multicollinearity is present. Coef

ficients may have the wrong sign or an implaus

ible magnitude and small changes in the data can

produce wide swings in the estimated coeffi

cients. When combined with high var iance

in the error term and low variance in the ex

planatory variables, a high degree of multicolli

nearity will lead to high standard errors of the

coefficients and low t statistics (see standard

errors of the coeff ic i ent ; t stat i s

t ic ). However, multicollinearity does not ad

versely affect the predictive power of the

regression model as a whole.

One method of detecting multicollinearity is

to examine the correlation matrix for high cor

relation among the explanatory variables.

A signal that multicollinearity is problematic is

a high R2 and low t statistics. More formal meas

ures of the degree of multicollinearity are the

condition number, the variance inflation factor,

and Theil’s measure (see Maddala, 2001).

A remedy is to increase the sample by adding

more data which, by providing additional infor

mation, will help to lower variances. Since

obtaining more data is usually difficult,

researchers may resort to ad hoc techniques

such as ridge regression, principal components

regression, or omitting the offending variables.

These ad hoc techniques have been criticized for

producing biased or meaningless estimates. In

such cases it may be advisable to accept multi

collinearity and interpret the regression coeffi

cients with caution.
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multi-unit auctions

Brett Katzman

These are more elaborate auct ions used to sell

multiple units of a single good. Multi unit auc

tions have been used for decades by the US

Treasury to sell notes, bills, and bonds, are

used every day on eBay, and have garnered

much attention due to their success in the sale

of PCS spectrum rights.

There are four primary ways of auctioning

multiple units. A method used for years by

the US Treasury is the discriminatory (or pay

your bid) auction, where bidders submit sealed

bids. Those submitting the highest bids for units

being sold are awarded the objects and must pay

the (perhaps different and therefore discrimin

atory) amount of their specific bid(s). The US

Treasury has recently begun experimenting with

uniform price auctions where bidders also

submit sealed bids. Those submitting the

highest bids are awarded the items, but each

winner pays the same price per unit, which is

determined by the market clearing bid. The uni

form bid is similar to the single unit second

price auction, so much so that it is commonly

(and falsely) considered the multi unit analog

thereof. The actual analog to a second price

auction is the Vickrey auction (named after

Nobel Laureate William Vickrey), which has

a much more complex payment rule. Finally,

perhaps the simplest method for auctioning

multiple units is to sell them sequentially using

single unit auctions.
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natural monopoly

Robert E. McAuliffe

A natural monopoly is defined by Sharkey

(1982) and Panzar (1989) as a market which can

be supplied more efficiently (at lower cost) by a

single firm than by two or more firms. The

conventional treatment in textbooks suggests

that economies of scale are required for a

natural monopoly, but this need not be the case.

For example, consider a single product firm

with a U shaped average cost curve which has a

minimum at 1 million units of output. If market

demand were 1.1 million units and average costs

did not rise too quickly, it would be more effi

cient for the single firm to produce this output

than to have two firms in the market, and yet

average costs would be rising for this single firm

at an output level of 1.1 million units. Economies

of scale are sufficient but not necessary for a

single product natural monopoly. It should also

be noted that there could be economies at the

firm level in a multiplant operation that could

justify a natural monopoly even if economies of

scale were exhausted at the level of the plant.

When a firm produces multiple products,

economies of scale are no longer sufficient for a

firm to be a natural monopoly. In the multiple

product case, economies of scope and of

scale are necessary for a natural monopoly

along with cost complementarities (see Sharkey,

1982; Panzar, 1989). Even when a natural mon

opoly exists, Demsetz (1968) suggested that po

tential competitors should be willing to supply

the market and this will constrain the monopol

ist’s market power so that regulation may

not be necessary. Using Bell system data,

Evans and Heckman (1984) tested to determine

whether one firm could produce telecommuni

cations output in the US at lower cost than two

firms over the period 1958–77. They found that

for qualifying data points, costs would be lower

if two firms produced that output. In other

words, the Bell system did not satisfy the neces

sary cost requirements to be classified as a nat

ural monopoly (see Baumol, Panzar, and Willig,

1982).

See also contestable markets
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net present value

Robert E. McAuliffe

Used in cap ital budget ing decisions, a

project’s net present value (NPV) is the dis

counted cash flow of benefits from that pro

ject. To calculate the NPV for a given

investment, the net cash flow for each period

must be calculated and discounted at the appro

priate discount rate (the firm’s cost of



cap ital is frequently used). Therefore, if an

asset which costs P0 today will generate cash

flows of Ci in each period i for T periods in the

future, then the net present value is

NPV ¼
XT
i 0

Ci

(1� r)i

� �

where C0 will equal the cost of the asset, �P0,

representing a negative cash flow (an outlay) in

the initial period. The cash flows from the in

vestment must be calculated as after tax values

and all of the effects of the investment on the

firm’s cash flows must be considered. One fea

ture of the NPV method of evaluating projects is

that it assumes cash flows can be reinvested and

earn the firm’s cost of capital; Brigham and

Gapenski (1997) argue this is more appropriate

than the reinvestment assumption using the

internal rate of return method. The

NPV approach also provides a more consistent

ranking of alternative investment decisions for

capital budgeting than other methods (see Brig

ham and Gapenski, 1997; Edwards, Kay, and

Mayer, 1987).

Profit maximizing firms will maximize the

present value of the firm by choosing

those projects which have the highest NPV per

dollar invested. In the example above, the cost of

capital used to discount the cash flows from the

investment is assumed to be constant over the life

of the investment, but this need not be the case

and the NPV calculation can easily be modified

to accommodate this change (see Brigham

and Gapenski, 1997; Edwards et al., 1987;

Shughart, Chappell, and Cottle, 1994).

If inflat ion is expected to occur during

the life of the investment, then the estimated

cash flows must be adjusted accordingly. The

net present value above can be calculated using

real (constant purchasing power) dollar values

for both cash flows in the numerator and the

discount rate in the denominator. Or managers

can adjust estimated cash flows and the dis

count rate for expected inflation in their calcu

lations. In either case managers should be

careful to note whether their firm’s revenues

adjust in the same manner as costs when infla

tion occurs.

See also nominal income and prices
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net present value criteria

Michael D. Curley

The rules for selecting value maximizing pro

jects follow from the discounted cash flow

process known as net present value (NPV) an

alysis. Conventionally stated, NPV analysis

compares the present value of a project’s initial

investment (I0) with the present value of project

net cash flow (NCF) over its life, all discounted

at an appropriate risk adjusted rate of return –

essentially, the opportunity cost of capital:

NPV ¼ �I0 þ
Xn

t 1

NCFt

(1þ k)t

The criteria leads to the adoption of projects that

are worth more to the firm and its owners than

the projects cost. The firm accepts all independ

ent projects whose NPV is greater than zero and

rejects negative NPV projects. The NPV of a

project represents the expected dollar addition

to the market value of the firm adopting the

project. In the case of interdependent projects,

since NPV analysis compares present dollar

values, value additivity holds and incremental

analysis of project combinations is valid. In the

extreme case of interdependent, mutually excl

usive projects, one accepts that project with the

highest NPV. With capital rationing – which is

more often the case among divisions of a firm

than external to the firm – NPV criteria can be
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used to select the set of projects that maximizes

firm value subject to a budget constraint. Add

itionally, NPV criteria avoid all of the difficulties

associated with other project selection methods

such as the internal rate of return , pay

back period, and the accounting based average

rate of return.

Sources of positive net present value projects

lie in unexpected changes in product markets

that affect the stream of income associated

with projects, innovation, and market imperfec

tions. The NPV rules, combined with capital

market efficiency (see eff ic i ent markets

hypothes i s ), provide corporate managers

with shareholder wealth maximizing decision

criteria, thereby facilitating separation of owner

ship from control without penalty.

network externalities

Maria Minitti

A network can be defined as a collection of

interdependent agents. A network externality

exists when the value of participating in the

network increases as the number of agents in

the network increases. Most often, in economics,

network externalities exist when a product’s

value increases with the number of users. As a

result, network externalities are also identified as

‘‘increasing returns to adoption’’ (Arthur, 1989)

and are discussed in the context of the product’s

characteristics. As with any other product, the

demand curve for a product exhibiting network

externalities is downward sloping; it shifts

upward, however, with increases in the number

of units expected to be sold (see demand

curves ).

Katz and Shapiro (1985) distinguish between

direct and indirect network externalities. A net

work externality is direct when the value to a

specific user is directly affected by the physical

use of other consumers. Direct externalities are

found in most communications products such as

telephone, email, computer operating systems,

and the Internet. For example, the value of

owning a phone is higher the larger is the

number of other people who own a phone.

A network externality is indirect when users of

a product with a large market benefit from the

development of complementary products that

become abundant or inexpensive once the main

good has gained enough users (see comple

ments ). For example, the utility that computer

operating systems provide for consumers

depends on the number of compatible applica

tions. Microsoft products have dominated the

market since the mid 1980s. As a result, the

majority of applications have been written to

run on Microsoft. This has provided an indirect

network externality to PC owners who adopted a

Microsoft operating system.

Although very important in a variety of

markets, network externalities are particularly

significant in high tech industries. In the tele

communications market, for example, in add

ition to the quality of the product, consumers

take into account the number of other consumers

using the same provider before signing up for a

service. In the market for software applications,

Gandal (1994) tested whether the spreadsheet

market exhibited a network externality and

whether consumers place significant value on

compatibility. His findings suggest the existence

of network externalities and of the resulting

willingness of consumers to pay a premium

for the benefits of such externalities. It is not

easy to explain many phenomena in high tech

industries without considering network exter

nalities. As a result, most literature on network

externalities deals with issues of technology

adoption and product compatibility, as in Arthur

(1989), Katz and Shapiro (1986), and Econo

mides (1996).

Because of their ability to generate increasing

return to adoption, products exhibiting network

externalities generate a self reinforcing effect

such that the continuation and intensity of

their use depend on past decisions of producers

and consumers. This phenomenon is called path

dependency. For example, the demand for tele

phones is path dependent because it depends on

the number of them sold earlier. That is, a par

ticular sequence of past choices causes one prod

uct to emerge as the standard for its class among

all the competitors. A different sequence, how

ever, could have caused an alternative outcome.

This means that each person’s choice contrib

utes to the determination of the aggregate result,

though not with equal weight: earlier choices

have more ‘‘steering power.’’ Early choices

network externalities 173



push toward a specific path and later choices are

guided into the same path.

Lock in is a consequence of path depend

ency and an additional possible outcome of net

work externalities. David (1985) provides the

standard example, the QWERTY keyboard. At

the time of mechanical typewriters, the dispos

ition of letters on QWERTY reduced the inci

dence of jamming; thus its technology was the

least expensive and emerged as the industry

standard. Later, as non jamming equipment

was developed, touch typists found the Dvorak

keyboard superior to QWERTY. Because of

high switching costs , however, QWERTY

remains the industry standard so far. Thus, the

keyboard market is ‘‘locked in’’ to an inferior

technology. Similarly, in the market for PC op

erating systems mentioned above, several firms,

such as IBM, tried to compete with Microsoft’s

Windows by introducing their own operating

systems. Their products, however, lacked com

patible applications to efficiently compete with

Microsoft products. The lack of compatible

applications made them less desirable, discour

aged enough consumers from regarding them as

a viable alternative to Windows, and, ultimately,

prevented them from obtaining a sizable market

share.

It is important noticing that, in the presence

of network externalities, failure to survive in the

market may be due not to the inferior quality of

the products but to the lock in caused by the

network externality. To the extent that the

lock in prevents compet it ion and the intro

duction of new and possibly superior products,

network externalities may be the source of ineffi

ciency. From a strategic point of view, the

emergence of QWERTY illustrates how net

work externalities and the possibility of lock in

create strong incentives for firms to act as first

movers (see f irst mover advantages ).

Firms competing in an industry with network

externalities have an incentive to use network

power to create high switching costs and deter

any competitor from entering the market so as to

create monopolistic rents. Although favorable to

the incumbent firm, the costs of this type of

standardization are twofold. First, there is a

loss of variety. Second, when only one technol

ogy is available, some users are forced to select

what is for them a more expensive technology.

From an economic modeling point of view,

network externalities may generate unpredict

ability and multiple equilibria. As mentioned

above, products and phenomena exhibiting net

work externalities possess a self reinforcing

effect. As a result, the process of their adoption

or development throughout an economy may not

be predictable. In the case of a product, for

example, predictability would imply the possi

bility of forecasting exactly, for any type of insti

tutional structure and economic condition, what

the resulting level of usage will be. That is, it

would permit ex ante deterministic predictions

of the rate of adoption. Katz and Shapiro (1985),

however, point out that consumers’ expectations

are the most crucial factor in markets where

network externalities are present because differ

ent expectations lead to different equilibria.

Rohlfs (1974) shows that there are multiple equi

libria at any given price in the communications

industry. His work is based on interdependence

of demand and assumes that a subscriber’s utility

increases as additional individuals subscribe to

the same communications service. Rohlfs dem

onstrates also that, for any service, there exists a

minimum equilibrium user set with zero con

sumers and a maximum equilibrium user set

including the whole population and is able to

show the critical mass needed in order to reach

a desirable equilibrium. A comprehensive treat

ment of the technical issues associated with net

work externalities may be found in Arthur

(1995).
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nominal income and prices

Robert E. McAuliffe

Nominal values are simply current dollar values.

Thus a consumer’s nominal income is his or her

current dollar income and the nominal price of a

product is its current dollar price. Since eco

nomic decisions should be based on real values

rather than nominal values, the distinction bet

ween nominal and real income or nominal

and real prices can matter in business deci

sions. This distinction becomes much more im

portant as the rate of inflat ion increases

because the difference between real and nominal

measures will grow with the rate of inflation. For

example, if an industry’s costs rise by 10 percent

and consumers’ nominal incomes also rise by 10

percent, then if firms raise their prices by

10 percent, the nominal price of the product

will be 10 percent higher but the real price of

the industry’s product will not have changed (see

Douglas, 1992).
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normal goods

Nikolaos Vettas

A good is called normal if consumers choose to

buy more of this good when their income in

creases. More precisely, a consumer chooses a

level of consumption for each good which is

determined by the consumer’s preferences and

budget constraint (which is, in turn, determined

by the consumer’s income and the prices of

goods). When a consumer’s real income in

creases, then she can afford to consume more of

each good. However, whether she chooses to do

this or not depends on her preferences. If the

consumption of a good increases following an

increase in the consumer’s real income, it is

called normal (between the initial and the final

income levels). If a good is not normal, it is called

inferior (see infer ior goods ). Of course, it is

possible that a good is normal at some income

levels and inferior at other levels. For example, as

a consumer’s income rises, the consumption of a

given good may first increase and then decrease

(such as preferences from a discount store).

An important property of normal goods is that

their demand functions have a negative slope (see
demand funct ion ). When the price of a

normal good increases, both the income

effect and the subst itut ion effect tend

to decrease the quantity demanded.
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objective of the firm

Robert E. McAuliffe

Although it is normally assumed that firms

pursue prof it maximizat ion as their

primary goal, a variety of alternative assump

tions has appeared in the literature. Conven

tional theory treats the firm as a single

homogeneous unit with the single goal of maxi

mizing profits, but Nelson and Winter (1982)

argue that even if firms did attempt to maximize

profits, they could only do so in familiar, repeti

tive situations. When a firm produces a new

product or faces a new environment, it lacks

the information required to maximize profits

and must learn and adapt to the new situation.

Herbert Simon (1959) suggested that firms

cannot maximize profits because of the inevit

able compromises and uncerta inty which

arise in corporate decision making and which

lead to ‘‘satisficing’’ behavior rather than maxi

mizing behavior. Under these circumstances,

managers attempt to meet satisfactory goals for

profits and sales rather than maximizing profits.

But as Blaug (1992: 159) has noted, the satisfi

cing hypothesis does not yet provide specific

predictions to challenge or replace profit maxi

mization.

Since many managers are concerned with

market share, another possible goal for a firm’s

managers could be sales maximization (Baumol,

1962) subject to a minimum profit constraint.

Oliver Williamson (1964) questioned why the

managers of the firm should pursue maximum

profits for the owners instead of their own self

interest. He proposed a theory of managerial

discretion where managers could use the reso

urces of the firm for personal objectives rather

than maximize profits. The assumptions and

predictions of these theories will be compared

with the assumption of profit maximization

below.

Sales Maximization

Baumol (1962, 1977) investigated the conse

quences of assuming that firms maximize sales

(total revenue ) subject to some minimum

profit constraint. The minimum profit require

ment is necessary because a firm could maximize

sales but enter into bankruptcy if profits

were ignored. When the firm’s goal is to maxi

mize sales, Baumol found that the firm would

spend more on advert i s ing , service, and

other demand increasing factors than would a

profit maximizing firm. In addition, changes in

f ixed costs or property taxes cause the sales

maximizing firm to raise prices and decrease

output. This contradicts the predicted behavior

of the profit maximizing firm whose price and

output are unchanged by a change in fixed costs,

and businesses appear to raise their prices when

fixed costs increase.

One interesting result discussed by Baumol

(1977) is the multiproduct firm’s choice of

inputs and outputs under sales versus profit

maximization. For a given level of costs, the

sales maximizing firm will use the same combin

ation of inputs and produce the same com

bination of outputs as the profit maximizing

firm. This result occurs because profits are rev

enues minus costs and if the level of costs is

fixed, maximizing profits must also maximize

revenues. Therefore Baumol concludes that the

different predictions from sales maximization

must be due to differences in the total level of

costs and revenues rather than simply a realloca

tion of a given level of costs. Intuitively, the

sales maximizing firm reduces its profits from

their maximum level to the minimum amount

required, and this profit difference is a resource



which is allocated to different products in order

to maximize sales. To increase sales the profit

from a product is reduced (because the firm is

producing beyond the point of maximum

profits), so if sales are maximized, the firm

must ‘‘spend’’ this reduction in profits where

the sales increase will be highest. But just as

profit maximizing behavior requires the firm to

hire inputs to the point where all are equally

productive, sales maximizing behavior requires

the firm to increase output until the marginal

increase in sales for one product (per dollar of

profit sacrificed) is equal to the marginal in

crease in sales for another product (per dollar

of profit lost).

Managerial Discretion

Since economists assume that individuals act

in their own self interest, it is natural to expect

that the managers of the firm (who are normally

not the owners) would do the same. Williamson

(1964) suggested that managers have goals

other than profit maximization which they

would pursue using the firm’s resources. This

is an example of the pr inc ipal–agent

problem , where the interests of the managers

(the agents) hired by the owners (the principals)

conflict with the interests of the owners.

Managers might prefer larger staffs, bigger

offices, and other cost increasing expenditures

than would be consistent with maximizing

profits.

The managerial discretion model predicts that

the firm will vary the size of its staff and the level

of perquisites directly with market conditions.

Thus, if business conditions are poor the firm

will reduce its staff and other non essential ex

penses and will approximate the profit maximiz

ing level if market conditions worsen. In other

circumstances, the level of staff employment will

be greater than predicted for maximizing profits

because of the managers’ preference for staff.

Furthermore, if fixed costs increase or a lump

sum tax is imposed, the firm will reduce its

output, staff employment, and its level of per

quisites. In contrast, the profit maximizing firm

would not change its price or output levels.

Williamson also observes that when a new man

ager with a lower preference for staff is installed,

significant decreases in staff employment can

occur without reducing performance, a result

which is consistent with the managerial discre

tion theory.

Unfortunately, the satisficing, sales maximiz

ing, and managerial discretion theories require

knowledge about the decision making process of

each firm and the preferences of the firm’s man

agers for specific predictions. In this respect,

these hypotheses are less general than the

profit maximization assumption, although this

does not mean that profit maximization is more

accurate or appropriate. Rather, the alternatives

must be better specified to replace the assump

tion of profit maximization in economic theory.
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oligopoly

Sayed Ajaz Hussain

Compet it ion within an oligopoly is charac

terized by strategic interdependence between

firms, a feature lacking in other market struc

tures (see market structure ). For example,

a monopolist has complete market power as

its choices alone determine the price and output

in the market, whereas a firm in perfect com

pet it ion is a price taker and hence has no
market power – it cannot by its choice of output

influence the market price. In an oligopoly each

firm is large enough to have an impact on price

and output, but so do its rivals. The market
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outcome therefore depends on the nature of

interaction between firms.

Because the market outcome depends on the

underlying nature of interaction between firms,

an oligopoly can encompass a rich variety of

outcomes: firms may fight price wars, collude,

seek to differentiate their goods (see collu

s ion ; product different iat ion ), or

choose to compete in multiple dimensions such

as price, adverti s ing , qual ity , research

and development (R&D), location, product at

tributes, etc. Because of the potential richness of

outcomes in an oligopoly, even a rudimentary

treatment of oligopoly behavior is impossible

here. We therefore restrict our discussion to

concentration measures, static models (Cour

not compet it ion and Bertrand), dynamic

models (especially collusion and punishment),

and the dominant f irm fringe followers

models of oligopoly. The central results are,

firstly, that in static settings firms will not be

able to collude, but can do so in a dynamic

setting since there is scope for detection of, and

punishment for, deviating (cheating) from collu

sive outcomes. Secondly, when a dominant firm

sets prices, it must consider the effect of at

tracting entrants if the price is set too high, and

of sacrificing profits if the price is set too low.

Two concentrat ion indices are used

to measure market structure: the concen

tration ratio (CR) and the Herf indahl

Hi r schman Index (HHI). The CR is defined

as the cumulative market share of the top (typic

ally four or eight) firms. A loose oligopoly, using

CR4, is defined as 40 percent < CR4 < 60 per

cent. The HHI is the sum of squared market

shares of all firms in an industry: an HHI of over

1,000 indicates an oligopoly. The Department of

Commerce’s Census of Manufacturers periodic

ally releases CR figures, while the Department

of Justice uses the HHI to approve or reject

horizontal mergers (see horizontal merger

gu idel ines ; merger guidel ines , 1992–

7). Concentration indices are not without draw

backs for they rely on the number of firms as

being indicative of market structure. Such meas

ures do not capture the underlying strateg ic

behavior of firms. For example, a firm

may possess a large share of the market and yet

may set prices as if it is competitive so as

to dissuade potential entrants, or firms in a

Bertrand duopoly (see below) may exercise no

market power.

We begin with two static models of oligopoly:

Cournot and Bertrand competition. These

models purposefully brush aside strategic behav

ior and provide a foundation for strategic com

petition. In its simplest form the Cournot model

is a static (i.e., one period) game in which, by

assumption (so as to bypass issues related with

potential entrants), duopolistic firms choose out

puts. Each firm produces a homogeneous good,

and must choose output simultaneously.

The price in the market depends on the out

puts of both firms. Therefore, the profit of each

firm is a function of its and its rivals’ output.

Choice of output by any one firm depends on

anticipating the choice of output by its rival,

giving rise to interdependency. Equil ibr ium

outputs are easily derived by noting that this is a

static game of complete (but imperfect) infor

mation (see game theory ; imperfect in

formation ). Each firm takes the other firm’s

output as given and computes its best response

output, or reaction functions. Solving the reac

tion functions simultaneously yields the Nash

equilibrium outputs, known as Cournot outputs.

No firm will wish to unilaterally deviate from the

Cournot output because it is the best choice

given the output of the other firm.

There are several qualitative features worth

noting about the Cournot model (see Church

and Ware, 2000): firms will exercise some

market power where the market price is greater

than marginal cost (recall that in perfect

competition, price equals marginal cost), but at

the same time, the price is less than monopoly

price. The market power of each firm is limited

by the price elast ic ity of market demand –

the more elastic demand is, the lower is the

markup over marginal cost. Firms with lower

marginal cost will also have a larger share of the

market. Relaxing the assumption of a duopoly

and allowing for an arbitrary number of firms in

the market implies that each firm’s market share

decreases, reducing its market power, emphasiz

ing the importance of barr iers to entry ,

which has implications for strategy.

Since the Cournot price is higher than perfect

competition and lower than monopoly, this sug

gests that monopoly profits are higher than

Cournot profits – which is indeed the case.
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This suggests that both firms have an interest in

colluding by restricting output. The Cournot

firms, however, face a pr i soner’ s d ilemma :

both firms realize that colluding is in their inter

est, but collusion is not sustainable in a static

setting. At the collusive output, each firm has an

incentive to increase output and raise its profits.

But so does the other firm, and there is common

knowledge of this fact. Acting on their incentives

alone leads firms (and prisoners) to reach a sub

optimal outcome.

The Cournot model has an interesting result

about the optimal number of firms in a market.

While perfect competition implies that competi

tion is socially desirable, this is not necessarily

the case in a Cournot oligopoly if there are

economies of scale present in production.

As the number of firms rises, there is increased

competition, lowering each firm’s markup.

Firms produce less output as they are

‘‘squeezed’’ in, which means that with increasing

returns to scale, average cost of production rises,

raising prices. Depending on which effect is

greater, restricting the number of firms may ac

tually raise welfare.

The Bertrand competition model shares the

same assumptions as the Cournot model except

that firms compete by choosing prices instead of

output. Consumers purchase (one) good from

the lower priced firm. Assuming ample cap

acity, it can be shown that the Nash equilibrium

has each firm charging a price equal to the mar

ginal cost – a ‘‘paradoxical’’ result for an oligop

oly. Prices have fallen to marginal cost, which is

the perfectly competitive outcome; firms in Ber

trand competition have no market power. There

is empirical evidence (Brander and Zhang, 1990)

that the US airline industry is Bertrand competi

tive.

Relaxing the assumption of ample capacity

and product homogeneity eliminates the ‘‘para

dox.’’ A lower price will result in greater output,

which may hit the capacity constraint. And with

product differentiation, a lower price can grab

only so much market share. The Bertrand model

exhibits a prisoner’s dilemma result: both firms

know it is in their interest to coordinate prices

and charge monopoly prices, but each firm has

an incentive to undercut its rival, cutting prices

to equate marginal cost and reaching a subopti

mal level of profits.

Which of the two models – Cournot and Ber

trand – is applicable for markets with homoge

neous goods, a fixed number of firms, and where

strategic choices must be made simultaneously

in a static setting? Kreps and Scheinkman (1983)

have proposed the following scenario: firms

follow a two stage game. In the first stage,

firms invest in capacity equal to the output the

firms will produce under Cournot competition.

In the second stage, firms compete in prices so

that the firms compete at the Cournot outputs

chosen in stage 1. By committing to capacity

(which takes time to change), firms ward off

price wars in the second stage (recall the Ber

trand paradox doesn’t arise with limited cap

acity). This illustrates how choice of capacity

can be used to affect the dynamics of competi

tion in the short run , and that the Cournot

model is appropriate in situations where capacity

constraints exist and where investments in cap

acity are ‘‘lumpy’’ owing to the large scale

of investment. The Bertrand model seems ap

propriate when firms are not constrained

by capacity (see cred ible strateg ies ;

f irst mover advantages ).

In the static models discussed above, the time

less setting implies that firms choose their strat

egies assuming that rivals will not react: there is

no scope for strategic behavior to affect short run

outcomes. A dynamic setting is needed for stra

tegic competition.

A dynamic setting provides opportunities for

firms to collude in order to raise profits above

Cournot/Bertrand levels. Firms will be able to

punish ‘‘cheaters’’ (i.e., firms which deviate

from collusive outcomes) and thus are able to

possibly sustain collusive levels. For collusion to

be successful, firms must reach an agreement

regarding price and output, and be able to en

force these agreements.

An effective collusive agreement depends on

several factors: the elasticity of market demand,

the relative number and size of firms colluding,

and the extent of barriers to entry. Collusion

itself may take two forms: explicit and tacit.

Antitrust regulations in many countries (US:

Section 1 of the Sherman act ; European

Union: Article 85 of the Treaty of Rome [see
EU compet it ion policy , 2004 ]; Canada:

Section 45 of the Canadian Competition Act)

have legal restrictions on explicit collusion.
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One may argue that compliance with antitrust

laws is a cost benefit issue: firms will trade off

expected costs of collusion with the expected

benefits. Thus the level of enforcement and

speed and strength of punishment have a bearing

on whether firms choose to comply with anti

trust regulations (see Church and Ware, 2000,

for additional discussion).

Tacit collusion occurs when firms signal their

intention and anticipate rivals’ reactions.

A simple example is a firm in a Bertrand oligop

oly raising its price, which is then matched by its

rival – note how prices must be public for tacit

collusion. Another example has been found in

airlines through an elaborate scheme involving

the Airline Tariff Publishing Company (US v.

Airline Tariff et al.): airlines were found to col

lude through start/end dates and fares for thou

sands of city pairs. We now discuss the

conditions for tacit collusion and punishment

strategies to be successful.

There are several factors which complicate

reaching an agreement on collusion (see Church

and Ware, 2000): cost asymmetries (the lower

cost firms will always have an incentive to under

cut prices), product heterogeneity (firms must

agree on price and non price factors), innovation

(it is difficult to reach collusive agreements when

the product is changing), incomplete informa

tion (makes tacit collusion difficult since, say,

prices may not be observable), uncerta inty

(firms may have varying expectations about

future demand and costs), asymmetries in pref

erences (when firms have different discount

rates, the proclivity to match/undercut prices

in tacit collusion varies), seller concentration

(a greater size distribution and number of firms

make collusive agreements difficult), and en

forcement (if there is limited scope for enforce

ment, collusive agreements are harder).

The scope of enforcement in sustaining collu

sive agreements is a recent development in in

dustrial organization that comes from Stigler

(1964). According to this view, the ability to

detect cheating, the speed of punishment, and

the strength of punishment are key factors in

sustaining collusive agreements. We now exam

ine this in the context of a dynamic Cournot

game, which also illustrates tacit collusion.

Consider a dynamic game, played over infin

ite periods, in which two firms play the Cournot

game each period. In a dynamic setting, firms

can react to collusive attempts and punish

cheaters, provided the punishment is credible

and harsh. In a dynamic game, history matters:

firms observe what their rivals have done and act

accordingly. One outcome, independent of his

tory and subgame perfect (see the entry on game

theory), is to produce the Cournot output each

period. Another strategy that permits collusion

is tit for tat: produce the collusive output in

each period provided the other firm has done

the same; if a rival deviates from the collusive

outcome, produce the Cournot output forever.
As in the discussion of dynamic games, espe

cially subperfect Nash equilibrium, the question

arises whether the punishment strategy of pro

ducing the Cournot output forever is credible. It

can be shown (see Church and Ware, 2000;

Tirole, 1988) that there is a critical discount

factor over which this strategy will sustain collu

sion and below which it will not. The idea is that

if firms value the future enough, there is a strong

incentive to make the collusive profits in the long

run rather than the windfall profits from deviat

ing, followed by Cournot profits forever (Cour

not punishment). Abreu (1986, 1988) has shown

that there are additional (subgame perfect) pun

ishments which are more severe than the Cour

not punishment. There exist optimal penal

codes which minimize a cheater’s present value

of profits: these punishment strategies satisfy

both sustainability and credibility requirements

– see Church and Ware (2000) for a simple

exposition.

Dynamic models illustrate how the potential

for punishing cheaters can sustain collusive

agreements. There are several factors that affect

the ability to detect cheating and the speed and

strength of punishment. One is whether prices

are public – if they are private it is difficult to

check whether rivals are adhering to agreed

upon prices. Even if prices are public, in the

presence of, say, demand uncertainty, it is diffi

cult to know whether prices are falling because of

cheating or a fall in demand. In this case, firms

can sustain collusive agreements by applying a

‘‘trigger price strategy’’: if prices have been at or

above collusive levels, all firms agree to produce

collusive output. But if the price falls below

collusive levels (for whatever reason), all

firms agree to produce Cournot output for a
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pre agreed period of time. Note how even des

pite a fall in price weak demand triggers a price

war to serve as a warning to all, not to cheat.

For other factors, such as size of cartel (see
cartels ), lumpy orders, product differenti

ation, excess capac ity , elasticity of firm

demand, multimarket contact, growth rates of

markets, response times, and cost asymmetries,

see Church and Ware (2000).

There are many practices which facilitate col

lusion (see Church and Ware, 2000) by making it

easy to check if some firm is cheating: some of

these are the practice of open price policies (list

prices are public), trade associations (permits

information flows), pr ice leadersh ip , or

Stackelberg oligopoly (where one firm moves

first by announcing a ‘‘collusive’’ price which is

then matched by followers), meet the competi

tion clauses (where customers have a right to ask

a current supplier to match another supplier’s

lower price), most favored nation clause (where

a customer is entitled to the lowest price charged

to any customer), multiproduct pricing formulas

(which facilitates price comparisons across dis

similar products), delivered price formulas

(which specifies a fixed charge, thereby facilitat

ing collusion, for delivery within an area), and

resale price maintenance (in which a supplier

specifies a minimum price for goods sold by

retailer).

Finally, we discuss the dominant firm model

of oligopoly. There are many industries with a

dominant firm and ‘‘fringe’’ followers: for

example, Intel in microchips and De Beers in

diamonds. The dominant firm faces a tricky

pricing issue: if it sets price too high, it makes

large profits which eventually attracts other

rivals and ultimately erodes its dominant pos

ition. On the other hand, if the dominant firm

sets price too low to ward off entry , it sacri

fices profits. This issue is known as ‘‘dynamic

limit pricing,’’ for the dominant firm has to

choose a trajectory of prices over time which

limits entry while allowing for healthy profits.

Three factors matter in setting a trajectory of

prices: the interest rates (high interest rates

mean that the dominant firm will discount

future profits heavily and therefore charge high

prices now), the relative cost position of the

dominant firm and followers, and the expected

response of entrants to high prices. Firms can

charge high prices, even with rivals entering,

through product differentiation (branding; see
brand name ) and by innovation so the dom

inant firm stays ahead of the fringe. Intel’s ex

perience suggests that branding and innovation

worked for some time, but as rivals such as

AMD have finally caught up, Intel can no longer

charge premium prices. Instead, its strategy is to

move out of microchips and into other areas such

as servers and wi fi applications.

The discussion here has focused on the

central issues in an oligopoly and several features

– product differentiation, price leadership,

empirics – have not been covered. Interested

readers are referred to Church and Ware (2000)

and the more advanced Tirole (1988).
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opportunity costs

Robert E. McAuliffe

Opportunity costs are fundamental to econom

ics, yet they are frequently overlooked in prac

tice. The opportunity cost of any decision or

choice made by consumers or firms is the value

of the next best choice that was sacrificed. For

example, consider a division within a firm that

produces computer chips which are used by

another division to assemble computers. The

computer assembly division would prefer to
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obtain the chips at the production cost of the

manufacturing division (say, $100 per chip) to

increase its profits. However, if those chips can

be sold in the market at $250 per chip, then every

internal sale of chips to the assembly division has

an opportunity cost of $250 to the company, the

revenue the company could earn if the chips

were sold in the market (see Shughart, Chappell,

and Cottle, 1994, for their discussion of internal

transfer pricing between divisions).

Opportunity costs are also important for a

company’s long run planning. If the computer

company in the example above earns a 10 per

cent return on the capital it has invested in

computer assembly but could earn 15 percent

elsewhere, then this company should leave this

industry in the long run because the opportunity

cost of investment capital is not covered. Since

this company could earn 15 percent investing its

capital in another industry, in the long run it

should ex it the computer assembly industry.

The distinction between economic prof it

and accounting prof it is based in part on

the concept of opportunity costs. Accounting

profits indicate whether the firm is able to stay

in business, but economic profits indicate

whether the firm should stay in business. Oppor

tunity costs require more time and expense to

measure relative to accounting costs which are

provided in the course of normal operations.

However, if opportunity costs are ignored, com

panies are likely to allocate their internal re

sources inefficiently. For example, suppose a

company owns a building and does not pay

rental or interest expenses on that building.

Then accounting practices would not count

rental fees as costs to the firm because they are

not paid by the firm. But if the building could be

leased or rented, there is an opportunity cost

when the company uses the building and that

cost should be considered in managerial deci

sions to maximize profits (see prof it max i

mizat ion ). If managers never consider

alternative uses for the resources of the firm,

how can they know that they have found the

best use? The calculation of economic costs in

cludes these opportunity costs and ensures that

scarce resources are used where they are most

needed.

See also efficiency
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optimal variety

Kostas Axarloglou

To determine whether the variety offered in a

market is optimal, the product variety produced

in the market must be evaluated using social

welfare considerations. A byproduct of the ex

tensive research on product variety , opti

mal product variety is a welfare statement about

the amount of product variety offered in the

market, with respect to some level which is con

sidered to be best from a social point of view.

Obviously, the definition of the optimality cri

terion has a central role in the discussion, since

the level of product variety provided in the

market is evaluated with respect to this criterion.

When introducing a new variety in the

market, a company has to compare the launching

cost of the new product (usually costs related to

R&D and necessary marketing cost for the new

product) with the benefits from selling it. Also,

by introducing a new variety, the company influ

ences its competitors’ and its own willingness to

provide more variety in the future. In other

words, a new brand creates an externality for

competitors (see external it ies ). Specifically,

there are three distinct externalities generated by

the decision of the company to introduce a new

product variety in the market. First, the com

pany is not able to capture all the benefits from

introducing a new product in the market (it does

not capture the entire consumer surplus )

unless it follows a special type of pricing policy

called perfect pr ice d i scr iminat ion . Under

these circumstances, firms have less incentive to

offer new varieties, and the result might be an

underprovision of product variety in the market.

Second, by introducing a new variety in the
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market, a company ‘‘steals’’ sales from brands

offered by its competitors which are close sub

st itutes to its own, and discourages them

from introducing their own varieties in the

market. This effect may lead to an overprovision
of product variety in the market because con

sumers were already served by existing brands

(so they are not much better off), yet the new

brand imposes costs on the established firms

which the new firm does not consider. Finally,

in the case of a firm which produces more than

one variety, if it prices its products with a price

markup above the cost of production (see
markup pric ing ), the company will allow

some market share for more additional varieties.

Therefore, it makes it more profitable to offer

more of these varieties in the market (overprovi
sion of product variety).

Despite these factors, it is assumed that con

sumers value product variety since they can con

sume products that they prefer. Economists

usually define the socially optimal level of prod

uct variety as the one which maximizes the sum

of consumer surplus and producer surplus .

Based on this criterion, they evaluate the level of

product variety actually offered in the market.

By emphasizing the various different aspects

associated with the introduction of new varieties

in the market, economists reach different con

clusions regarding the optimal level of product

variety provided in the market. In his study of

monopoli st ic compet it ion , Chamberlin

(1933) concluded that the market produced

more than the optimal level of product variety

(overprovision). He obtained this result because

he defined optimal product variety as that level

which allowed companies to produce at the min

imum of their average cost curve and therefore

take full advantage of economies of scale .

This conclusion was criticized by Dixit and Sti

glitz (1977), who showed that the market could

produce less than the optimal amount of product

variety (underprovision) if the firms cannot cap

ture all the benefits to consumers from introdu

cing a new variety. Salop (1979) showed that

market equil ibr ium may result in more var

iety than optimal, where the optimal variety is

defined to minimize each firm’s production costs

and maximize consumer surplus while supplying

every consumer in the market. Finally, Scherer

(1979) attempted to test empirically whether the

degree of product variety in the ready to eat

breakfast cereals industry was socially optimal.

He estimated the welfare gains from introducing

a new variety and he compared them with the

cost of launching a new variety in the market. He

concluded that there was too much variety in the

breakfast cereal product range.
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Pareto optimal allocation

Theofanis Tsoulouhas

A ‘‘feasible allocation’’ is Pareto optimal (or Par

eto efficient) if there is no other feasible alloca

tion that makes at least one of the agents in an

economy strictly better off without making

someone else worse off. A feasible allocation is

weakly Pareto optimal if there is no other feasible

allocation that makes all the agents in an econ

omy strictly better off. Clearly, if an allocation is

Pareto optimal, then it is weakly Pareto optimal

as well, for if there is no allocation that can make

at least one person better off without making

someone else worse off, then there should be

no allocation that can make everybody better

off. An ‘‘allocation’’ is a specification of how

much of each good each agent will receive. An

allocation is ‘‘feasible’’ if the total amount of

each good assigned to agents does not exceed

the total amount available in the economy.

The Pareto optimality concept comes from

the nineteenth century engineer and economist

Vilfredo Pareto. Pareto optimality is a criterion

of allocative eff ic i ency in that it can be a

solution concept for the problem of using and

allocating goods and resources in an efficient

way. Thus, if an allocation is Pareto optimal,

goods are allocated in an efficient way; if it is

not, there is room for mutually advantageous

trade.

The use of the Pareto optimality criterion can

be demonstrated by an Edgeworth box diagram.

The Edgeworth box is named after the

nineteenth century economist Francis Ysidro

Edgeworth, who invented the analytical tools

of ind ifference curves and ‘‘contract

curves.’’ The Edgeworth box diagram is used

to characterize efficient allocations when there

are two agents and two goods (see figure 1).

The dimensions of the box represent the total

amounts of the two goods available in the econ

omy. The lower left and the upper right corners

are reserved as the origins for the consumption

spaces of the two agents. Thus, any point in the

box shows how much each agent will receive of

the two goods (measured horizontally and verti

cally from his origin).

The curve from the lower left to the upper

right corner in the Edgeworth box shows the set

of Pareto optimal allocations and is called the

‘‘contract curve’’ because it shows the set of

efficient allocations or ‘‘contracts.’’ Along the

contract curve, the indifference curves for the

two agents are tangent to each other, so that their

respective marginal rates of substitution are

equal (see marginal rate of subst itu

t ion ). Any allocation on the contract curve of

the diagram, such as allocation A, is Pareto opti

mal and weakly Pareto optimal because it is not

possible to make either one of the agents better

off without making the other worse off. Alloca

tions outside the contract curve where the indif

ference curves are not tangent to each other,

such as allocation B, are not Pareto optimal or

weakly Pareto optimal because trade between the

two agents can lead to allocations on the contract

curve that either make at least one of the agents

better off without making the other worse off, or

make both agents better off. Thus, when the

marginal rates of substitution are not equal, the

allocation of resources is not efficient, and there

is room for mutually beneficial trade. Finally, if

point B represents the ‘‘initial endowment’’

(which is the endowment of goods each agent

has before any trade occurs), then the solid line is

called the ‘‘core.’’ The core is the subset of the

weakly Pareto efficient allocations that are ‘‘in

dividually rational,’’ in the sense that each agent

is better off by exchanging goods with the other



agent than by simply consuming his endowment

allocation.

See also Coase theorem

Bibliography

Carlton, D. W. and Perloff, J. M. (2000). Modern Indus

trial Organization, 3rd edn. Reading, MA: Addison-

Wesley.

Cournot, A. A. (1927). Researches into the Mathematical

Principles of the Theory of Wealth, 2nd edn. New York:

Macmillan. (Originally published in French as

Recherches sur les principes mathématiques de la théorie
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pecuniary economies

Gilbert Becker

Pecuniary economies are cost savings resulting

from large firm size which benefit the firm but

not necessarily society as a whole. They are

distinguished from real economies of

scale in that the latter involves the reorganiza

tion of production in such a way that less of

society’s scarce resources are needed to produce

a given level of output. As such, real economies

not only benefit the firm by lowering its costs but

also enable society on the whole to produce more

goods.

Pecuniary economies, on the other hand, typ

ically are cost savings which are generated from

market power . For example, sometimes a

manufacturer, owing to its large size, is a large

buyer of a raw material (or advert i s ing ser

vices, retail shelf space, cap ital , etc.) and is

thus able to purchase that material at a lower

price than some of its smaller rivals. Its lower

costs, even if passed on to consumers, are ac

quired at the expense of its suppliers. Here, no

real resource saving occurs to society. Instead

the end result of such economies is simply

a wealth transfer from one firm (or group) to

another.

Pecuniary economies can be beneficial to so

ciety when they reflect economies of scale in the

supply of inputs. For example, if a firm grows

larger and increases its orders from suppliers,

the suppliers may now be able to enjoy lower

costs through economies of scale. Any subse

quent lowering of price by suppliers to the pur

chasing firm will create pecuniary economies for
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Figure 1 The Edgeworth box and the contract curve
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that buyer. The purchasing firm does not

achieve economies in production itself, but

enjoys pecuniary economies because larger

orders allow suppliers to be more efficient and

lower their costs.

Pecuniary economies should by no means be

discounted by the managers of a firm. Reduc

tions in the cost of cap ital , the price of

electricity and other sources of energy, or the

lowering of transportation costs all may signifi

cantly enhance a firm’s profits. From a public

policy point of view though, these gains should

be treated differently. One example of this lies in

the area of mergers. In evaluating the merits of a

possible merger, the merging firms should con

sider both the real and pecuniary economies that

may be achieved. Antitrust enforcement officials

should consider only real economies in their

evaluation, since pecuniary economies do not

benefit society as a whole. In practice, mergers

often bring both types of economies, and it may

be difficult to differentiate between the two and

identify the relative importance of each (see US

Department of Justice and Federal Trade Com

mission, 1997).

See also merger guidelines, 1992–7
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perfect competition

Gilbert Becker

Perfect competition is one of the four bas ic

market structures which exist in the eco

nomic classification system for markets. Al

though relatively few examples exist where

markets completely fit the criteria for this

market type, it plays an important role in eco

nomics and antitrust as it establishes a theoret

ical benchmark for the criteria needed to achieve

socially optimal market performance .

The criteria necessary for perfect competition

are as follows:

1 The market contains a large number of

buyers and sellers, each of which is small

relative to the size of the whole market.

2 The product being produced by the rivals in

this market is homogeneous and thereby

lacking in features – ranging from product

attributes (see product attributes

model ) to qual ity differences to sales

and service differences – by which each

firm’s product can be differentiated, in the

eyes of consumers, from those of its rivals.

3 Firms in the market have knowledge of and

access to the same technology for producing

the product, and both buyers and sellers

have perfect information as to other condi

tions in the market.

4 The entry of new firms into the market

may be described as being relatively easy to

achieve in that no substantive barr iers to

entry or ex it deter new firms wishing to

join the market.

Largely as a result of these criteria, managers of

individual firms in this type of market find that

they have no control over the price of their

product as the combined forces of the market’s

supply and demand determine the market price

for all firms. As such, perfectly competitive

firms are said to be price takers. In addition, the

ease of new entry, in theory, fosters a long run

outcome in which price is high enough to cover

all costs but does not offer any positive eco

nomic prof it . Moreover, the threat of new

entry promotes eff ic i ency by forcing existing

firms to minimize costs or be driven out of the

market.

Baumol, Panzar, and Willig (1982) developed

an alternative theoretical benchmark for exam

ining market structure known as perfect contest

ability (see contestable markets ), which

holds as its predominant requirement costless

entry and exit of firms. As perfect competition

and this newer model both suffer from extreme

requirements, industrial economists such as

Shepherd (1982) call for the examination of cri

teria resulting in effective competition for evalu

ating market performance and public policy

issues. Shepherd offers the requirements of:
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1 reasonable parity among rivals;

2 sufficient numbers to preclude cartels ;

3 behavior; and

4 the possibility of new entry.

Here, a group of ten firms, each having about 10

percent market shares, is seen as a reasonable

first approximation, although situations wherein

only half as many rivals exist may still be

sufficient.

Markets most closely fitting the criteria

for perfect competition often involve financial

markets; commodities, such as agricultural

goods; services, such as independent truckers;

or the market for unskilled labor.

See also oligopoly; monopolistic competition; mon
opoly

Bibliography

Baumol, W. J., Panzar, J. C., and Willig, R. D. (1982).

Contestable Markets and the Theory of Industry Struc

ture. San Diego: Harcourt Brace Jovanovich.

Maurice, C. and Thomas, C. (2002). Managerial Econom

ics, 7th edn. Boston: McGraw-Hill Irwin.

Perloff, J. M. (2004). Microeconomics, 3rd edn. Boston:

Pearson Addison-Wesley.

Shepherd, W. (1982). Causes of increased competition in

the U.S. economy, 1939 1980. Review of Economics and

Statistics, 64, 613 26.

pioneering brands

Robert E. McAuliffe

A pioneering brand is the first brand in a new

market, or the first significantly different brand

which creates a new market. When consumers

have imperfect information about prod

uct qual ity , Schmalensee (1982) showed that

the first brand in the market could enjoy signifi

cant advantages over later entrants if the product

performs satisfactorily. This advantage arises

because the pioneering brand is able to set the

standard by which all subsequent brands will be

judged, and this can have lasting effects. Firms

entering the market in later periods find it more

difficult to convince consumers to incur the

search costs necessary to learn about their

brands and this creates a barrier to entry (see
barr iers to entry ).

In his study of the cigarette industry, Whitten

(1979) found that the pioneering cigarette

brands enjoyed substantially higher profits and

market share relative to competing brands that

followed. For example, the production of filter

tip cigarettes opened a new market for female

smokers and the early entrants into the national

market, Viceroy and Winston, enjoyed consider

able leads over their competitors.
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predatory dumping

Kent A. Jones

Predatory dumping is the practice of inter

national pr ice d i scr iminat ion (dumping )

by an exporter with the intention or result of

driving domestic producers in the targeted

export market out of business. The predatory

scenario is based on the assumption that an ex

porter charges a high price in his home market

and then subsidizes export sales in a foreign

market until local competit ion is driven out,

after which the exporter monopolizes the market

and raises prices. In order for the strategy to be

successful, the exporter must have a sufficiently

‘‘deep pocket’’ to underprice any rivals in the

target market for a time sufficient to drive them

out of the market, and then be able to prevent

reentry or new entry of rival firms (local or

foreign) so that losses during the predatory

stage can be recovered.

Strictly speaking, this predatory scenario, fo

cusing on injury to competition itself, is ex

tremely unlikely, since trade liberalization,

reduced transportation costs, and increased

competition in world markets have reduced the

ability of firms to pursue price discrimination

and create worldwide monopolies, especially in

undifferentiated intermediate product markets,
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which are the most likely targets for a dumping

strategy. Often, however, the term ‘‘predatory’’

is used in a broader sense to describe injury to

domestic producers in the importing country,

who may lose market share or ex it the market

due to increased import competition. This con

cept of injury ignores any gains to consumers

from the lower prices caused by dumping. Thus,

antidumping laws treat all dumping as ‘‘preda

tory’’ if it results in injury to domestic import

competing firms.

predatory pricing

Govind Hariharan

The practice of pricing products, sometimes

even lower than costs, in order to drive out or

coerce competitors or to prevent entry of new

firms is referred to as predatory pricing. Typic

ally, credible threats are sufficient and need be

carried out only once in a while to convince

competitors. Dumping products in a market

with the purpose of driving out or acquiring

rivals cheaply through lower prices is also con

sidered to be a predatory pricing technique.

Thus, larger firms and those with deeper pockets

who also face potential gains from controlling

the market (see market power ) are more

likely to find it worthwhile to engage in such

predatory pricing.

This practice is considered to be one form of

price d i scr iminat ion and a restriction of

free compet it ion, and typically faces a chal

lenge in court under the antitrust laws (see
ant itrust policy (us )). The dissolution of

Standard Oil Company in 1911 is a case in point.

The company increased its market share to over

90 percent of the oil refining industry and was

accused of achieving this through acquiring its

rivals cheaply and attempting to drive away the

rest through threats of selling below cost. The

Supreme Court determined in its ruling that this

behavior violated the antitrust laws because the

objective of the company in undertaking this

practice was to monopolize the market (see
monopoly ), and thus forced the breakup of

the company into 30 independent firms. One

study (McGee, 1958) that looked at whether

Standard Oil Company bought its competitors

below their true value found that, in fact, Stand

ard Oil had paid very handsomely for its acqui

sitions. Later decisions by the court, however,

tended to also require proof that the company,

having obtained control over the market, was

likely to engage in acts that were detrimental to

consumers.
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present value

John Edmunds and Roberto Bonifaz

Cash flows which arrive at different times should

not be compared until they are adjusted for the

amount of time that elapses between each inflow

(see cash flow ). For example, an immediate

inflow of $1,000 is not the same as ten annual

inflows of $100 each, although each is nominally

equal to $1,000. The reasons they are not the

same are:

1 profitable investment opportunities exist,

which means that the $1,000 immediate

inflow is better than the stream of ten $100

inflows (see opportunity cost );

2 inflat ion exists, so the purchasing power

of the two alternatives is not the same;

3 time preference exists, i.e., individuals will

choose to have current consumption in pref

erence to consumption later, unless they are

compensated for deferring consumption.

These three reasons are related but conceptually

distinct. All three of them, and one more

besides, which is the risk of the cash flows,

are embedded in the opportunity discount rate

(ODR), which is the rate used to discount the

cash flows.

The amounts that are coming in later time

periods need to be discounted in order to

be commensurate with an amount that is now
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in hand. The process of discounting the cash

flows that are to arrive in the future is called

calculating the present value. A payment which

is to arrive in one year’s time, in order to be

compared to a payment which is arriving today,

must be divided by the amount (1þ r), where r
is the annual opportunity discount rate. This

discounting is required because funds which

are in hand today could earn a return over the

course of the year of r. A payment which is

arriving in two years’ time, in similar fashion,

needs to be divided by the amount (1þ r)2

before it can be compared to a payment which

is arriving today. The number which is calcu

lated by adding the value of the payment arriving

today, plus the discounted value of future pay

ments, is called the present value.

In algebraic terms, if payments are CF0,

CF1,CF2, . . . , CFn arriving today, one year

from today, two years from today, and yearly

until year n, then the present value (PV) of this

flow of funds is calculated as:

PV ¼ CF0 þ
CF1

(1þ r)1
þ CF2

(1þ r)2
þ . . .þ CFn

(1þ r)n

(1)

Or, more generally, if payments are received

once a year until year n:

PV ¼
Xn

i 0

CFi

(1þ r)i
(2)

It should also be noted that in the present value

calculations above, the interest rate used to dis

count the cash flows, r, is assumed to be the same

over the n years. For investment decisions, man

agers may want to consider the effects that vari

ations in the discount rate would have on their

net present value calculations.
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price discrimination

Kostas Axarloglou

Price discrimination is a specific pricing

policy followed by companies with market

power , where different prices are charged for

the same units of a product which are sold to

different consumers, at the same or different

periods of time. Companies use this pricing

policy in an effort to increase their revenues

and profits.

In market structures where companies have

market power, the profit maximizing price for a

product is given by the simple formula

P ¼ 1

1þ 1
ep

MC,

where P is the price of the product, MC is the

marginal cost , and ep is the price elast i

c ity of market demand, i.e., the sensitivity of

market demand with respect to price. The com

pany determines its price by adding a price
markup to its marginal cost (the company’s per

unit cost), which is inversely related to ep (see
markup pr ic ing ). This optimal price

markup applies when the company charges the

same price, P, for all the units it sells. On the

other hand, since consumers value the same

product differently, they are willing to pay dif

ferent prices for it (each has a different reser

vat ion pr ice ). If possible, it is beneficial for

the company to charge a higher price to those

consumers with a higher reservation price in

stead of charging the same price to everybody.

This way, it manages to increase its revenues

without increasing its cost of production and

overall profits are enhanced. In other words,

the company has strong incentives to price dis
criminate across different consumers and, as will

be discussed later, even across different units

purchased by the same consumer. This idea is

at the core of the concept of price discrimination.

Actually, price discrimination across different

consumers allows the company to extract some

or all of the surplus consumers receive from

purchasing the product (see consumer sur

plus ) and adds it to its revenues and profits.

For successful price discrimination the

following conditions are necessary:
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. Non transferable products. Products must

not be easily transferable across consumers,

or groups of consumers, who pay different

prices for the same product. In other words,

the transact ions costs of transferring

units of the product between different con

sumers or groups of consumers must be rela

tively high, so that the transaction is not

profitable. On the contrary, if the transaction

cost is low (transferable commodities), price

discrimination is not effective, since those

consumers who buy a product at a low

price can sell (transfer) it to those who pay

a higher price. In other words, the markets

must be separate either geographically or by

the identity of the consumers (see arb i

trage ).

. Consumers, or groups of consumers, must

have different reservation prices for the same

product. If consumers had the same price

elasticity of demand, then the profit maxi

mizing price the company should charge

each consumer would be the same.

. The company must be able either to receive

some information or design a method

to extract information about consumers’

reservation prices and willingness to pay.

However, this is not easy, since consumers

do not have incentives to reveal their true

reservation price.

Types of Price Discrimination

In economic literature, there is traditionally a

distinction of three different types of price dis

crimination.

First degree price discrimination. Sometimes

called perfect price discrimination, this is the

pricing policy where each consumer is charged

a price equal to her reservation price for the

product. Since consumers have different reser

vation prices, they end up paying a different

price for consuming the same product. It is

very difficult and costly for any company to

accurately determine the reservation price of

each of its consumers, but this policy represents

the maximum potential gain a company could

extract. The service sector is the one where this

type of pricing policy might be found, since

services are not easily transferable products.

Also, companies are able to more accurately

determine the reservation prices of their custom

ers, although these estimates will be imprecise.

For example, a law firm can charge different fees

to different clients for the same type of legal

advice, since it can extract some information

about the willingness of its clients to pay the

fees, based either on their income or, in the

case of a company, on its sales or profits. Simi

larly, a consulting company can follow the same

type of pricing, since the services it provides are

client specific, and therefore not transferable

across clients.

Second degree price discrimination. In this case,

the company charges different prices for the

same product based upon the quantities pur

chased by consumers. Each consumer faces the

same schedule of prices but will choose different

quantities (and therefore pay different prices)

based on their evaluation of the good. This

form of price discrimination requires less infor

mation about each consumer’s reservation price

and the company simply separates consumers

into different groups according to how much

they are willing to buy. For example, companies

may offer discounts to consumers who buy the

product in larger quantities, and by offering

different quantities the firm can separate con

sumers based on their willingness to buy the

product (see bundling ).

Third degree price discrimination. This is the

most extensive form of price discrimination in

practice. Specifically, the company charges dif

ferent prices to different groups of consumers

who appear to have different reservation prices.

Obviously, the firm tends to charge a higher

price to the group of consumers with the lower

price elasticity of demand.

There are many examples of this type of price

discrimination. In the consumer goods industry,

the use of coupons and rebates is widespread. A

company charges the same price to all of its

customers and then allows them to use discount

coupons or rebates so they can buy its products

at a lower price. The idea is that only those

consumers who are sensitive to price (high

price elasticity of demand), and therefore not

willing to pay a lot, will clip, save, and use the

coupons in buying the product. Obviously, this

is an indirect and effective way to reveal con

sumers’ reservation prices. Also, senior citizen
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or student discounts in entertainment or public

transportation are examples of a third degree of

price discrimination. Senior citizens and stu

dents usually have lower reservation prices for

many of the products they consume. Companies

then charge them a lower price than other con

sumers who do not fall in these two categories.

In the airline industry, all tickets for the same

flight with the same airline do not cost the

same amount. The ticket for business class

costs more than for economy, in part because

business travelers have a more inelastic demand

for travel and cannot always make arrangements

in advance. Tourists are much more price sensi

tive and are willing to order their tickets early. In

addition, the airline companies offer better ser

vices to passengers traveling first class and this

gives some justification for those who are willing

to pay a premium for the first class cabin. This

type of price discrimination is sometimes called

quality discrimination.
There are other types of price discrimination

which cannot be easily classified under one of the

above major types.

Intertemporal price discrimination. In this case, a

company charges different prices to consumers

who buy its product at different points in time. It

is a pricing policy used extensively in the elec

tronics industry when a new model is introduced

in the market. The company initially sells the

product at a rather high price for those con

sumers who are willing to pay the price and

want to use it immediately, and later the price

is decreased for those consumers with lower

reservation prices (and as unit costs decline).

Finally, there are several other types of price

discrimination. In the two part tariff case, con

sumers pay an up front fixed fee, which gives

them the opportunity to consume a certain prod

uct, and then a per unit fee for the amount of

units they actually purchase. Examples include

amusement parks and various types of member

ship clubs. In the peak load price discrimination

policy, companies charge a higher price when

their demand peaks up and a lower price during

the off peak period. Airline companies use it

when they charge lower fares if passengers travel

on Saturday evenings, or during off peak

seasons. Movie theaters use it when they charge

more for the evening show than the matinee.
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price leadership

Robert E. McAuliffe

As Stigler (1968) observed, this term has been

used in the literature with different interpret

ations. In the case of a dominant f irm , the

dominant firm determines the industry price

while the smaller producers act as price takers

and sell at that price. However, the term has also

been applied to those firms which are the first to

announce their price changes and are typically

followed by the other firms in the industry. In

this case the ‘‘price leader’’ is not necessarily a

dominant firm in the industry with substantial

market share, and Stigler suggested that a firm

might occupy this position if its prices correctly

and rapidly reflected market conditions. Shugh

art (1990) argues that such a price leader may

simply have better information or decision

making skills than rival firms who simply follow

the price change. When the leading firm’s price

changes reflect changes in costs or market con

ditions, it is called barometric price leadership
because the leader’s price acts as a barometer of

the market environment. This form of price

leadership is consistent with compet it ion in

the market and does not necessarily indicate

collus ion between the firms.

The crucial question in price leadership

models is: why should other firms follow the

price changes announced by the leading firm?

When competing firms are price takers, as in the

dominant firm model, the other firms follow the

price leader because they are so small relative to
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the size of the market that they believe their

output will not affect industry price. With a

barometric price leader, rival firms take advan

tage of what they recognize as the better infor

mation or decision making of the leading firm.

But in the case of a concentrated oligopoly ,

price leadership has been suggested as a method

of tacit collusion (Markham, 1951) which helps

firms coordinate their pricing. Price leadership

has been suspected in the cigarette industry

(Stigler, 1968), steel, the ready to eat cereals

industry (Scherer and Ross, 1990), gasoline and

coal industries (Stigler, 1968), but alternative

explanations of observed pricing behavior are

also plausible, such as markup pr ic ing (see

Shughart, 1990). Since collusive price leadership

and barometric price leadership are difficult to

distinguish empirically, Shughart (1990) argues

that additional evidence is required to establish

collusive behavior.
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principal agent problem

Lidija Polutnik

The general problem of motivating one person

or organization to act on behalf of another is

known as the principal–agent problem. The

principal–agent problem arises when the princi

pal hires an agent to perform tasks on her behalf

and the agent thereby influences the welfare of

the principal. The principal–agent relationship

provides a useful framework for analyzing

situations in which there is asymmetr ic

informat ion and when there is a need to

design a contract (see contracts ) or monitor

the behavior of parties. moral hazard and

adverse select ion are also examples of the

principal–agent problem.

For example, a typical firm is owned by

shareholders (principals) who hire professional

managers (agents) to run the company. The

manager may be more interested in maximizing

the firm’s market share, size, and growth in

order to provide her and her subordinates

greater opportunities for promotion. Further

more, managers may prefer to make investments

whose payoffs come earlier rather than later,

avoid risks, shirk, and otherwise fail to maximize

the profits of the firm. Although economists

commonly assume prof it max imizat ion

when we describe the decision making of a

firm, the incentives of managers often differ

from those of the shareholders and the efforts

of the managers are impossible or too expensive

to monitor. This would not be a problem if an

enforceable contract could be drawn up that

specified every duty of the manager and matched

performance incentives to outcomes perfectly.

Given that incomplete contracts occur

frequently, due to bounded rationality, the

firm’s profit is less than the profit maximizing

level and the difference is referred to as the

residual loss.

Agency costs arise as principals try to ensure

that the agents will act in the best interest of the

principal. There are three types of agency costs:

monitoring costs, bonding costs, and the residual

loss of a principal ( Jensen and Meckling, 1976).

The principal–agent framework is employed to

analyze the role of monitoring and bonding ac

tivities in reducing the residual loss of the prin

cipal. Monitoring costs occur when the principal

employs resources to observe the efforts of the

agent or creates incentives for the agent to

undertake actions that are more likely to assure

efficient use of resources within the firm. For

example, an employee receiving a fixed salary
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may be able to shirk on the job, thus the firm

needs to develop a way of monitoring the per

formance, as well as the honesty, of the agent.

Markets can also perform the monitoring func

tion. In particular, the market for corporate con

trol and the labor market for managers penalize

managers who manage companies poorly. Thus,

poor managers face a greater probability of un

employment and company takeovers, lower sal

aries, or a reputation for having brought a firm

into bankruptcy (Fama, 1980).

In order to guarantee performance, the agent

may be required to post a bond. If the agent does

not fulfill the terms of their agreement, then she

must forfeit the bond. Edward Lazear (1979)

showed that for workers who expect to make a

career within an organization, it may be to the

advantage of both parties to align the incentives

of the employee and the employer by paying the

employee below her marginal product

early in the career and above her marginal

product later in the career. This rising wage

pattern is similar to a worker posting a bond to

be collected later in her career. In this compen

sation scheme it becomes efficient for the em

ployee to work diligently in order to avoid being

fired before the deferred rewards can be col

lected (or the bond is forfeited). For this scheme

to be effective, employees must find the firm’s

promise to be credible and the employer must

provide for mandatory retirement. Similarly,

stock options and bonuses that can be exercised

by the manager only when she retires or leaves in

a mutually agreeable way create incentives for

managers to maximize long run profits of a firm.

If the behavior of the manager is not acceptable

to the owners of the firm, the manager

faces reductions in the value of the deferred

compensation.

Structuring the employee and managerial

compensation packages is one of the ways in

which the owners of a firm minimize the residual

loss. In addition, owners of a firm who monitor

the market price of their shares can thereby infer

whether the agents are acting in their best inter

est; on the basis of that information alone they

can buy and sell shares and limit the amount of

residual losses imposed on them by the actions of

the management. Hence, the power of stock

holders to sell their stake in the firm pro

motes efficiency in the use of resources. In

addition, a principal–agent problem is avoided

when the owner of a firm also serves as the

manager; in this case the firm eliminates the

agency costs and any residual loss.
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prisoner’s dilemma

Robert E. McAuliffe

The prisoner’s dilemma is a classic illustration

in game theory . Two suspects are arrested

by the police and are charged with a minor

crime. They are also suspected of a major

crime but there is not enough evidence to con

vict them without a confession. The two prison

ers are separated and are offered the following

deal:

1 If one prisoner confesses to the major crime

and implicates the other, he will serve 6

months in jail while the other will serve

6 years in jail.

2 If neither prisoner confesses to the major

crime, each will be convicted of the minor

offense and will serve 1 year in prison.

3 If both prisoners confess to the major crime,

they will both serve 3 years in prison.

The ‘‘payoffs’’ to the two prisoners, Al and Bill,

depend on the choice made by the other. These

are shown in the matrix overleaf where Al’s

payoff is given in parentheses.
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Al

Bill

Confess

Be silent

Confess Be silent

(-3) -3 (-0.5) -6

(-6) -0.5 (-1) -1

The interesting feature of these payoffs is that

the best strategy for each suspect individually is

to confess. Consider Al’s payoffs from choosing

to confess compared with the payoffs from

choosing to be silent. Whether Bill chooses to

confess or be silent, Al’s best strategy is to con

fess, and the same result holds for Bill. Thus

both prisoners are worse off pursuing their indi

vidual self interest than if they agreed to be

silent.

The strategy pair (confess, confess) is a Nash
equilibrium because it is the best response for

each player given the strategy of the other (see
equil ibr ium ). That is, neither player can do

better knowing the strategy chosen by the other.

The prisoners would choose the same strategies

if they used the minimax or maximin criter

ion to evaluate their decisions (see Rasmusen,

1994).

If the players developed reputations to make

the threat of punishment a credible threat, then

the prisoner’s dilemma can be avoided. Rasmu

sen notes that reputation can be important in a

variety of repeated games such as duopoly

(where the strategies are to maintain the current

price or cut the price), employer–worker rela

tions (where the worker chooses to work hard or

slack off), product qual ity under imperfect

information (where the firm chooses to pro

duce a high quality product or a low quality

product), and entry deterrence (where the

incumbent firm may retaliate aggressively or

accommodate an entrant; see accommoda

t ion ).

See also adverse selection; signaling
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producer surplus

Robert E. McAuliffe

Producer surplus is the difference between the

total revenue received by the producers of a

product and the minimum amount they would

require to produce and sell the product. Since

the supply curve measures the minimum price

required by suppliers to produce and sell the

product, any amount they receive above that

minimum price would be the producers’ sur

plus. Thus the area above the market supply

curve and below the market price measures the

producer surplus in that market.

Producer surplus occurs because some factors

of production are more productive than others,

such as fertile land in agriculture or a prime

location in a city. If these resources are more

productive over time, they are more valuable to

the owners and should command a higher

market price, which is an economic rent (see
rents ). Since these resources have a higher

value, if the firm’s managers properly accounted

for the opportunity cost of these resources, the

firm’s costs would be higher (see opportun

ity costs ). Firms cannot earn economic

prof it in the long run when the industry is

perfectly competitive, but they can earn eco

nomic rents (see compet it ion ; perfect

compet it ion ).

Producer surplus also plays a role in welfare

analysis. Social welfare is frequently defined

by economists as the gains from exchange and

194 producer surplus



production by consumers and producers. Maxi

mizing social welfare then requires maximizing

the sum of producer surplus and consumer

surplus . One of the significant achievements

of modern welfare economics was the demon

stration that perfectly competitive markets in

general equil ibr ium can, in principle, maxi

mize social welfare (Bator, 1957; Baumol, 1977;

see Pareto opt imal allocat ion ).
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product attributes model

Kent A. Jones

Developed by Kelvin Lancaster (1971), the

product attributes model sets out to explain con

sumer behavior as a process of choosing bundles

of product characteristics or attributes inherent

in goods and services, rather than simply choos

ing bundles of goods or services themselves. The

basic assumption of the model is that the con

sumer’s choice is based on maximizing utility

from the product attributes subject to a budget

constra int (see util ity max imizat ion ).

The model is particularly useful in analyzing

differentiated product markets, in which specific

products that are subst itutes for each other

are distinguished by their embodiment of a spe

cific set of characteristics.

For purposes of exposition, a two

dimensional graph reveals the model’s main fea

tures (see Douglas, 1992, for textbook treatment

and examples), and links it to the traditional

budget constraint and indifference curve analy

sis of consumer behavior (see ind ifference

curves ). Figure 1 shows three specific prod

ucts, each offering a specific amount of attribute

X and attribute Y in constant proportions. Each

unit of product A contains Xa of attribute X and

Ya of attribute Y, for example. Similarly, each

unit of products B and C offers the attribute

bundles (Xb, Yb) and (Xc, Yc), respectively.

The attributes could represent calories (X ) and

vitamin content (Y ) for competing brands of

soups, for example. While some attributes can

be measured objectively in this way, it may also

be useful to consider more subjective attributes,

such as ‘‘atmosphere’’ and ‘‘quality of food’’ in

distinguishing among restaurants, for example.

Subjective attributes do, however, imply that the

attribute content of a particular product may be

determined largely by the perceptions of the

individual consumer (see discussion of adver

t i s ing below).

For a given budget constraint and set of prices

for the products, the end points A, B, and C

represent the limits of consumption along each

attribute ray, and the line segment ABC defines

the budget (or efficiency) frontier for the con

sumer. The consumer’s choice is made by maxi

mizing utility, as defined by the consumer’s set

of indifference curves, subject to the budget

constraint. In this model, we interpret the slope

of an indifference curve at a particular point

(marginal rate of subst itution ) as the

rate at which the consumer is willing to trade off

units of attribute Y for an additional unit of

attribute X to remain at constant utility. Thus,

the consumer’s choice is influenced by his or her

preference pattern in attribute space. As shown

in figure 1, this consumer shows a strong prefer

ence for attribute Y and therefore chooses prod

uct A; a strong preference for attribute X would

lead him or her to choose C. In this regard, the

proliferation of differentiated products in a par

ticular market can be explained as the result of

the dispersion of tastes for various attributes

among the population of consumers.

Note that the consumer will spend the entire

budget on a single product A, B, or C if the

highest indifference curve just touches the re

spective end point. If the highest indifference

curve touches a point on the line segment be

tween two attribute ray end points, then the

consumer would choose to split consumption

between the two adjacent products. If the prod

uct’s consumption is indivisible (as in the case

of an automobile or house), then such consump

tion splitting would be impossible, and the
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consumer’s choice would be determined by the

highest indifference curve that touches an end

point (see Douglas, 1992).

The product attributes model also allows an

analysis of strateg ic behav ior by firms and

its effect on consumer choice. A decrease in the

price of a product moves the end point further

out along the ray, for example. Advertising can

change the perception of the product in terms of

attribute content and proportion (length and

slope of the product ray) or the consumer’s tastes

for attributes (shape of individual consumers’

indifference curves). Product positioning strat

egy may focus on opportunities based on ‘‘gaps’’

in the attribute space between rays, or may target

existing products for direct compet it ion .
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product differentiation

Robert E. McAuliffe

When firms in an industry sell products which

are each distinct in the eyes of consumers, those

products are said to be differentiated. Eaton

and Lipsey (1989) suggested that differentiated

products could be any set of closely related

products in consumption and/or production.

The degree of substitution between differen

tiated products varies and depends upon

consumers’ tastes in consumption, their

information about other brands, and upon

Attribute X

A

B

C

Attribute Y

Xa

Xb

Xc

Ya Yb Yc

Figure 1 Product attributes and consumer choice
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economies of scope in production. When

firms produce differentiated products, each firm

acquires some market power and faces a

downward sloping demand curve for its brand

(see demand curves ). If consumers prefer

particular brands relative to others, they have

fewer subst itutes in consumption and so

product differentiation reduces the elast i

c ity of res idual demand for the firm’s

product(s). Caves and Williamson (1985) noted

that product differentiation requires two condi

tions: consumers must believe that differentiated

goods within a product class are close substitutes

for each other (relative to other products outside

that class), and yet consumers must find the

differentiated brands to be imperfect substitutes

so that each firm faces a downward sloping

demand curve. They found that imperfect

information and complex product attributes

(see product attr ibutes model ) com

bined with f ixed costs were sufficient to ex

plain product differentiation in US and

Australian manufacturing industries.

Products may be differentiated horizontally or

vertically. Horizontal differentiation occurs

when consumers have diverse preferences and

do not agree on which product is best. Vertical

differentiation exists when all consumers may

agree which product is best in terms of qual

ity but purchase different brands because of

differences in prices or in their incomes. (See

the entry on quality for more discussion of ver

tical product differentiation.)

Theoretical analysis of product differentiation

in economics has proceeded along two major

lines: spatial or location models (sometimes re

ferred to as address models) and representative

consumer or Chamberlin models. Address

models assume consumers have diverse prefer

ences and that each consumer has a ‘‘most pre

ferred’’ brand which she will purchase. In these

models consumers have preferences defined

over the product attributes which are embodied

in varying proportions in each good (see Lancas

ter, 1966; Archibald, Eaton, and Lipsey, 1986).

In contrast, representative consumer models

assume that consumers prefer diversity and pur

chase each of the differentiated goods offered in

the market (Dixit and Stiglitz, 1977). For

example, people might enjoy eating dinner at

different restaurants so if a new restaurant

opened, it would share the market with the

other establishments in the market. The address

models treat the product space as continuous

and provide insights into firms’ product selec

tion decisions, while in representative consumer

models consumers have preferences for goods

and so the product space is discrete. In represen

tative consumer models each brand competes

against all other brands in the market, whereas

compet it ion between brands is localized in

the address models because any firm will have at

most two competing neighbors on either side in a

one dimensional market (see Archibald et al.,

1986). Since most of the interesting issues con

cerning product differentiation can be illustrated

with address models, the discussion will focus on

that class.

Consider a market one mile in length with N
identical consumers distributed uniformly over

that distance who will purchase one unit of the

good if the total cost of the purchase is less than

their reservat ion pr ice , R, or nothing

otherwise. When consumers must travel from

their location to purchase a product, it is costly

for them. If their transportation costs are linear,

the total purchase cost is given by:

pþ t � y (1)

where p is the price of the good, t is the trans

portation cost per unit of distance, and y is the

‘‘distance’’ between the consumer and the firm.

All else equal, consumers will purchase from the

firm that is closest to them to minimize their

total costs. The transportation cost may reflect

the time and other travel costs required to pur

chase the product (in physical space), or it could

reflect the cost to the consumer of lost total

ut il ity from purchasing a brand which is not

exactly her most preferred brand (in product

characteristics space). All else equal, a consumer

would prefer to buy the brand closest to her ideal

brand.

Where along this route would a firm want to

locate? If the firm wants to be accessible to as

many customers as possible, it should locate at

the center of the market, one half mile from

either end, since this location will minimize the

average transportation cost to consumers in the

market. Now suppose a second firm wants to

enter this market and, for the moment, assume
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that the price of the product in the market is

fixed and will not change. In this case the second

firm would also choose to locate at the center

of the market because this location provides the

firm with the greatest potential market share.

This result led Hotelling (1929) to conclude

that, in the absence of price competition,

market competition will lead to minimal product
differentiation where firms offer virtually identi

cal products to appeal to as many consumers

as possible. Although this result is not always an

equil ibr ium configuration (see Ireland, 1987;

Tirole, 1988, and the sources cited there), it does

explain the lack of diversity in broadcast televi

sion programming, political platforms, and other

cases where price competition does not occur.

If price competition does occur, the firms will

want to increase product differentiation to

reduce the intensity of price competition. To

illustrate, consider two firms, each located at

opposite ends of the mile long market, and

assume that the prices they charge are suffi

ciently low (or that consumer reservation prices,

R, are sufficiently high) so that all consumers

purchase one unit of the product. A consumer at

location y� will be indifferent purchasing from

either firm 1 or firm 2 when the ‘‘full’’ prices

paid are equal:

R� p1 þ t � y� ¼ R� p2 � t � (1� y�) (2)

where p1 is the price charged by firm 1 and p2 is

the price charged by firm 2. This indifferent

consumer at location y� determines the market

share of each firm, which can be found by solv

ing equation (2) above for y�:

y� ¼ (p2 � p1 þ t)

2t
(3)

When the two firms charge identical prices, the

indifferent consumer is at half the distance and

the firms share the market equally. If both firms

have the same constant marginal cost of

production, c, it can be shown (see Tirole,

1988) that the profit maximizing price each

firm will charge is equal to:

p1 ¼ p2 ¼ t þ c (4)

As transportation cost (or, equivalently, product

differentiation) increases, each firm has more

local monopoly power and competes less for

sales, so equilibrium prices will rise. In fact,

firms have incentives to pursue maximal differ

entiation to reduce price competition and will

choose to locate at the extremes of the market

when transportation costs are quadratic (see Tir

ole, 1988).

When firms compete in markets with differ

entiated products, there are forces which tend

to increase the level of differentiation (and may

possibly create a fragmented industry structure;

see fragmented industr ies ), and forces

that work in the opposite direction toward min
imal differentiation. As previously discussed,

firms would prefer to increase differentiation

to avoid price competition, all else equal. But

as Tirole observed, firms will also want to

locate near consumers and this reduces product

differentiation. For example, if consumers were

clustered at the center of the one mile market,

we would expect firms to locate near the center

of the market where the density of consumers

was highest. This means that if consumers’

tastes are not very different, the brands offered

in the market should not be very different

either. Another force reducing differentiation

is positive external it ie s between firms

which cause them to cluster together. These

externalities arise when the costs of supplying

firms in the industry fall when they share a

common geographic location or when resources

are more easily acquired (such as hiring com

puter professionals from nearby universities or

competitors). Or, if firms share a geographic

location, such as a shopping mall, they can

reduce consumer search costs and raise

their total demand even if price competition is

intensified. Finally, Tirole notes that firms will

tend to cluster when there is no price competi

tion. It should also be noted that the amount of

product differentiation supplied by a free

market is unlikely to be the optimal level: un

regulated markets may create too much or too

little product variety (see opt imal variety ).

For example, in the one mile market described

above, if the two firms choose their locations

and then compete on price, they will choose to

locate at the extremes of the market. However,

since consumer demand is inelastic, the optimal

locations should be those which minimize
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transportation costs at one quarter and three

quarters distance.

Salop (1979) developed a model where firms

were located symmetrically around a circular

market with free entry and would costlessly

relocate when entry occurred. He found that an

increase in the fixed costs of production would

lower the equilibrium number of brands and

would cause prices to fall. If the size of the

market increased or if consumer reservation

prices rose, the equilibrium number of brands

would increase.

Firms may also choose their locations stra

tegically to create barriers to entry in

address models. Eaton and Lipsey (1989) show

that firms could earn positive economic profits

even when entry is ‘‘free’’ (see economic

prof it ), and Schmalensee (1978) argued that

firms in the ready to eat breakfast cereals in

dustry prevented entry through product

prol iferat ion . Both conclusions arise

from strategic product positioning by incum

bent firms. Consider a product space which is

circular to avoid problems with end points (see

Ireland, 1987; Tirole, 1988) and where con

sumers are uniformly distributed around the

circle. If the firms in the industry chose their

locations strategically, they could locate in such

a way that each firm earned economic profits

and yet any firm which tried to enter the indus

try would be unable to cover its fixed costs. For

example, if there are product development costs

which are sunk costs once a firm enters the

industry, then established firms could locate

brands throughout the product space so that

an entrant’s best location would be between

two existing brands. As long as the entrant’s

share of this area is less than its sunk costs,

entry will be deterred, even though established

firms earn economic profits. Schmalensee

argued that there were brand specific sunk

costs of advert i s ing in the ready to eat

breakfast cereals industry and that the estab

lished firms offered so many brands that they

literally crowded the product space and pre

vented entry. Eaton and Lipsey (1989) note

that in these models there may be economic

profits even with free entry, the free entry in

dustry equilibrium will not be unique, product

variety will not be optimal, and monopoly

power may persist as established firms make

strategic decisions to deter entry.
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product life cycle

Laura Power

From a variety of perspectives, researchers have

hypothesized that products are characterized by

patterns of evolution which have been called

product life cycles. In most of these theories,

new products evolve over time from ‘‘young’’

to ‘‘old,’’ and the various stages of the cycle can

be documented, because they are associated with

certain observable characteristics (see Clark,

1985, for descriptions of the nature of the cycles;

see also industry l ife cycle ). Thus, life

cycle theory highlights the importance of prod
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uct, in addition to process, innovation. Product

innovation implies that technology is dispersed

through the introduction of new products,

whereas process innovation implies that technol

ogy is introduced through new production pro

cesses. The continuum of product life cycles,

arising from product innovation, potentially

has implications for patterns of trade,

strateg ic behav ior among firms, and

even marketing strategies.

For example, Vernon (1966) suggests that

international trade patterns are driven by the

fact that new products are ‘‘born’’ in techno

logically superior developed countries, but

when technology becomes standardized, pro

duction moves to less developed countries,

where labor is cheaper. Based on the Schumpe

terian notion of the innovative entrepreneur,

other research investigates product life cycles

in the context of strategic competit ion and

innovation among firms. Recent marketing

research simply tries to document the exis

tence of product cycles using the implied ob

servable characteristics of product cycle

models. In practical terms, the existence of

these product cycles can have implications for

the speed at which manufacturers get new

products on the market, the available recovery

period for R&D, and the decision to innovate

versus imitate. See Klepper (1992) for a full

description and bibliography concerning prod

uct life cycles.
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product proliferation

Robert E. McAuliffe

When firms compete through product dif

ferent iat ion , incumbent firms have incen

tives to offer many brands and ‘‘crowd the

shelf.’’ In 1972, the US ready to eat breakfast

cereal manufacturers were charged with anti

trust violations by the Federal Trade Commis

sion. Among the charges was the claim that the

cereal producers conspired to prevent entry

through product proliferation. The alleged strat

egy of the cereal producers was to introduce a

large number of brands to fill the market in such

a way that existing brands could earn eco

nomic prof it and yet new entrants would

not be able to enter the industry.

Schmalensee (1978) developed a theoretical

model which showed how a product proliferation

strategymight succeed. Scherer (1979) estimated

the costs of introducing new cereal brands and

compared those costs with the benefits to con

sumers of these brands to determine if the

number of brands was excessive. He found that

the benefits from the new brands were less than

the costs and therefore the number of brands was

not efficient (see optimal var iety ).
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product variety

Kostas Axarloglou

Product variety is the number of variants in a

family of products with similar characteristics,

usually referred to as brands or models of the

product. Product varieties can differ from each

other in terms either of qual ity or of other
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characteristics unrelated to quality (see prod

uct differentiat ion ).

As Eaton and Lipsey (1989) observed, there

are several stylized facts associated with product

variety:

. Many industries offer a large number of

similar but differentiated products.

. The number of different varieties offered in

the market is a small subset of the set of all

possible varieties.

. In most industries, companies produce more

than one variety of the same product.

. Each consumer purchases only a small subset

of the available varieties in the market.

. Consumers appear to have different prefer

ences, since they consume different varieties,

and this cannot be explained solely by differ

ences in their income.

The degree of product variety is determined by

the interaction of consumers, firms (cost of

production), and the market structure .

Economists model consumer choice either

through a representative consumer, who is as

sumed to have unlimited preference for different

brands of the same product, or through many

consumers, where each has a most preferred or

‘‘ideal’’ brand to consume. Companies offer

product variety in order to increase their market

share and revenues, but their costs of production

also increase because of additional f ixed costs

associated with each brand and a more limited

market which prevents firms from fully realizing

economies of scale . Product varieties can

also be used strategically to deter entry of

competitors and protect market shares (see bar

r iers to entry ; product prol ifer

at ion ). Finally, market structure influences

the degree of product variety in the market. In

oligopolies and monopolistically competitive

markets, companies introduce product varieties

to compete with other firms (see monopol i s

t ic compet it ion ; oligopoly ).

Overall, product variety will be greater

. the lower the fixed cost of introducing a

variety in the market, since a new variety is

more profitable the lower its fixed costs;

. the larger the market for the family of prod

ucts in consideration, since large markets

result in more revenues which can support

the fixed costs of introducing more products;

. the weaker the degree of substitution be

tween the different brands in the group,

since the availability of subst itutes in

creases the price elast ic ity of market

demand and lowers price markups (and

profit margins; see markup pr ic ing ).

Product variety is also a significant component in

international trade. Countries with similar struc

tures may engage in trade in similar industries

(intra industry trade), since they produce and

trade different varieties in the same family of

products (see Kierzkowski, 1989). This is be

cause consumers demand product variety owing

to differences in tastes, but firms prefer to pro

duce few varieties (all else equal) when there are

economies of scale. Therefore, countries may

trade in different product varieties to satisfy con

sumers’ preferences while allowing companies to

take advantage of economies of scale.

Product variety appears to have some impact

on the long run growth of economies (see Sto

key, 1988; Grossman and Helpman, 1991).

Finally, the amount of product variety in the

market may be influenced by the business

cycle, increasing during economic booms and

decreasing during economic recessions. Conse

quently, firms are willing to adjust their pricing

policies appropriately in response to these fluc

tuations in product variety over time (see Axar

loglou, 1993).
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production functions

Robert E. McAuliffe

The production function for a firm shows the

maximum output which can be produced with

specific levels of inputs, given the available tech

nology. If the firm’s output is denoted by q, and

the inputs in production are capital, K, labor, L,

and other inputs, R, then the production func

tion can be written as:

q ¼ F(K,L,R)

where the function F(.) relates the levels of

inputs to the level of output. Production func

tions have several properties (see Baumol, 1977).

The first property is that the production func

tion must exhibit dimin i sh ing returns .

This means that if additional units of an input

(such as labor) are added to production, holding

the other inputs in production constant, eventu

ally the increases in output will diminish (see

law of var iable proportions ).

Another important property of production

functions is returns to scale (or economies

of scale ). The issue here is the effect on

output from increasing the amounts of all the

inputs in production. For example, if all inputs

in production are doubled, will output double or

rise by a different amount? If doubling all inputs

causes output to double, then there are con

stant returns to scale . If doubling all

inputs causes output to more than double, then

there are increasing returns to scale. Finally, if

doubling all inputs in production causes output

to rise by less than double, there are decreasing

returns to scale.

Production functions are also characterized by

the degree of substitution between inputs in

production. Some technologies require that

inputs are used in fixed proportions, so that

additional labor input cannot substitute for less

capital input, for instance. The isoquant curves

show the different combinations of inputs that

are possible while keeping the output level con

stant (see i soquant i socost curves ).

Normally, as the price rises for one input in

production, firms will use less of that input and

will substitute other inputs for the more expen

sive input.
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profit maximization

Gilbert Becker

Although the goal of profit maximization is not

always consistent with that of sales (revenue)

maximization and other goals that firms may

have (see object ive of the f irm ), profit

maximization is generally identified as one of

the primary goals of most businesses. Since the

level of profit is measured as the total rev

enue of the firm minus its total costs ,

profit maximization requires locating the level

of output at which the difference between these

two measures is a maximum. This level of

output can be found by using marginal analysis

where the marginal revenue from one add

itional unit sold is compared with the mar

ginal cost of its production. The general

rule for profit maximization requires that man

agers find that level of output where marginal

revenue and marginal cost are equal, since at this

level of output no extra profits could be earned

by increasing or decreasing production. At

output levels where the marginal revenue from

an additional unit to be sold exceeds the cost of

its production, additional profits can be made by

increasing the level of output. Similarly, if the

marginal cost of the last unit already produced

exceeded the additional revenue received from

its sale, the marginal profit from that unit would

be negative and its production and sale would
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have reduced total profits. In this case, the firm’s

output level should be decreased as this would

increase total profits.

This method is universally applicable to firms

regardless of the basic market structure in which

they compete (see bas ic market struc

tures ). Competitive firms, having no control

over price, and monopolists, wherein manage

ment supply decisions may significantly influ

ence price, may both use this technique to assure

the highest level of profits possible. In addition,

many alternative applications of this method

may be used. For example, managers of retail

shops who are considering extending their daily

store hours or opening for business on weekends

need to examine the marginal revenues and mar

ginal costs of these additional hours to assure

that the profit maximizing number of hours are

chosen. Similarly, with respect to hiring deci

sions, choosing the optimal (profit maximizing)

number of workers to hire requires the examin

ation of the marginal gains and costs of add

itional workers.

See also economic profit; marginal product
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property rights

Laurence S. Moss

According to Armen Alchian, ‘‘a property right

is a socially enforced right to select uses of an

economic good.’’ Lawyers think of property as

‘‘bundles’’ of separate property rights that can be

bought and sold, leased, mortgaged, and par

tially divided. In recent years the Coase the

orem has encouraged economists to think about

property more along the lines of the legal profes

sion and thereby abandon or substantially

modify older notions about production as com

bining factors of production (labor, capital,

and land) into output. All property rights

systems are valuable to decision makers when

they are clearly defined and made secure with

the assistance of infrastructures consisting of

registrars, notaries, accountants, attorneys, sher

iffs, and judges.

Property can take a myriad of forms in

modern business situations, and combinations

of property in the form of a business corporation

can be represented by shares of common stock or

can be held in a trust in the form of trust shares.

New combinations and new legal forms are con

ceivable as what Warren Samuels called

the ‘‘legal economic nexus’’ undergoes change.

From the business point of view, property func

tions much as any typical business asset does

(e.g., a machine) and its value is linked to the

discounted present value of its expected

future flow of net benefits.

Well defined property combinations, espe

ciallywhen owned by themodern limited liability

corporation, have permitted the accumulation of

vast amounts of financial capital from individuals

who otherwise would not find it acceptable to

hold their wealth in this way. By these institu

tional expedients, experimentation with new

technologies and the creation of new business

forms has resulted in the blossoming of new

products and services that have become the

hallmark of private property market systems.

The existence of property rights helps avoid

disputes, especially about incompatible uses of

economic goods, such as with air and water

rights. Property rights can provide incentives

to others to mitigate the situation that originally

led to the conflict about planned uses. When

property rights help mitigate disputes and align

incentives, we speak of the ‘‘efficiency enhan

cing’’ effects of property rights structures. For

example, consider a small restaurant serving

‘‘fresh’’ fish to the public. The restaurant may

impose side effects (negative external it ie s )

on its neighbors such as odors. Furthermore, the

neighbors may protest and demand that the local

licensing authorities shut it down. If the author

ities were to make it clear to the neighbors that

the restaurateur does indeed have an inviolable

‘‘property right’’ to sell cooked fish dinners at

this location, then the neighbors are free to ne

gotiate, perhaps to purchase that restaurant or,

more creatively, give the owners a monthly cash

stipend provided that he does not cook fish on
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certain days and/or between certain hours. Over

time the neighbors may find it more economical

to subsidize a better venting system for the

restaurant or provide air conditioners to their

homes, thereby eliminating the odors altogether.

According to Ronald Coase, Harold Demsetz,

and other members of the law and economics

school, such transactions, once property rights

have been clearly defined and unhesitatingly

enforced, will help maximize the value of output

and thereby make the markets more efficient (see
eff ic iency ). In such cases the existence of

clearly defined property rights is a precondition

for the emergence of markets and the market

processes associated with their presence.

As the market systems evolve, new forms of

property emerge, often with the assistance of

government but sometimes without. Some prop

erty rights consist mostly of some person’s

promise to perform some act or acts at a future

date. Buying and selling other people’s prom

ises, which was once restricted primarily to the

banking and financial sector, has now expanded

to create novel forms of property and new areas

of entrepreneurial venturing. And so businesses

are sold but always subject to conditions estab

lished by government agencies such as Federal,

State, local officials, and the courts. The buyer

will not tender the purchase price for, say, a

restaurant, until the appropriate government

agency has promised to issue a special license

and that he also obtain the ‘‘air rights’’ from the

adjacent neighbor’s property. In recent years,

managers in different nations can avoid the

risks of credit market conditions worsening and

currency values falling by exchanging ‘‘swap

promises,’’ and an army of financial intermedi

aries has emerged to facilitate these trades.

When one person’s promise is made under cer

tain conditions, then secondary markets may

emerge in which these promises are salable,

thereby creating new forms of property and

offering entrepreneurs new venturing opportun

ities. These opportunities include the creation of

more valuable asset combinations and incentives

to speculate about their future value.

Socialist economists raise poignant questions

as to what should or should not be subject to

one person’s exclusive dominion and control.

Human beings have a moral claim to be regarded

as more than mere bundles of property rights.

Exploring such insights, David P. Ellerman

objected to well entrenched factory systems in

which workers sell their ‘‘labor services’’ to the

owners of property for a predetermined price

(wages and salaries) and where the owners of

property contrive to keep the results of that

labor activity along with any profits and/or cap

ital gains. Ellerman suggested that it is more

consonant with western standards of morality

and the meaning of language itself to have labor

hire property and sell the outputs for their own

account. In this way the traditional ‘‘employer–

employee relation would have to be replaced by a

system where each is self employed and this is

the parallel of political self determination in

democracy.’’ To the extent that such radical

thinking leads to a modification of customs,

norms, and finally the legal system itself, the

market system will assume a new shape and

evolve in new directions.

One practical result of Ellerman’s thinking is

that modern managers may in the future become

the agents of teams of employees who will need

to find ways to protect their personal assets

against the downside risks of business failure

and tort liability. Under Ellerman’s model, busi

ness organizations and factory establishments

will become more in the nature of massive tool

and equipment rental operations. The workers

become the lessees and the factory owners re

ceive fixed prenegotiated rental prices. Regard

less of how basic business institutions evolve and

are restructured in the next millennium, it is

reasonable to suppose that entrepreneurial ven

turing will continue to flourish even in a worker

style, capital using economy because the search

for new combinations of property and their pur

chase and sale remain indelible features of any

market system.
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public goods problem

Lidija Polutnik

Public goods have two properties that differen

tiate them from private goods. First, they are

nonrival in consumption: once the good is pro

vided, the additional resource cost of another

person consuming the good is zero. In other

words, these goods are used and not consumed.

Second, public goods are nonexclusive: the con

sumption of a good is nonexcludable when it is

either very costly or impossible to prevent others

from consuming the good. Some examples of

goods with this property are national defense,

exploration of outer space, a television program,

and street lighting. However, the definition of a

public good is not absolute; it depends on market

conditions, the state of technology, and legal

arrangements. For example, highway availability

during rush hour traffic becomes rival in con

sumption and each driver creates a negative ex

ternality (see externalit i e s ). It is often

possible to exclude consumers from consuming

some public goods, e.g., cable television.

Since public goods can be consumed by more

than one consumer at the same time, the market

demand for a public good is defined as the verti

cal summation of the demand curves of every

consumer of a public good. Samuelson (1954)

derived formal conditions for the efficient pro

vision of public goods. If public goods are pro

vided by private companies, then their level of

production will be suboptimal and correspond

ingly the incentives for overuse are greater. A

free rider problem occurs since consumers

cannot be excluded from the consumption of a

public good, and they may try to avoid paying for

their consumption of this good. In addition, it is

difficult to determine the true market demand

for public goods. At least since Samuelson, it has

been known that financing schemes such as

those proposals where an individual’s tax is set

equal to his marginal benefit provide perverse

incentives for consumers to misrepresent their

preferences. Consumers are reluctant to reveal

high demand for public goods because they fear

they will have to pay a higher tax. Schemes that

are immune to such misrepresentations (in cer

tain circumstances) have been developed in

recent years (Clarke, 1971; Groves and Loeb,

1975).

The public goods problem can also be im

proved upon by changing, assigning, or creating

property rights . When property rights are

secure and tradable and transactions costs

are low, the Coase theorem suggests that

people will trade rights until the new pattern of

ownership is efficient. For example, if everyone

is allowed to fish in a particular area, then no one

has property rights to the fish until they are

caught. When property rights are unclear,

markets are inefficient, and in the case of fisher

ies, substantial overfishing occurs. Uncon

strained private fishing ignores the social costs

of a smaller fish population in the future and

fishermen make decisions with respect to their

private benefits and costs of fishing today. The

problem could be improved upon by giving ex

clusive fishing rights to one group in the fishery.

In that case, the group would take into account

the effect of current fishing on the future popu

lation of fish to avoid overfishing (also called the

tragedy of the commons). This problem also

arises in companies when individuals or depart

ments have free access to a ‘‘common’’ resource,

such as a secretarial pool or a copy machine. No

one has an incentive to avoid overloading the

pool (machine), so secretaries (and the machine)

become overworked and the quality of service

declines.
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quality

Robert E. McAuliffe

Variations in product quality introduce several

issues concerning the performance of markets.

When consumers cannot determine the level of

quality of a good before purchase, their imper

fect information can cause a ‘‘lemons

problem’’ where the market breaks down. This

problem arises because, without additional in

formation, consumers expect a low level of qual

ity and ultimately only low quality sellers will

remain in the market (see lemons market ).

Quality improvement has been viewed in three

different ways in the literature (Levhari and

Peles, 1973; Beath and Katsoulacos, 1991).

First, quality increases may increase the demand

for the product (such as advert i s ing expend

itures and other promotional expenses). The

second approach considers quality as a perfect

substitute for quantity. In these models, con

sumers value the total level of services provided

by the good (such as the total hours of light pro

vided by a light bulb) and consider one 2 year

light bulb as a perfect substitute for two 1 year

light bulbs. Finally, quality has been treated as an

increase in the durability of a product.

Socially Optimal Quality Levels

Will free markets provide the socially optimal

level of quality? In the case of the single product

monopoly (where only one level of quality

can be selected), the answer depends on how

the marginal consumer in the market values

quality. The socially optimal level of quality in

a market is determined by consumers’ willing

ness to pay for a quality increase on average.

Therefore, an increase in quality is efficient if

consumers in the market, on average, value that

increase enough to pay the cost of providing it.

However, for a profit maximizing monopolist

the question is not whether on average con

sumers are willing to pay for an increase in

quality, but whether the marginal consumer is

willing to make that payment. So the level of

quality in the market may be too high or too low

depending on the marginal consumer’s willing

ness to pay for quality (see Tirole, 1988).

When firms compete in a market and can

choose different levels of quality (there is vertical
product differentiation), firms have incentives to

avoid price compet it ion by choosing differ

ent quality levels. Thus when consumers in the

market all rank the high quality product above a

low quality product, but differ in their willing

ness to pay for high quality, firms will try to

differentiate their products as much as possible

(see product different iat ion ). If one

firm has positioned itself as the high quality

producer, then the next entrant will produce a

low quality product to avoid price competition,

as long as consumer preferences are sufficiently

diverse (see Tirole, 1988). This incentive tends

to create too much product differentiation in the

market.

When quality is a perfect substitute for quan

tity, will the level of quality provided in the

market vary under different market structures

(see market structure )? Since a monopolist

is protected from competition, it had been

thought that the level of product quality would

be lower under monopoly than under perfect

compet it ion (Schmalensee, 1970; Beath and

Katsoulacos, 1991). But Swan (1970) found that

a monopolist would provide the same level of

quality (measured as durability) as perfectly

competitive firms if there are constant

returns to scale in production and when

consumers are perfectly willing to substitute

quality (durability) for quantity. Under these



conditions, market structure does not affect the

level of quality, although the result does not hold

under different cost conditions or consumer

preferences (see Liebowitz, 1982).

Optimum Durability and Planned

Obsolescence

An interesting problem arises when a monopolist

produces a durable good that lasts for several

periods because once the product is sold, the

monopolist faces competition in subsequent

periods from its past production in the resale

market. In addition, the monopolist is tempted

to pursue intertemporal pr ice d i scr imin

at ion by charging a high price to the early

buyers who most want the product in the initial

periods, then lowering the price in later periods

to sell to consumers who value the product less.

Since consumers expect the monopolist to dec

rease price in later periods (because that is its

profit maximizing choice), they are less willing

to pay a high price today. Given this, Coase

(1972) conjectured that monopoly profits

would decrease as the length of time between

price adjustments decreased, and this limits

monopoly power. To avoid this problem, a mon

opolist would prefer to lease a product rather

than sell it, and when this is possible, the mon

opolist will choose the socially optimal level of

durability (see Tirole, 1988). But when the mon

opolist cannot lease the product, it has incentives

to plan obsolescence and decrease the durability

of the good. This occurs because demand in the

current period will be higher if fewer units of last

period’s production can be used this period (see

Bulow, 1986; Tirole, 1988).
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R2

Theofanis Tsoulouhas

R2 denotes the coefficient of determination in

l inear regress ion . The coefficient of deter

mination is a measure of the goodness of fit of a

regression to the data. The coefficient shows the

proportion of the sample variation of the

dependent variable that is explained by the re

gression of the dependent variable on the inde

pendent variables. For instance, an R2 of 0.87

implies that the regression explains 87 percent of

the variation in the dependent variable. In the

context of a multiple regression, i.e., a regression

with more than one independent variable, the

coefficient is often called the ‘‘coefficient of

multiple determination.’’ Algebraically, R2 is

the ratio of the regression sum of squares (de

noted by RSS) to the total sum of squares (de

noted by TSS), i.e.,

R2 ¼ RSS

TSS
; RSS ¼

X
(ŶYi � �YY )2;

and TSS ¼
X

(Yi � �YY )2

where RSS is the variation of the estimated

values of the dependent variable, TSS is the

sample var iance of the dependent variable,

and �YY is the sample (arithmetic) mean of the

dependent variable. Therefore, the variation in a

variable is the sum of the squared deviations of

the variable from its mean. Note that all summa

tions are over the observations i ¼ 1, 2, . . . , T ,

where T is the sample size. Because

TSS ¼ RSSþ ESS, where

ESS ¼
Xn

i 1

n̂n2
i

denotes the error sum of squares (which is the

sum of the squared residuals of the regression),

an alternative formula for R2 is

R2 ¼ 1� ESS

TSS

R2 is a unit free measure and, by construction,

its value is between 0 and 1. The closer R2 is to 1,

the better the explanatory power of the regres

sion.

Although R2 is a valuable measure of the

goodness of fit, it requires careful use for a

number of reasons. First, R2 does not account

for the ‘‘degrees of freedom’’ of the analysis,

where the degrees of freedom are defined as the

sample size used in the regression (denoted here

by T) minus the number of independent vari

ables in the regression (denoted by K) and minus

1 for the regression intercept (if included). As a

result:

1 R2 increases, or at least it does not decrease,

even if variables which conceptually should

not affect the dependent variable are in

cluded in the regression;

2 when the sample size is not large enough

compared to the number of independent

variables, then R2 is likely to be high even

when the independent variables are not

strongly related to the dependent variable.

In addition, a high R2 does not by itself imply

that the regression model has been correctly

specified (in the sense that no irrelevant vari

ables have been included in the regression, and

no relevant variables have been omitted). For

instance, a regression with t ime ser ies data

that exhibit significant upward growth may

have a high R2 even though some important



explanatory variables have been omitted from

the regression. Third, the interpretation of R2

becomes difficult when the regression has no

intercept. The reason is that without an inter

cept, the R2 may not lie within the 0 to 1 range.

One way to correct some of the problems with

R2 is to modify the coefficient by adjusting for

the degrees of freedom. The ‘‘adjusted’’ or ‘‘cor

rected’’ coefficient of determination, typically

denoted by a ‘‘bar’’ on top of R2, does just that.

The adjusted coefficient is given by

�RR2 ¼ 1� ESS=(T � K � 1)

TSS=(T � 1)

where T � K � 1 is the number of degrees of

freedom. Note that R2 is always larger than or

equal to the adjusted R2, and also that the

adjusted R2 may even take negative values.
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real income

Robert E. McAuliffe

A consumer’s real income is what that consumer

can buy and it reflects that consumer’s purchas

ing power or command over resources. Since

inflat ion erodes the purchasing power of

any amount of income, it is necessary to adjust

nominal income (or current dollar) figures for

inflation to obtain real, inflation adjusted

income figures to determine the consumer’s pur

chasing power. If the consumer pr ice index

(CPI) reasonably measures changes in the cost

of living for consumers in a given market, then

the CPI can be used to adjust consumer income

figures. Since the demand for many products is

affected by changes in real income, adjusting

nominal income figures for inflation can be im

portant for forecasts and pricing decisions (see

Douglas, 1992).

When the price of a product changes, it affects

demand through the income effect and the

subst itut ion effect . The income effect

reflects the change in the consumer’s real income

after the price change and will be stronger the

greater the proportion of the consumer’s income

spent on the product. For example, a 10 percent

price increase in the price of soda will have a

negligible income effect, but a 10 percent in

crease in the price of housing will generate a

significant income effect (see Shughart, Chap

pell, and Cottle, 1994; Keat and Young, 2002).
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real prices

Robert E. McAuliffe

According to economic theory, the decisions

made by consumers and firms are based on real

or relative prices. The real price of a good is its

cost in terms of other products: how much a

consumer must sacrifice in other goods to obtain

this product. To calculate real prices in dollars it

is necessary to adjust for inflat ion using

some deflator such as the consumer pr ice

index (CPI) or the producer price index. Div

iding the current price by the appropriate defla

tor provides a measure of the real cost of the

good in constant purchasing power base year

dollars. Such a calculation shows managers the

real impact on consumers of a given change in

the price of the product (see Douglas, 1992).
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rent seeking

Kent A. Jones

Broadly defined, rent seeking is an attempt by

the owner or potential owner of an asset to secure

excess returns on the asset by investing resources

in influencing public policy. Krueger (1974) de

veloped this concept originally in terms of the

efforts by firms to capture monopoly profits

by acquiring government issued licenses on

quotas that grant exclusive access to a market.

One can extend this idea to the owner of a factor

of production whose price is affected by govern

ment intervention in the market for the factor

itself or for the final product in which the factor

is an input. Bhagwati (1982) developed the

broader definition of rent seeking to include

what he termed ‘‘directly unproductive profit

seeking (DUP) activities.’’ To the extent that

public policy can affect prices for assets or final

products, the rent seeker has a strong incentive

to invest resources to influence policy decisions

in an attempt to alter market driven prices or

access to the market in his favor.

The problem of rent seeking stems from the

general asymmetry in welfare effects of public

policy: the benefits of government market inter

vention tend to be concentrated on small groups

of identifiable beneficiaries, while its costs tend

to be spread more thinly across the population.

Trade policy provides the most salient examples

of rent seeking in modern economies. Since a

tariff or import quota can reduce import com

pet it ion and allow domestic producers to

raise prices and increase the returns on cap

ital , labor, or other factors of production, for

example, firms and workers in a domestic

import competing industry are often motivated

to lobby in favor of the trade restriction. In

contrast, consumers, whose collective losses

from the trade restriction are greater than the

gains of the protected industry, are much more

difficult to organize for the purposes of a coun

ter lobby.

If the government restricts trade through a

quota arrangement, further opportunities for

rent seeking arise as individuals invest resources

to try to secure control over the quota rights,

which give the holder the ability to raise the

price of the imported product and thereby cap

ture the scarcity premium associated with the

trade restriction. Other examples include efforts

by firms to acquire exclusive government issued

monopoly rights over an existing product and

the expansion of productive capacity by firms in

order to qualify for increased government allo

cations of inputs. In general, most government

regulation of markets tends to create rent seek

ing activity in the broader sense.

Rent seeking has social costs, since it tends

to dissipate above market returns in the process

of competition to get them (Friedman, 1990:

476). Firms and individuals who can benefit

from changes in government policies are often

willing to divert real resources toward influen

cing policy makers. The opportunity

costs of such activities include not only the

explicit financial outlays associated with lob

bying (which presumably have their next best

alternative use in market driven productive ac

tivities by the individual or firm), but also the

implicit value of time and effort diverted

from the ‘‘normal’’ activities of market partici

pants toward the acquisition of political influ

ence. Theoretically, the entire amount of

excess returns associated with the government

policy could be dissipated by rent seeking activ

ity. This consideration suggests that the social

cost of government regulation should include a

measure of the wasted resources due to rent

seeking.

See also deadweight loss; monopoly
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rents

Lidija Polutnik

Economic rents are defined as payments to entre

preneurs and owners of resources which are over

and above the resource’s opportunity cost (see
opportunity costs ). For example, an eco

nomic rent is a portion of payment in excess of

the minimum amount of profit necessary for a

firm to enter a particular industry or a worker to

accept a particular job. These excess payments

are called economic rents because of the analogy

to land rents: a given piece of land is fixed in

supply, and whatever rent is received for it is by

its nature a surplus over what is needed to keep

the land in use. Often economic rents exist be

cause of legal restrictions on entry into the

industry. For example, the number of taxicab

licenses and liquor licenses is often fixed by

law, thus restricting entry to the industry and

creating monopoly profits (economic rents).

Occupational licensing laws which restrict labor

supply and thereby increase the market wage also

confer economic rents to licensees. In addition,

economic profits which may appear to exist in

perfectly competitive markets in the long run

may actually be economic rents (see economic

prof it ; perfect compet it ion ).

The existence of economic rents may lead to

profit seeking and to rent seeking behavior

(Brickley, Smith, and Zimmerman, 2000; see
rent seek ing ). Entrepreneurs and owners of

resources are selfishly motivated to reallocate

their resources and find opportunities to put

themselves in positions in which they would

earn economic rents. Profit seekers are induced

to enter the particular industry as a result of the

existence of profits as well as to reallocate their

scarce productive resources to their most highly

valued uses. As a result of these decisions, output

expands, prices decline, and in the long run eco

nomic profits are competed away and society’s

welfare is improved. However, rent seeking

refers to the firms who tend to spend money

and exert effort to acquire and maintain the mon

opoly position or claims to resources that are in

fixed supplies. In this case resources may be used

in an unproductive way from the society’s point

of view and its welfare may worsen.

Quasi rents are defined as short run

economic rents earned by the firm’s fixed

productive resources. Perfectly competitive

firms in the short run are willing to produce as

long as price is larger than average var iable

costs . The difference between the price and

average variable cost is called quasi rent because

it is similar to an economic rent in the short run,

but not in the long run. Whereas economic rents

are defined in terms of decisions to enter a job or

an industry, quasi rents are defined in terms of a

decision to ex it (Milgrom and Roberts, 1992).

These quasi rents are commonly created by

costs associated with changing businesses, jobs,

or careers, such as the cost of moving or specific

on the job training. These costs cannot be re

covered by the worker who chooses to change

jobs because specialized human capital has been

developed which cannot be used in another com

pany. Quasi rents represent a normal return on

past investments and can continue to exist in

long term relationships given a proper contract

design (see contracts ).
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reservation price

Robert E. McAuliffe

A consumer’s reservation price is the highest

price that the consumer would be willing to pay

to purchase one unit of a product rather than

forgo the purchase. On the supply side of the

market, the reservation price would reflect the

minimum acceptable price at which a supplier

would be willing to sell the product or service.

The difference between the price a consumer

pays for a product and the reservation price is

the consumer surplus for that consumer,

while the difference between the price received

by the supplier and its reservation price is

the producer surplus . Normally demand
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functions measure the maximum quantity con

sumers will purchase at a specific price (see
demand funct ion ), but as Friedman (1976)

has observed, this interpretation depends on the

alternatives available to consumers. For example,

conventional demand curves assume con

sumers are able to buy the specified quantity or

less at the given price. However, the demand

curve and the corresponding consumers’ reserva

tion prices will be different (and more likely

higher) if the choice is to purchase the specified

amount or none. Similarly, the reservation price

for suppliers will be different (and more likely

lower) if the purchase offer is an all or nothing

bid.
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residual demand

Robert E. McAuliffe

The residual demand curve is the individual

firm’s demand curve which is that portion of

market demand that is not supplied by other

firms in the market. Thus it is the market

demand funct ion minus the quantity sup

plied by other firms at each price. If market

demand is D(p) and the supply of other firms is

So(p), then the residual demand for firm i is:

Di( p) ¼ D( p)� So( p) (1)

The relationship between residual demand and

market demand can also be expressed in terms of

elasticities (see elast ic ity ). For example, if

there are n firms in an industry which are all

identical, then the elasticity of residual demand

facing firm i can be expressed as:

ei ¼ ep � n� eso � (n� 1) (2)

where ep is the price elasticity of market demand,

and eso is the elasticity of supply of the other

firms in the market, which will be positive (see

Carlton and Perloff, 2000). As one might expect,

the elasticity of residual demand facing a single

firm is much higher than the elasticity of

demand for the market, so a single firm will

find its demand very sensitive to price changes.

In addition, an individual firm’s elasticity of

demand will be higher (in absolute value) the

greater the elasticity of supply of rival firms in

the market, since there will be more substitutes

available to firm i’s customers when this supply

elasticity is high.

When only one firm serves the market

(n ¼ 1), the firm is a monopoly and the

firm’s demand is the same as market demand.

For a dominant f irm facing a number of

small price taking competitors, the elasticity of

residual demand is

ed ¼
Q

Q d

� ep �
Q o

Q d

� eso (3)

where ed is the elasticity of residual demand for

the dominant firm, Q d is the output of the

dominant firm, Q is industry output (which is

the sum of the output produced by the dominant

firm and its rivals), and Q o is the output of the

other smaller firms in the market. Here, the

market power of the dominant firm falls

the higher the elasticity of supply of the other

firms in the market, and this forces the dominant

firm to choose a lower price. The dominant firm

will also have less market power the smaller the

proportion of industry output it produces.
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risk aversion

Roger Tutterow

Decisions involving risk are modeled as lotteries

consisting of a set of possible outcomes and a

probability distribution across these outcomes.
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In this environment, optimal decisions depend

not only upon the outcomes and their associated

probabilities, but also upon a decision maker’s

attitude toward risk. An agent is said to be risk

averse if he prefers the expected value of a

lottery to the lottery itself.

For example, consider a simple lottery of flip

ping a coin for which one receives $20 if the coin

turns up ‘‘heads’’ and $0 if the coin is a ‘‘tails.’’

The mathematical expectation or expected value

of this lottery is $10. Facing a choice between the

coin flip or accepting $10 with perfect certainty,

a risk averse agent will strictly prefer the certain

$10. In fact, a risk averse agent will accept some

amount less than $10 rather than accepting the

coin flip. The amount with which the agent is

indifferent to the lottery is the certainty

equivalent of the lottery.

In contrast, an agent who strictly prefers the

coin flip to the certain $10 is said to be risk

preferring. A decision maker who is indifferent

between the two prospects is said to demonstrate

ri sk neutrality .

The primary framework for the analysis of

choices involving risk is the expected utility hy

pothesis associated with von Neumann and

Morgenstern (1944). In their theory, if an agent

meets certain rationality axioms, then his prefer

ences over outcomes may be characterized by a

continuous utility function. Then, an agent will

evaluate lotteries in terms of expected utility

rather than expected value. If an agent is risk

averse, his utility function will be concave in

income. In contrast, risk preferring and risk

neutral agents have utility functions which are

convex and linear, respectively.

Since attitude toward risk is subjective, it is

not surprising that agents may differ in the

degree of risk aversion. Since risk averse agents

have concave utility functions, one might expect

the curvature of the utility function to relate to

the degree of risk aversion. Following Arrow

(1971) and Pratt (1964), risk aversion may be

measured by the following coefficient of absolute

risk aversion:

ARA ¼ �u00=u0 (1)

where u00 is the second derivative of the utility

function with respect to income and u0 is the first

derivative. This coefficient is a measure of the

concavity of the utility function that is scaled to

be invariant to linear transformation of the util

ity function. Friedman and Savage (1948) argue

that individuals may be risk averse over some

ranges of wealth while risk preferring over other

ranges. Empirical evidence suggests that most

individuals become less risk averse as their

income increases.

Risk aversion has a crucial role in the theory of

both insurance and financial securities markets.

Insurance markets exist so that risk averse

agents may spread their risk among market par

ticipants. That insurance purchasers are willing

to pay premiums in excess of the expected value

of their losses demonstrates their risk aversion.

In financial markets, investors require a higher

return from risky securities. The latter example

shows that risk aversion does not imply that an

individual will not accept risky propositions, but

rather that he or she will require additional com

pensation to do so.
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risk neutrality

Roger Tutterow

In choices involving risk, optimal decisions

depend upon the set of possible outcomes, the

probability of their occurrence, and the decision

maker’s attitude toward risk. A decision maker

is said to be ‘‘risk neutral’’ if he evaluates deci

sions in terms of the expected value of the

outcomes. For a risk neutral agent, the expected

value and certa inty equivalent of a lot

tery are equal.
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There is little reason to expect that an indi

vidual should display risk neutrality. However,

Arrow and Lind (1970) showed that if returns on

an investment are spread over a large population

and are distributed independently of any aggre

gate risk, then one may evaluate the investment

as if risk neutral. A variant of this risk spreading

argument is frequently used to defend risk neu

trality in firms owned by a large number of

stockholders .
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risk premium

Roger Tutterow

In the theory of choice under risk, a risk premium

is defined as the difference between the

expected value and the certainty

equivalent of a lottery. One may consider

the risk premium as the compensation necessary

to entice a risk averse agent to accept a risky

proposition. Pratt (1964) demonstrated that for

‘‘small’’ gambles, the riskpremiumisproportion

ate to the variance of the outcomes, the pro

portion varyingwith the decision maker’s degree

of r i sk avers ion . Further, it can be shown

that the more risk averse the agent, the larger the

risk premium associated with a given lottery.

In financial markets, risk premiums exist as

the additional return necessary to entice invest

ors to accept risky investments. In debt markets,

yields include premiums for default and inter

est rate risk. The returns on equity securities

include a premium for uncertainty about re

sidual cash flows (see cash flow ).
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search costs

Robert E. McAuliffe

These are the costs incurred by consumers as

they try to find those products which best satisfy

their needs. Search costs include the time spent

looking for a product, finding the best price, and

the costs of purchasing brands which failed to

meet the consumer’s expectations. These costs

will be higher the greater consumers’ real

income (because the opportunity cost of lost

time is higher; see opportunity costs ), the

more dispersed prices are in the market (because

more effort would be required to find the best

price), the more geographically dispersed sellers

are in the market, and the less information con

sumers have initially.

Since search costs may reduce sales, institu

tions exist in markets to reduce those costs to

potential buyers. Shopping malls reduce search

costs by providing a central location for con

sumers to find sellers, firms may reduce search

costs through advert i s ing expenditures, es

tablishing reputations for qual ity or provid

ing free samples to consumers. Consumers also

receive information from independent sources

such as Consumer Reports and Underwriters’

Laboratories that help to overcome imperfect

information in the market.

See also search goods; transactions costs
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search goods

Robert E. McAuliffe

Search goods are those products whose

qual ity can be determined by inspection

before purchase. The distinction between search

goods and exper i ence goods was developed

by Nelson (1970, 1974), who suggested that ad

verti s ing played an important role in provid

ing information to consumers in markets where

information may be imperfect (see imperfect

information ). Since consumers can verify

the truthfulness of advertising claims for search

goods before purchasing the product, Nelson

suggested that the information provided by ad

vertising for search goods was more likely to be

truthful. In addition, the content of advertising

messages for search goods was likely to be more

factual and direct than for experience goods, and

this implied that search goods would be more

heavily advertised in the print media (news

papers and magazines) rather than in broadcast

media, and that local media outlets would be

used in greater proportion than national media

outlets since local media would provide more

directly relevant information to consumers.

Nelson found that his classification of prod

ucts into search and experience categories

allowed him to explain differences in advertis

ing–sales ratios between products and in the

media used by different products. Ehrlich and

Fisher (1982) extended the model of advertising



in the market for information and weighed the

costs and benefits of different methods of pro

viding information to the market. For example,

the potential buyers of producer goods tend to be

small in number, very knowledgeable, and bene

fit more from information provided through

trade shows and salespeople. But the potential

buyers of consumer products are more numer

ous, less knowledgeable, and more heteroge

neous, so broadcast media may be the most

cost effective means to provide information to

this audience. Since information can be effi

ciently supplied through a variety of channels

in the producer goods industries, Ehrlich and

Fisher also predicted that advertising for these

products would be less intensive than for con

sumer goods.
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Sherman Act

Gilbert Becker

The Sherman Act of 1890 is the first major US

antitrust law (see Clayton Act ; Federal

Trade Commiss ion Act ). Written in an

era of increasing industrialization, the Sherman

Act was in part an effort to quell the attempts to

increase market power and the conse

quences arising therefrom. Section 1 of the Act

proscribes ‘‘Every contract, combination in the

form of trust or otherwise, or conspiracy, in

restraint of trade or commerce’’ (see Stelzer,

1986: 594–8 for a more complete statement of

this Statute). Although debate continues as to

the meaning of this phrase, managers should be

aware of certain definitive interpretations which

the courts have consistently maintained. The

first is that horizontal price fixing, i.e., any

agreement between rival firms to coordinate

prices, is in violation of the Act. Beginning

with US v. Trenton Potteries Company in 1927,

the court has strictly held the position that price

fixing is per se illegal, meaning that the behavior

is in and of itself a violation of the law. Thus,

defenses of the fairness of the fixed prices, the

need for price fixing during an economically

unstable period for the industry, and other argu

ments have consistently been struck down. The

court has insisted that market forces shall deter

mine what constitutes reasonable prices.

Evidence of illegal price fixing includes

sharing price lists, discussing prices through

trade associations, and more recently s ignal

ing price information through computer net

works, as was alleged to have occurred in the

airline industry. Controversy still exists con

cerning pricing in oligopoly markets where

differing forms of pr ice leadersh ip are

common and where conscious awareness of par

allel pricing behavior among rivals is often

routine. The difficulty herein lies with the

recognition that quite often a firm has no choice

but to follow a parallel pricing strategy – in

reaction, for example, to a rival’s price decrease

– in order to avoid losses. Thus, what may

appear to be a conspiracy is not necessarily one.

To date the courts have typically required hard

evidence beyond parallel pricing in order to infer

a price fixing conspiracy.

Resale price maintenance, sometimes known

as vertical price fixing, is an entirely different

pricing agreement whereby a manufacturer es

tablishes minimum prices at which retailers can

resell its products. Prior to 1975 this type of

price fixing was exempt from the Sherman Act.

Allowing the institution of a minimum resale

price was seen as a method to protect small

retailers from the growth of large discount

outlets which would otherwise have been able

to offer lower prices than their smaller rivals.

With the repeal of the laws protecting resale

price maintenance, vertical price fixing currently

is illegal, perhaps to the benefit of consumers

who are able to find lower prices.

Enforcement of the Sherman Act concerning

vertical price fixing has varied in the past two

decades. During the 1980s the federal govern

ment showed little interest in initiating cases

against vertical price fixers. In 1995 though, a

case was brought against Reebok International
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Corporation, concerning the resale of its athletic

footwear. Reebok agreed in a consent decree to

not impose required minimum prices on retail

ers, nor to threaten retailers with termination of

the supply of its footwear in instances where the

retailer does not conform to the manufacturer’s

suggested minimum resale price. Thus, man

agers should be aware that a manufacturer’s

policy of identifying a resale price is not illegal

as long as it is merely suggested and not imposed

upon the retailer as a condition of the contractual

agreement.

In addition to horizontal price fixing, market

sharing agreements among rivals have also been

proscribed by the courts in their interpretation

of Section 1 of the Sherman Act. These arrange

ments, whereby would be rivals agree to serve

only certain customers, or avoid each other’s

geographic territories, are also per se illegal.

This type of activity is often a significant com

ponent of the behavior of cartels , which are

also illegal under US antitrust law.

Section 2 of the Sherman Act indicates that

‘‘Every person who shall monopolize, or attempt

to monopolize, or combine or conspire . . . to

monopolize any part of the trade or commerce’’

is in violation of the law. Here again managers

should be aware of several important and long

standing interpretations of this Section by the

US courts. First, the law identifies the act of

monopolizing, rather than the mere existence of

monopoly , as being proscribed. Beginning

perhaps with the 1914 case of US v. Standard
Oil Company of New Jersey, the Supreme Court

has recognized and maintained this distinction.

In that case, the court found that the firm had

intended by its actions to dominate the market

by driving out existing competitors from the

industry. By contrast, the court also indicated

in that case that the achievement of a monopoly

position through pro competitive business prac

tices such as the production of a superior

product would not be a violation of the law.

Moreover, monopolizing also includes anticom

petitive acts designed to maintain a monopoly

position once it has been achieved, in part by

excluding other potential competitors. This is a

central finding in the recent Mi crosoft

ant itrust case .

Second, the courts have indicated that having

a pure monopoly position (i.e., a 100 percent

market share) is not a necessary requirement

for finding a violation. The trusts in the major

early cases involving the oil and tobacco indus

tries were found to have approximately 90 per

cent market shares. In the 1945 case of US v.

ALCOA, the firm was found to be in violation of

Section 2 even though, by some measures, it

held only 60 percent of the market. By contrast,

the US Steel Corporation in 1920 held slightly

more than 50 percent of the national market, but

was considered by the courts not to have

achieved sufficient market power, and in part

for this reason was found not to be in violation

of the law.

A third important interpretation also evolved

from the US Steel case. The court made clear

the distinction between the absolute size of a

firm and its size relative to the market. It

held that absolute size does not necessarily

convey market power and thus is not by itself

an offense.

As a result, the courts appear to have created a

two part test for establishing a violation of

Section 2 of the Act. First, prima facie evidence

of the existence of market power through

holding a significant share of the relevant

market (seemingly in excess of 60 percent)

must be present. Second, evidence of anticom

petitive attempts to monopolize must be demon

strated.

The Sherman Act has recently fallen under

sharp criticism concerning its ability to generate

appropriate results in the ‘‘new economy’’ of the

twenty first century. Critics, especially those

defending Microsoft Corporation in its current

antitrust lawsuits, argue that new economic con

cepts such as network externalit i e s pre

sent challenges to the logic and appropriateness

of the two part test which has long been a stand

ard in Section 2 cases.

See also antitrust policy (US); antitrust remedies
(US); Microsoft antitrust case: remedies
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short run

Robert E. McAuliffe

The short run is defined as that period of time

during which at least one input in production is

fixed and cannot be changed. Frequently cap

ital , such as plant and equipment, is treated as

fixed in the short run while labor and materials

are considered to be variable, but long term

labor contracts or unions may make some

labor costs fixed. Given that at least one input is

fixed in the short run, dimin i sh ing returns

will apply to production.

As Stigler (1966) and De Alessi (1967) have

noted, the language distinguishing the short

run from the long run is ambiguous. For very

short periods of time, all factors of production

are fixed. For slightly longer periods of time,

all factors of production are variable if no ex

pense were spared. De Alessi argues that firms

will adjust different inputs in the ‘‘short run’’

depending on the relative costs and benefits of

a particular change given the production tech

nologies available. The costs of adjusting

factors of production should be higher the

shorter the time interval under consideration,

and for some inputs those costs will increase

much more rapidly than for others. Therefore

it may be more appropriate to think of the

short run as the period of time when the firm

chooses not to adjust some factors of produc

tion because it would significantly raise the

costs of those factors relative to the expected

benefits.
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short run cost curves

Robert E. McAuliffe

The short run is defined as that period of

time during which at least one input in produc

tion is fixed and cannot be changed. Frequently

cap ital , such as plant and equipment, is

treated as fixed in the short run while labor and

materials are considered to be variable, but long

term labor contracts or unions may make

some labor costs fixed as well. Given that at

least one input is fixed in the short run, dimin

i sh ing returns will apply to production.

Following convention and to simplify the dis

cussion, consider a firm using only two inputs in

production where capital will be treated as the

fixed factor of production and labor will be con

sidered variable. This means that in the short

run, the amount of capital the firm has available

cannot be altered from its fixed level K0 and the

short run production function (see produc

t ion funct ions ) for the firm is then:

q ¼ F(L, K0) (1)

where q is the quantity of output produced and L
is the quantity of labor employed. Total produc

tion costs for the firm will be equal to the wage

rate (w) times the amount of labor employed

(assuming labor can be hired at a constant

wage) plus the fixed amount of capital times

the economic cost of capital (r). Total costs are

then:

TC ¼ w� Lþ r �K0 (2)

The first term on the right hand side of equation

(2) is the total labor cost for the firm and these

are the firm’s total variable costs in this example

(see total var iable cost ). The second term

on the right is the firm’s economic cost of capital,

which is a fixed cost and does not vary with

output (see f ixed costs ). The firm’s short

run cost curves can then be derived by observing

the changes in total costs (or the changes in total

variable costs) as output changes. Since capital

inputs are fixed in the short run, the firm must

adjust labor inputs to change output, and the

output which will be produced is determined

by the production function in equation (1)

above. In this example, total variable costs are

just the labor costs in equation (2) above, so
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marginal costs (see marginal cost ) are then

equal to

MC ¼ DTVC

Dq
¼ w� DL

Dq
¼ w� DL

Dq

� �

¼ w

MPL

(3)

where DTVC is the change in total variable

costs, Dq is the change in output, and the term

in braces on the right is the inverse of the mar

ginal product of labor (MPL). The mar

ginal cost curve is the slope of the total variable

cost curve at different output levels and since the

wage rate is assumed to be constant, marginal

costs will vary with changes in the marginal

product of labor. Variable and marginal costs

will be zero if no labor is hired and no output is

produced. If one worker were hired, the variable

and marginal costs of producing the first few

units of output would be high (because the mar

ginal product of a single worker would be low),

but as additional workers are hired, the marginal

product of labor increases, which causes mar

ginal costs to decrease. Eventually, the marginal

product of labor will reach a maximum value

which, in this example, corresponds to the min

imum value of the marginal cost curve. After this

(point A in figure 1), the marginal product of

labor decreases and the marginal cost of produc

tion increases.

The corresponding short run average cost

curves can also be derived from the underlying

production function and prices of inputs (equa

tions (1) and (2) above). There are three short

run average cost curves: average total costs

(SRATC), average variable costs (SRAVC),

and average fixed costs (SRAFC). These average

cost curves are given by:

SRATC ¼ TC

q
¼ (w� Lþ r � K0)

q
(4)

SRAVC ¼ TVC

q
¼ w� L

q
(5)

SRAFC ¼ TFC

q
¼ r � K0

q
(6)

where TC is the firm’s total costs in equation (1)

above (including the opportunity cost of capital;

see opportunity costs ), TVC the firm’s

total variable costs, and TFC the total fixed

costs of the firm. Of these average cost curves,

average fixed cost is the least important in eco

nomics because fixed costs do not affect short

run decisions. The short run marginal, average,

and average variable cost curves are depicted in

figure 1.

The marginal cost curve intersects both aver

age cost curves at their respective minimum

points (B and C), and as marginal costs continue

to increase, the average cost curves rise but at a

slower rate. As long as the marginal cost curve

lies below the average variable and average total

cost curves, the average cost curves must be

falling because the cost of producing the last

unit (the marginal cost) is less than the average

cost of all the preceding units produced, and this

pulls the average cost curves down. Similarly,

SRMC

A
B

C

SRAC

SRAVC

Output

Costs

Figure 1 Short run cost curves
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when the marginal cost curve lies above the

average variable and average total cost curves, it

pulls them up since the cost of the last unit

exceeds the average of the previous units pro

duced and adding any number to an average

which exceeds the average must force the aver

age value to rise.

The average variable cost curve plays a role in

short run decisions because the firm does not

have to incur these costs and can choose to

produce no output. Therefore, if the price the

firm will receive for its output is too low, the

revenues earned will not cover the firm’s vari

able costs and the firm should shut down and

produce nothing. Since fixed costs must be paid

whether or not the firm produces output, these

costs should have no effect on a manager’s deci

sion to produce in the current period. But the

firm must pay variable costs only when output is

produced, and if those variable costs cannot be

paid from the revenues generated from produc

tion, there is no reason to incur them. If the

revenues can cover variable costs, then any add

itional earnings can be applied to fixed costs and

reduce the firm’s short run losses. A perfectly

competitive firm will maximize profits (see per

fect compet it ion; prof it maximiza

t ion ) by producing output where price equals

marginal cost for those points where marginal

cost lies above the short run average variable cost

curve (the marginal cost curve above point B in

figure 1).

Theoretically, the average total cost curve,

ATC, serves as a benchmark to predict industry

trends. As mentioned above, the ATC curve

includes the opportunity cost of capital, which

is the normal, risk adjusted rate of return that

could be earned if the firm’s capital were

employed in its next best use. When the firm’s

total revenue exceeds its total costs

(which include the normal return on capital),

the firm is earning an economic prof it .

This occurs when the price of the product

(which is average revenue) lies above the ATC

curve at the firm’s profit maximizing output

level. Therefore, when the product’s price lies

above the ATC curve, firms can earn higher

returns in this industry than elsewhere and, if

there are no barriers to entry , entry

should occur in the long run. Similarly, if the

price is below the firm’s ATC curve, firms in

this industry are earning less than they could

earn elsewhere and there should be ex it from

this industry in the long run.

Unfortunately, as Stigler (1966) and Fried

man (1976) have observed, average total costs

(which include the opportunity cost of capital)

will change as industry demand changes. For

example, an increased demand will cause profits

to rise and increases the value of the firm’s

assets. Or a firm might have access to better

resources or a better location which lower its

costs of production and allow the firm to enjoy

a return apparently above the normal competi

tive rate. However, in both cases these resources

could be sold for a capital gain and this is an

opportunity cost to the firm. Therefore, if the

firm valued its assets at this higher (market)

value, its true long run average costs would be

higher and its rate of return would be lower (see
rents ). What appear to be above normal

profits may occur because of the failure to prop

erly capitalize the value of the firm’s assets.
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signaling

Lidija Polutnik

When information is not readily available indi

viduals can take the initiative to produce signals

that reveal their attributes. Spence (1974) pro

vided a systematic explanation of investment in

education as a means of signaling productivity to

the market. Suppose there are two types of

workers: high ability workers whose marginal

product of labor is 2 and low ability workers

whose marginal product of labor is 1. Workers

may invest in education or a degree at positive

cost but, by assumption, education does not
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increase on the job productivity. If information

about each individual’s productivity were avail

able to the employer, workers would be paid their

respective marginal product . When there

is asymmetr ic information , where em

ployers do not know their prospective workers’

marginal products and workers do, the employer

pays everyone the same wage. That wage would

be equal to the expected productivity of a ran

domly chosen worker. High ability workers in

pursuit of higher wages would want to signal

employers about their greater productivity.

Also, employers would benefit from such a

signal by selecting more productive workers

and avoiding the cost of hiring and training

workers who may potentially be fired. Education

might be a credible signal if high ability workers

can complete education with less effort (lower

cost) than low ability workers. If education is

used as a signal of differentiating high ability

workers from low ability workers, employers

and employees benefit from this information;

however, in this model there is no other benefit

from public spending on education. Even when

there is a positive relationship between workers’

productivity and spending on education, we find

some overinvestment in education (Milgrom and

Roberts, 1992).

Signaling has been used to explain a variety of

other strategic decisions (Riley, 2001). The qual

ity of the product that is known to the producer

but not to the potential customer can be signaled

by using price, advert i s ing , guarantees or

warranties, and so on. For example, a high qual

ity producer may use a low price or uninforma

tive advertising to signal high quality if his cost

of using this signal is lower than that of a low

quality producer (Nelson, 1974). Milgrom and

Roberts (1982) show that when a firm that is

entering the market does not know the costs of

the established firm in the market, the estab

lished firm may be able to deter entry by

charging a lower price because the reduced

price signals to potential entrants that the costs

of the established firm are so low that as entry

occurs the entrant will experience a loss (see
limit pr ic ing ). Milgrom and Roberts (1986)

show that for goods that are purchased often,

both price and advertising could be employed to

provide signals to consumers. For these goods,

high quality firms have an incentive to set a low

price expecting to earn profits on future pur

chases. On the other hand, durable goods should

enter the market at a high price and as Bagwell

and Riordan (1991) show, the price should de

crease with time as information about the quality

of the good spreads. In financial markets man

agers have significantly more information about

their company’s performance and prospects than

their investors. Signaling has been employed to

analyze financial decisions which have the ability

to influence what investors believe about the

firm’s prospects. For example, Ross (1977)

showed that a choice of a company to increase

its debt–equity ratio provided a signal for invest

ors that its equity shares were more valuable.

See also adverse selection; firm financial struc
ture
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simultaneous equations bias

Robert E. McAuliffe

This refers to the bias from using l inear re

gress ion to estimate the parameters of an

equation that is part of a system of simultaneous
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equations. For example, when market prices and

quantities sold are determined by both supply

and demand, direct estimates of the demand or

supply curves by linear regression will be biased

because one of the basic assumptions regarding

the error terms in regress ion is violated.

To see this, consider the supply and demand

for any good below:

Qd
t ¼ a1 þ a2P þ edt (1)

Q s
t ¼ b1 þ b2P þ est (2)

Qd
t ¼ Qs

t (3)

where Q is the quantity supplied or demanded, P
is the price of the product, and the eit are random

disturbances to demand and supply. Equations

(1)–(3) are referred to as structural equations
which reflect specific features of the market.

These equations are mutually dependent so

random variations in demand or supply will

cause random variations in price. But if demand

is randomly high (or low) in a given period, the

price will be higher (lower) in that period as well,

and this means there is a correlation between one

of the right hand variables in the regression

(price) and the error term which biases linear

regression estimates. The same problem occurs

with estimates of the supply curve or with esti

mates of any simultaneous relationship where

variables on the right hand side of the regression

are not exogenous.

To see why the estimates from linear regres

sion are biased, substitute (1) and (2) into (3)

above and solve for price:

P ¼ (b1 þ est � a1 � edt )
b2 � a2

(4)

The linear regression estimator for the slope of

the demand curve, a2, aL
2 , is calculated as:

aL
2 ¼

cov(Qd , P)

var(P)
(5)

where cov(Qd , P) is the covar iance between

the quantity demanded and price, and var(P) is

the variance of the price data. For the linear

regression estimator to be unbiased, there must

be no correlation (or covariance) between the

right hand variables in the regression (P in this

example) and the error term, edt . To check this

assumption, take the covariance of the demand

curve (equation (1) above) with respect to P.

This yields:

cov(Qd , P) ¼ a2var(P)þ cov(P, edt ) (6)

Dividing both sides by the variance of P and

solving for a2 provides the linear regression esti

mator of a2:

aL
2 ¼

cov(Qd , P)

var(P)
� cov(P, edt )

var(P)
(7)

The first term on the right in equation (7) is the

correct estimator of a2 but the second term,

which represents the covariance between the

error term and the price variable, must be zero

for the linear regression estimator to be un

biased. Since the solution for price in equation

(4) shows that variations in the error term will

cause variations in price, the covariance between

P and edt will not be zero as needed, and thus the

estimator is biased. The degree to which the

linear regression estimator is biased will depend

on the size of the covariance between price and

the error term, the last term in equation (7).

There are several methods for obtaining un

biased estimators of the parameters in simultan

eous equations systems (Greene, 2002; Maddala,

2001; see est imat ing demand ), but it is im

portant for researchers to know that linear re

gression methods cannot be used in general to

estimate demand or supply equations directly.
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standard deviation

Robert E. McAuliffe

The standard deviation of a random variable is

the square root of its var iance and it measures

dispersion around the expected value , or
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mean of that random variable. For a discrete

random variable, X, which has specific outcomes

denoted by Xi and where the probability distri

bution of the values of X is given by f (x), then

the standard deviation of X, s, is calculated as

s ¼
X

f (x)� (Xi � E(X) )2
q

(1)

where E(X ) is the expected value of the random

variable, X, and S denotes the summation over

all possible values of X. Each squared deviation

of the outcome, Xi, from the expected value,

E(X), is weighted by its probability, f (x).
A manager who wishes to calculate the stand

ard deviation for a sample of T observations

would estimate the standard deviation using

s ¼
X 1

T � 1
� (Xi � �XX)2

r
(2)

where �XX is the sample mean. Note that the

squared deviations are divided by T � 1 and

not by T because a degree of freedom has been

lost. Some of the sample information has already

been used to calculate the sample mean, and

given this calculation only T � 1 of the observa

tions are independent (see Maddala, 2001;

Greene, 2002). Most numerical software pro

grams and spreadsheets will calculate the sample

standard deviation for a set of observations.

Since more risk is associated with greater dis

persion in the possible outcomes, the standard

deviation can be used as a measure of risk. The

coeff ic ient of var iat ion , one measure of

risk per dollar of expected return, uses the stand

ard deviation as a measure of risk. The standard

error of an estimated coefficient can be used for

hypothesis testing to determine if an explanatory

variable in a l inear regress ion has a signifi

cant effect on the dependent variable. Such a

test would be useful to managers who may wish

to determine if a recent change in policy

(advert i s ing , pricing, etc.) had significant

effects on sales, profits, or some other variable

of interest.

See also t statistic
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standard error of estimate

Robert E. McAuliffe

The standard error of estimate (SEE) is the

square root of the variance of the residuals

from a l inear regress ion . This information

is crucial because no standard errors or conf i

dence intervals can be calculated without

it. For a simple linear regression with T observa

tions and one explanatory variable, X, the popu

lation relation between the dependent variable,

Y, and X would be

Yi ¼ b0 þ b1 �Xi þ vi (1)

where the Yi are observations on the dependent
variable, the Xi are observations on the independ
ent or explanatory variable, and the vi are the

population error terms. The population error

terms are assumed to have zero mean and vari

ance s2. Since the true population values of

b0, b1, and vi are not known, they must

be estimated. If b̂0 and b̂1 are the estimators of

the population values, then the estimated re

siduals are given by:

v̂vi ¼ Yi � b̂0 � b̂1 �Xi (2)

The estimator for the population variance, s2, is

s2 and is calculated as:

s2 ¼ 1

T� 2

XT
i 1

v̂v2
i (3)

and the SEE for the regression is simply the

square root of equation (3) above. Note that the

sum of the squared residuals is divided by T � 2

rather than by T because two degrees of freedom

are lost estimating b0 and b1 (see Maddala, 2001;

Greene, 2002). In a multiple regression with T
observations, k explanatory variables, and a con

stant term, the estimated variance in equation (3)

would be divided by T � k� 1.

The SEE is also useful as a guide in forecast

ing. Larger values of the SEE imply larger fore
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casting errors, all else equal, and the SEE can be

compared to the size of the dependent variable to

gauge the likely size of forecast errors.
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standard error of the coefficient

Robert E. McAuliffe

In a linear regress ion this is the estimated

standard error which is used to test hypotheses

regarding the estimated coefficients. In a simple

linear regression with T observations and one

explanatory variable, the population regression

relation is:

Yi ¼ b0 þ b1 �Xi þ vi (1)

where the Yi are observations on the dependent
variable, the Xi are observations on the independ
ent or explanatory variable, and the vi are the

population error terms. It can be shown that

the variance of the ordinary least squares

estimator of b1, b̂1, is

var(b̂1) ¼
s2

P
(Xi � �XX)2

(2)

where s2 is the population variance (see Mad

dala, 2001; Greene, 2002). Since the population

variance is generally unknown, it is replaced by

the estimator, s2, which is calculated as:

s2 ¼ 1

T � 2

XT
i 1

v̂v2
i (3)

(see standard error of est imate ). The

estimated standard error for the coefficient b̂1

is then:

sb̂1 ¼
s2P

(Xi �X)2

s
(4)

This value is reported by most statistical soft

ware programs as part of the standard regression

output, often with the appropriate t statistics

to test the null hypothesis that the coefficient is

not significantly different from zero (see
t stat i st ic ). Note that the standard error

for the coefficient above depends on the esti

mated variance of the error terms, the variance

of the explanatory variable, and the number of

observations corrected for degrees of freedom.

Intuitively this means that an estimated coeffi

cient is more reliable the greater the range (vari

ance) of X values in the sample because the

data have more information. In a multiple re

gression with k explanatory variables, a constant

term, and T observations, the Xs in equation (4)

would be matrices and the sum of squared

residuals in equation (3) would be divided

by T � k� 1 (see Maddala, 2001; Greene,

2002).
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stochastic dominance

Roger Tutterow

Situations involving risk are often modeled as

a probability distribution across a set of possible

outcomes. In this environment, optimal deci

sions depend not only upon the outcomes and

their associated probabilities, but also upon the

decision maker’s attitude toward risk.

Early work on choice under uncertainty

centered upon characterizing agents’ prefer

ences over statistical moments of a probability

distribution. In particular, portfolio theory and

asset valuation models frequently assume pref

erences over the first two moments, mean (see
expected value ; var iance ). Generally,

one distribution is said to be preferred to another

distribution if the former has either the same

mean and lower variance or a higher mean and
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the same variance. Markowitz (1950) is a stand

ard reference on the application of this frame

work to portfolio theory.

While the mean–variance framework is intui

tively appealing, it is generally inconsistent with

the premier theoretical paradigm for choice

under uncertainty – von Neumann and Morgen

stern’s expected utility hypothesis. In expected

utility theory, a rational agent’s preferences over

uncertain outcomes may be represented by a

continuous utility function such that the agent

will evaluate lotteries in terms of expected util

ity. Characterizing an agent’s preference in

terms of mean and variance is only consistent

with expected utility for a few restrictive cases,

those in which the utility function is quadratic or

the outcomes are normally distributed. In con

trast, the stochastic dominance ordering is

always consistent with expected ut il ity

max imizat ion . Further, it incorporates the

entire probability distribution rather than a few

statistical moments.

Let F(z) and G(z) denote two cumulative

distribution functions over the set of outcomes

z. Intuitively, F(z�) denotes the probability of

obtaining an outcome at least as large as z�. Then

we say F(z) first degree stochastic dominates

G(z) if F(z) # G(z) for all z with the inequality

holding strictly for some z. Quirk and Saposnik

(1962) showed that the stochastic dominating

distribution will be preferred by all expected

utility maximizing agents who prefer more

income to less. Thus, first degree stochastic

dominance makes no assumption about the deci

sion maker’s attitude toward risk.

By making further assumptions about the

agent’s preference, the stochastic dominance

ordering may be generalized to higher degrees.

Hadar and Russell (1969) and Hanoch and Levy

(1969) introduced the notion of second degree

stochastic dominance. Formally, F(z) second

degree stochastic dominates G(z) if

ðz

1
F(x)dx#

ðz

1
G(x)dx

for all z with the inequality holding strictly for

some z. Second degree stochastic dominance is

equivalent to expected utility maximization for

all agents with increasing, concave utility func

tions, i.e., those agents who display r i sk aver

s ion .

Stochastic dominance may be extended to an

nth degree ordering. For a review of these ex

tensions as well as the application of stochastic

dominance to financial valuation models, the

reader is referred to Ingersoll (1987) and the

citations contained therein.
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stockholders

John Edmunds and Roberto Bonifaz

Financial resources for the firm come from

lenders and stockholders. Lenders put money

into the firm for stated periods of time, and

require to be paid stipulated amounts of interest.

When the terms of the loan agreement call for

repayment to occur, lenders can legally demand

to be repaid. Stockholders put money into the

firm without any expectation or legal right to be

repaid at any particular time in the future. They

may expect to earn dividends on the money they

invest, but the money is permanently invested in

the business, so stockholders can only realize a

lump sum recovery of their investment by sell

ing their shares to other investors. The firm does

not have a legal obligation to redeem the shares

which the founding stockholders bought at the

time the firm was created. The stockholders,

therefore, are residual claimants on the income
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stream of the firm. Senior claimants are employ

ees, trade creditors, tax authorities, and lenders,

including banks and bondholders. The stock

holders are in the most junior position, and

consequently face the greatest risk of being

wiped out if the firm fails.

Stockholders have control, in theory at least,

over the firm. As long as the firm is in compli

ance with the terms of its agreements with senior

claimants, the stockholders have the right to

name the board of directors, which in turn

names the line managers who run the day to

day affairs of the firm. They can benefit if the

firm is very profitable, or if another firm tries to

buy enough shares to acquire control. At the

same time, however, the interests of the stock

holders may not be the same as those of the

firm’s managers (see pr inc ipal–agent

problem ).

It is important to note that the firm’s man

agers may develop goals distinctly different from

those of the stockholders (because of the princi

pal–agent problem). Herbert Simon (1959) has

emphasized that managers tend to behave in

ways that are ‘‘satisfactory’’ to the stockholders

rather than profit maximizing (see prof it

max imizat ion ). Instead of managers maxi

mizing long run profits, they maximize individ

ual goals subject to the constraint of satisfying

stockholders.

Stockholders can benefit if the firm’s man

agers optimize its cap ital structure, by repur

chasing shares in the market and subsequently

holding them in the treasury, or by borrowing

money and paying a large one time cash divi

dend. Stockholders are also better served by

managers when contracts and managerial

rewards align the managers’ interests with

those of the stockholders. For example, when

managers’ rewards are in the form of stock

options, they have greater incentives to maxi

mize profits and raise the value of their shares,

which is in the stockholders’ interest as well.
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strategic behavior

Robert E. McAuliffe

Firms behave strategically when they engage in

activities intended to change their rivals’ expect

ations. A firm may reduce prices or significantly

increase advert i s ing expenditures when

threatened by entry in an attempt to prevent

entry. If these are cred ible strateg ies ,

then entry may be deterred. In addition, the

firm may establish a reputation for aggressive

behavior to send a signal to other potential en

trants.

A variety of strategic options are available to

firms, such as investing in excess capac ity ,

engaging in research and development, pricing

decisions, product different iat ion ,

qual ity choice, and product prolifer

at ion . When the US Federal Trade Commis

sion charged the ready to eat breakfast cereals

firms with antitrust violations, one of the allega

tions made was that the existing firms intro

duced new brands to prevent entry. By

saturating the market with new brands, there

was no room left for new entry despite the high

profits earned by the existing firms (see Schma

lensee, 1978).
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structure-conduct-performance paradigm

Gilbert Becker

This basic model from the field of industrial

organization economics is used both as a vehicle

for industry analysis and to provide a framework

for public policy discussion. By examining the

three elements of the paradigm as they pertain to

a specific industry, a firm’s managers are better

able to evaluate the competitive nature and pro

cess of that industry. Knowledge of the elements

of market structure such as the condition

of entry into the market and the number of

firms already within, as well as the prevailing

forms of strategic rivalry, is shown by Porter

(1980) and others as being essential to building

a successful long term business strategy. Re

searchers have explored numerous industries in

the manufacturing, retail, service, and other

sectors using this paradigm (see Adams and

Brock, 2001; Deutsch, 1998).

Historically, the paradigm has primarily been

used by economists and public policy officials

for the study of industrial policy questions. Con

siderable controversy has evolved as a result of

the two distinct views which the paradigm sup

ports. The early development of the paradigm

by Bain (1951, 1956) and others presented the

traditional view that market structure was

causally responsible for market conduct and

ultimately for market performance . This

position, known as the structuralist view,

maintains that noncompetitive (e.g., monop

oly and oligopoly ) market structures lead

to undesirable forms of rivalry and poor market

performance relative to their more competitive

counterparts (see monopoli st ic competi

t ion ; perfect compet it ion ). Bain’s

argument that markets having high concen

trat ion indices were environments that

were conducive to price fixing and other forms

of collus ion has come to be called the

concentration collusion hypothesis. In add

ition, the structuralist view holds that high

barr iers to entry foster excess economic

prof it , and that these structural conditions

result in technical inefficiency by producers

and a misallocation of society’s resources (see
eff ic i ency ).

The economic analysis resulting from this

view yields several conclusions that may assist

managers in evaluating a market in which they

wish to compete. First, the level of interdepend

ence in rivals’ conduct is related to the number

of rivals and their size. Pricing strategies are

more interdependent in markets with fewer

rivals and high concentration levels. For

example, in some markets pr ice leadersh ip

may be in effect. Also, price s ignal ing , overt

collusion, and even tacit awareness of acceptable

forms of rivalry are more likely since fewness in

numbers facilitates communication and dimin

ishes cheating on commonly accepted industry

goals. A lack of product different iat ion

and a similarity of cost conditions across rivals

are two other structural conditions that are con

ducive to greater uniformity in pricing strategies

among the rivals. Finally, strategies including

advert i s ing expenditures, brand prolifer

ation (see product prol iferat ion ), control

of shelf space, and the creation of excess industry

capacity have been cited as forms of conduct that

may evolve in highly concentrated industries in

an effort to forestall entry (see l imit pr ic ing ).

Considerable empirical investigation of these

arguments has been performed. Bain (1956)

demonstrated that both high industry concen

tration and high entry barriers were associated

with significantly higher profit rates. Following

Bain, a number of empirical investigations using

l inear regress ion to examine a cross

section of several industries were performed

over the next two decades. A variety of market

concentration indices were examined for their

effect on performance variables such as price–

cost margins and rates of return on owners’

equity. The theoretical underpinning of many

of these studies was fortified by Cowling and

Waterson (1976). Their work showed that

a strong theoretical link exists between the

Herf indahl Hi r schman index (HHI),

which measures industry concentration, and

the Lerner index (L), which measures per

formance. Specifically, it was demonstrated that

L ¼ HHI

epj
��

where ep measures the price elast ic ity of

demand. Weiss (1974), in a summary of over 40

of the early studies, concludes that this evidence

shows support for the concentration–collusion
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hypothesis. Several of these studies also in

cluded measures of barriers to entry arising

from advertising expenditures, cap ital re

quirements, and economies of scale .

These studies found additional support for the

structuralist view. Taken as a whole, the studies

have been used to support antitrust policy (see
ant itrust pol icy (US) ) which calls for

careful scrutiny of monopoly and oligopoly be

havior and governmental action to break up

those industries having highly concentrated

market structures. In addition, the use of hori

zontal merger guidel ines to prevent the

occurrence of increasing concentration has also

been justified by this analysis.

Controversy about the traditional view arises

from a competing version of the paradigm which

argues that the causal linkage between structure,

conduct, and performance is much more com

plex, especially in that market structure is not

exogenously determined. Profitability, tech

nical eff ic i ency , and other market per

formance variables, coupled with business

strategy, can and do alter market structure. At

the center of this view is the efficiency hypoth

esis, which holds that market structure is deter

mined by a competitive process that forces firms

to achieve minimum eff ic ient scale

(MES) in order to survive. As such, minimum

firm size relative to overall market demand dic

tates that some industries be more concentrated

than others if society is to achieve maximum

benefits from cost efficient production.

In one early but important empirical study in

support of this alternative view, Demsetz (1973)

examines the impact of industry concentration

on the profit rates of firms of different sizes. If

the collusion hypothesis were correct, small

firms would also be expected to benefit by

following their larger rivals to the new higher

prices. His findings demonstrated that as indus

try concentration rose, the profit rates for large

firms also tended to rise, but that no such

tendency was exhibited for smaller firms. The

concentration–collusion hypothesis was thus

rejected in favor of the explanation that the

greater profits of the larger firms in concentrated

industries were due to their efficiency.

Numerous measurement problems (see the

entry on market performance) have also led to

criticism of the early studies of the structuralist

view. One problem in particular is that the use of

accounting data to measure profits or the Lerner

index yields flawed estimates of market perform

ance (see accounting prof it ). Moreover,

these earlier studies did not examine the impact

of concentration and barriers on performance in

the long run. Some studies now show that the

high profits of concentrated industries tend to

decline over time. In a broad survey of the more

recent literature, Schmalensee (1989) finds that

the support for the concentration–profits link is

weak. In addition he finds some support for the

efficiency hypothesis in recent studies which

show that concentration is positively related to

various measures of efficient scale.

Some of the recent literature, in the spirit of

the structuralist view, has turned to econometric

modeling of specific industries in an effort to

establish the extent of market power existing in

an industry. These models investigate the effects

of structure and conduct upon prices and other

market outcomes. Bresnahan’s survey (1989) of

this literature concludes that the evidence indi

cates that some concentrated markets hold con

siderable market power. Since other studies have

also shown that industry concentration levels

cannot be fully explained by the existing tech

nology, the controversy between the two views

of the paradigm continues.

See also EU competition policy, 2004; EU merger
guidelines, 2004; EU merger policy, 2004; market
power; merger guidelines, 1992–7
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substitutes

Robert E. McAuliffe

When products or inputs are substitutes, one

may be used instead of the other(s) to satisfy

demand or meet production requirements.

Products which are substitutes in consumption

should have a large, positive cross elasticity of

demand (see cross elast ic it i e s ), where if

the price of butter rises, for example, it causes

an increase in the quantity demanded of margar

ine. Inputs in production may also be substitutes

depending on the technology of production

employed. A rise in the cost of skilled labor

may increase the demand for unskilled labor or

for labor saving machinery if technology per

mits.
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substitution effect

Robert E. McAuliffe

A change in the price of a product affects con

sumer demand through the income effect

and substitution effect. If the price of a product

rises, the real price of the product increases (see
real pr ices ) and the consumer’s budget

constraint is more binding. The increase in

the relative price of butter, for example, will

cause the consumer to substitute other products,

such as margarine, for butter, and the consumer

will move along her indifference curve (if pos

sible) substituting margarine for butter (see in

d ifference curves ). The substitution effect

refers to this movement along the consumer’s

indifference curve. The income effect from the

price change may force the consumer to a new

indifference curve if consumers spend a signifi

cant portion of their income on this good. This

occurs because a price increase reduces the con

sumer’s real income and leaves the consumer

worse off (see Douglas, 1992; Shughart, Chap

pell, and Cottle, 1994).
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sunk costs

Robert E. McAuliffe

Sunk costs are those costs which cannot be re

covered by the firm. As with f ixed costs ,

these costs do not vary with output produced

and, as Tirole (1988) suggests, the differences

between the two are matters of degree. Consider

a firm that rents a machine for $100,000 per

month which has an economic life of 2 years

and costs $2 million to purchase. The $100,000

monthly rental fee is a fixed cost each month to

the firm. Suppose instead that the firm decided

to purchase the machine and, once purchased,

the resale value of the machine was zero. Now

the $2 million purchase price is a sunk cost to the

firm because the asset has no alternative uses (its

opportunity cost is zero; see opportunity

costs ). If the firm could sell the machine for
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$1 million, then the sunk cost would be only $1

million, that portion of the original price which

is not recoverable. The portion of any asset’s

purchase cost which is sunk will depend upon

the resale market for that asset. Assets which are

very specialized and unique to an industry or for

which resale markets do not exist or are ‘‘thin’’

will have a greater percentage of their purchase

cost ‘‘sunk’’ (see asset spec if ic ity ).

Sunk costs play an important role in deter

mining market structure because they

represent a barrier to entry to new firms (see
barr iers to entry ; entry ). Once in

curred, sunk costs should have no effect on the

pricing and output decisions of established firms

and, if necessary, established firms would pro

duce output as long as average var iable

costs were covered. This is not the case for a

potential entrant who must pay these costs to

enter the industry and must expect to cover

them if entry is to succeed. An asymmetry is

thus created between the established firms, for

whom these costs are irrelevant, and potential

entrants, who must include them in the entry

decision. Sunk costs act as a barrier to ex it once

firms are in an industry and may affect the

intensity of compet it ion between established

firms, particularly if the industry is declining (see
decl in ing industry ; industry l ife

cycle ).

Baumol, Panzar, and Willig (1982) argued

that when entry and exit were absolutely free

and costless, the market was perfectly contest

able (see contestable markets ). Free, cost

less entry and exit require that entrants have no

sunk costs (even if there are fixed costs), enab

ling them to quickly enter the industry, under

cut the established firms, and exit before the

incumbents could retaliate. In these markets

the threat of entry would discipline established

firms (even a natural monopolist; see natural

monopoly ) to the point where they earned no

economic prof it . But Weitzman (1983)

argued that there are no purely fixed costs and,

theoretically, economies of scale cannot

exist without sunk costs. Both fixed costs and

sunk costs imply some commitment by the firm

for some period of time. For fixed costs the

commitment lasts for the duration of the

short run , while sunk costs commit the firm

for a longer period of time (see Tirole, 1988). In

replying to their critics, Baumol et al. usefully

distinguished economic sunk costs from techno

logical sunk costs. Although a firm might need a

period of time to physically produce the goods or

services for the market, an entrant could enter

into conditional contracts with buyers and

sell its output before actually producing the

product. In such a case, the entrant would not

incur the sunk costs of production unless enough

contracts were sold and, once sold, the existing

firm(s) would be subject to hit and run entry.

Sutton (1991) extended the notion of sunk

costs by suggesting that there may be endogen

ous sunk costs in an industry in addition to

exogenous sunk costs. He developed a two

stage model where in the first stage, if a firm

chose to enter the industry, it would incur fixed

setup costs to produce output, such as acquiring

a minimum eff ic i ent scale (MES) plant

and incurring advert i s ing and research and

development expenses to establish the prod

uct(s). In the second stage, those firms in the

industry would compete for profits through

price or quantity competition. Sutton con

sidered the fixed costs of acquiring an MES

plant as exogenous sunk costs, while the adver

tising and research and development expend

itures were endogenous sunk costs because

firms could adjust these costs in stage 1 to im

prove their competitive position in stage 2. In

industries where exogenous sunk costs were

most significant, the industry structure would

become less concentrated as the market grew,

but in those industries where endogenous sunk

costs were more important, a concentrated in

dustry structure arose even as market size in

creased. He found that industries with high

concentration and high advertising and research

and development expenditures in one country

were also highly concentrated in other countries.

He attributed this result to a competitive escal

ation of these endogenous sunk expenditures

which kept industry concentration levels high

and prevented entry from having a significant

effect on industry structure.
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survivor principle

Govind Hariharan

In order to determine the ability of any firm in an

industry to successfully compete in the market,

cost functions are typically estimated (see com

pet it ion ; short run cost curves ). How

ever, for quick and easy casual information on

the structure of cost and economies of

scale in an industry, a popular approach is to

look at firms of different scales or sizes over time

to see which sizes survived. If it is observed that

small firms in one industry tended to go out of

business or were taken over while medium and

large firms continued to survive, it leads to the

possibility that in this industry the small firms

had higher per unit costs (see average total

cost ), and hence could not compete with the

medium and large firms. In this example, the

smallest size or scale of operations at which firms

become competitive in this industry and have

the potential to survive is then the medium

sized firm. In order to survive, smaller firms

must either merge or increase their scale of op

eration. Such an analysis based on survival

trends in an industry was made popular by

Nobel economist George Stigler (Stigler,

1958), and is referred to as survivor principle/

analysis. All that is needed for such an analysis is

to break up the firms in an industry into differ

ent size classes and observe which size class or

classes seem to be growing and which are declin

ing. In the physician medical practice industry,

for example, it was found that between 1965 and

1980, practices with one or two physicians had

the largest market share, but their share was

declining throughout the period (Mardel and

Zuckerman, 1985). This suggests that in this

industry small group practices may no longer

be very efficient and one would expect a gradual

movement toward larger sized practices. In an

other study, Blair and Vogel (1978) looked at the

health insurance industry between 1958 and

1973 and observed that the larger sized firms

seemed to be surviving, and hence were likely

to be more efficient. In many of these studies,

including a study on manufacturing (Weiss,

1964), a wide range of sizes was found to be

able to survive, suggesting that a large number

of relatively smaller firms could survive provid

ing some semblance of a competitive market (see
minimum eff ic ient scale ; perfect

compet it ion ).

Bibliography

Blair, R. D. and Vogel, R. J. (1978). A survivor analysis of

commercial health insurers. Journal of Business, 51,

521 30.

Mardel, W. D. and Zuckerman, S. (1985). Competition

and medical groups: A survivor analysis. Journal of

Health Economics, 4, 167.

Stigler, G. J. (1958). The economies of scale. Journal of

Law and Economics, 1, 54 71.

Weiss, L. (1964). The survivor techniques and the extent

of suboptimal capacity. Journal of Political Economy,

72, 246 61.

switching costs

Robert E. McAuliffe

Switching costs occur when a potential con

sumer of a good finds a better product but does

not purchase it because of higher costs that will

arise. For example, if a household purchased a

new car a few months ago and a new and better

model was just announced, it would be unlikely

that the household would purchase the new

model. Switching costs can arise in a variety of

situations – when purchasing software or in

selecting a computer, for example. In any case,

where consumers must invest time and energy to
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buy or use a product, some switching costs will

be incurred.

Typically, switching costs are low and do not

interfere with economic eff ic iency . How

ever, there are potential cases – particularly

regarding purchases of high tech products –

when switching costs could be important and

prevent consumption of the ‘‘better’’ good.

These circumstances were thought to arise

when consumers purchased a newly introduced

good and became locked in to that particular

product (see lock in ). This meant that if a

better product subsequently appeared, con

sumers would not purchase it because of the

value the original product had with users. For a

time this fueled the race on the Internet to be the

first supplier of a given product. It also sug

gested the possibility that existing standards in

the market were not the best – particularly when

there were network externalit i e s .

As subsequent research has shown (see Lie

bowitz and Margolis, 1990, 1995; Leibowitz,

2002), market success is not so easily earned

and those products that succeed do so because

they are better. Despite the intriguing possibil

ity, switching costs have not interfered with

economic efficiency to date.
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synergies

Gilbert Becker

Synergies is a business term used to identify

potential cost savings or other gains resulting

from the simultaneous production of more than

one good or, more commonly, from the combin

ation of two firms through a merger. As such, the

concept is related to economies of scale

and economies of scope and may include

both in its measure, but it is not limited to these

as it is generally not a clearly defined term.

Sirower (1997) developed a model of four

cornerstones necessary to achieving synergies.

These are:

1 a strategic vision for the newly created firm;

2 a mechanism for rewards and decision

making, and for solving corporate culture

differences within the two newly merged

firms;

3 an operating strategy for the new firm to

better compete with its rivals; and

4 the physical integration of sales, research and

development, and other systems.

The improved ability to compete may result

from acquiring access to a preferred distribution

network, or by acquiring products that have

complementary marketing or production needs.

It may also occur as a result of expansion by the

firm to a size needed to achieve minimum ef

f ic ient scale , or by enabling the removal of

excess industry capacity while increasing the

market share of the remaining firm (see excess

capac ity ).

Sirower’s study of major mergers and acquisi

tions during the 1980s cites corporate execu

tives’ predictions of expected synergies as the

rationale offered for the payment of (sometimes

significant) premiums above the prevailing

market price for the acquired firm. Unfortu

nately, his work generates strong empirical evi

dence that in approximately two thirds of

mergers valued at $100 million or more occur

ring during the 1980s, the merger resulted in a

decline in profitability and shareholder value.

Moreover, the size of the losses could be pre

dicted, using l inear regress ion , and was

proportional to the size of the premium offered

by the acquiring firm.

He offers two possible explanations for these

disappointing results. The first is the failure of

management to carefully identify and develop

each of the four cornerstones above. He con

cludes that these conditions often are not met,

and more importantly, have not even been ad

equately examined prior to the merger. Failure

to do so may increase costs in unexpected areas,

or not allow expected cost savings to be achieved.

The second reason involves an examination of
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rivals’ responses to actions taken by the firm.

Here two additional preconditions necessary

for achieving synergies from a proposed merger

are:

1 the acquiring firm must be able to increase

protection of its own markets as a result of

the merger; and

2 the acquiring firm must be more able to

expand into new markets or encroach on

rivals’ markets, without their responses

being as great as they may have been without

the merger.

The lack of either of these conditions may indi

cate that the merger did not generate market

power gains that were sufficient to deter rivals’

potential destruction of any synergies achieved

by the merger.

Evidence by Eckbo (1983), Lichtenberg and

Siegel (1987), and others promotes the claim that

mergers can successfully increase shareholder

value and other measures of market per

formance . The work of Sirower and others

(e.g., Ravenscraft and Scherer, 1987) supports

the caution that careful examination of synergies

is necessary, prior to the merger, to increase the

probability of its success.
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t-statistic

Robert E. McAuliffe

Most statistical software programs report the

t statistic along with other summary information

as part of the routine output from a l inear

regress ion . The t statistic is used for hy

pothesis testing when the true population vari

ance is unknown and is replaced by the estimated

sample variance. For example, suppose a firm

has t ime ser ie s data on its sales and a man

ager wants to determine if there is a significant

relationship between its sales and gross do

mest ic product (GDP). The regression

might be specified as:

salest ¼ b0 þ b1 �GDPt þ nt (1)

where nt is a random error term. If there is no

statistically significant relationship between

sales and GDP, the estimated value for b1 should

be zero. But since b1 is itself a random variable,

even if its true value were zero we would observe

a range of values for b1 around zero. Given that

any estimated value for b1 is not likely to equal

zero exactly, the t statistic is used to determine

whether the estimated value is sufficiently dif

ferent from zero so that random chance is un

likely to be the cause and more likely that the

true relationship is nonzero. For a regression

with T observations, the t statistic is calculated

as:

b1 � m
sb

(2)

where m is the hypothesized value for b1 (the null

hypothesis) and sb is the estimated standard

error of the coeff ic ient for b1, from the

regression. The statistic above has a t distribu

tion with T � 2 degrees of freedom because

sample information has been used to determine

two coefficients, b0 and b1 (see Maddala, 2001;

Greene, 2002). In the example here, the null

hypothesis is that b1 ¼ 0, so the t statistic

would then be

b1

sb
(3)

which is simply the estimated value for the coef

ficient divided by its standard error. If the

sample size is large (more than 30 degrees of

freedom), a 95 percent confidence interval is

approximately b1 plus or minus two standard

deviations (see conf idence intervals ), so

if the value in equation (3) above is greater than 2

in absolute value, then we would reject the null

hypothesis that b1 is equal to zero. In samples

with fewer than 30 observations (or 30 degrees of

freedom), critical values of the t distribution can

be found in statistical tables (see Kmenta, 1997;

Maddala, 2001). For example, if the estimated

value of b1 were 8 and its standard error were 2,

then the value of the t statistic in equation (3)

would be 4. When software programs provide t

statistics as part of their standard regression

output, the calculated values are based on equa

tion (3) above where the null hypothesis is that

the coefficient equals zero.

In the context of a multiple regression, a

degree of freedom is lost for every coefficient

which is estimated, including the constant

term. Therefore if there are T observations, k
explanatory variables, and a constant term, the

test statistic will have T � k� 1 degrees of free

dom.
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technical efficiency

Eduardo Ley

In physics, efficiency is the ratio of useful work

done to total energy expended, and the same

general idea is associated with the term in pro

duction. Economists simply replace ‘‘useful

work’’ by ‘‘outputs’’ and ‘‘energy’’ by ‘‘inputs.’’

Technical efficiency means the adequate use of

the available resources in order to obtain the

maximum product. A productive activity is in

efficient whenever it is possible to reduce the

amount of some of its inputs without reducing

the level of output, or whenever the output can

be increased without using more inputs. Note

that there is no reference to prices in this defin

ition of efficiency, as opposed to allocative or

economic eff ic i ency .

Bibliography
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time-series data

Robert E. McAuliffe

Time series data are defined as information

gathered for specific variables which are ob

served over a period of time. For example, a

firm might have quarterly pricing and sales

data available for 10 years which could be used

to estimate the demand for its product. But a

manager could also estimate demand if the firm

had pricing and sales data available from 40

branches located across the country. The data

in this second example are cross section data and

are obtained by gathering information from dif

ferent locations at the same point in time. It is

also possible to combine cross section and time

series data (a pooled sample) to examine how

demand varied across locations and over time.

Each data source raises different estimation

problems for analysts and requires different

econometric methods.

Since economic theory specifies relationships

between variables holding all else constant (the

ceter i s par ibus assumption), researchers

must be careful to ensure that the l inear re

gress ion is properly specified. For example,

when using time series data, changes in infla

t ion are likely, so variables must be adjusted to

reflect real values. This problem is not likely to

be significant in cross sect ion analys i s .

See also consumer price index; real income; real
prices

Bibliography

Carlton, D. W. and Perloff, J. M. (2000). Modern Indus

trial Organization, 3rd edn. Reading, MA: Addison-

Wesley.

Greene, W. H. (2002). Econometric Analysis, 5th edn.

Upper Saddle River, NJ: Prentice-Hall.

Maddala, G. S. (2001). Introduction to Econometrics, 3rd

edn. New York: John Wiley.

time-series forecasting models

Roger Tutterow

Time series forecasting models are techniques

used to explain changes in economic variables

over time. As with other statistical methods, an

underlying assumption is that the variable being

modeled is stochastic, i.e., it contains a random

component. Since data observations are realized

over time, time series models differ from other

statistical techniques in that the order in which

the data are observed is of primary importance.

Time series models are classified as time

domain or frequency domain models. In a fre

quency domain model, the time series is decom

posed into a sum of its cyclical components. This

method, also known as spectral analysis, is

beyond the scope of this article. For a discussion

of spectral analysis, see Granger and Newbold

(1986) or Hamilton (1994).

If a single variable is to be explained in terms

of its own past values, then the model is said to
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be univariate. For example, a model which fore

casts an interest rate by using only the past values

of the interest rate is a univariate model. In

contrast, multivariate models consider how a set

of variables interacts over time. A model which

explains the relationship between the interest

rate, money supply, and gross domest ic

product (GDP) is a multivariate model.

An important requirement for most time

series models is that the variable under consider

ation follows a stationary process. A process is

said to be weakly stationary if its mean and

variance are constant over time, i.e., they exhibit

no trend. If the process is also normally distrib

uted, then it meets a stricter stationarity condi

tion. While many economic and financial

variables are not stationary, one can usually

transform them into variables which are station

ary. In subsequent discussions, we assume that

the variable being forecast is either stationary or

has been transformed into a stationary process.

The most basic methods for forecasting

t ime ser ie s data are moving average and

exponential smoothing models. These tech

niques range from simple models, in which the

forecast value for a given period is the average of

its past values, to more sophisticated models that

contain error correcting components. The latter

models include various exponential smoothing

methods in which forecasts are corrected for past

forecasting errors.

A second approach to forecasting is time

series decomposition. In this technique, vari

ations in the data are separated into trend, sea

sonal, cyclical, and random components. The

interaction of these components may be either

additive or multiplicative. A time series is de

composed through a series of iterations in which

the individual components are extracted from

the overall series. For example, by calculating a

moving average of length longer than the sea

sonal component, one may separate the trend

and cyclical components from the seasonal and

random components. Similar procedures allow

the remaining individual components to be

identified. Finally, the systematic components

(trend, cyclical, and seasonal) are combined to

generate a forecast.

The selection of an appropriate forecasting

technique requires consideration of data avail

ability as well as time and resource constraints.

Although the methods described above may be

outperformed by more sophisticated models,

they remain popular among managers due to

their intuitive appeal and ease of use. Makrida

kis, Wheelwright, and McGee (1983) provide an

excellent critical survey of these techniques.

Perhaps the most important class of forecast

ing models are autoregressive moving average

(ARMA) models. In ARMA models, the forecast

for a variable is based upon the past values of that

variable, past forecasting errors, and a contem

poraneous error term. By autoregressive, we

mean that the current value of the variable

depends upon its own past observations. For

example, if the current inflat ion rate

depends upon the ‘‘p’’ most recent inflation

rates, then one says that inflation follows an

autoregressive model of order p. Letting xt

denote the inflation rate at time t, this model is

written as:

xt ¼ F1xt 1 þ . . .þFpxt p þ ut (1)

where Fi denotes the autoregressive parameters.

Alternatively, a variable may be generated as

the weighted average of previous random dis

turbances. If the variable is generated by the ‘‘q’’
most recent disturbances, then we say that it

follows a moving average process of order q
and may be written as:

xt ¼ ut � y1ut 1 � . . .� yqut q (2)

where ut 1, . . . , ut q are serially independent

random terms (the error terms have no auto

correlat ion ) and the yi are the moving

average coefficients.

Time series variables may contain both auto

regressive and moving average components. For

example, a variable may follow a process which is

pth order autoregressive and qth order moving

average. This model, denoted ARMA( p,q), is

written as

xt ¼ F1xt 1 þ . . .þFpxt p

þ ut � y1ut 1 � . . .� yqut q

It is common to represent ARMA models with

‘‘backshift’’ or ‘‘lag’’ notation. Define B as the

operator which lags (moves) an observation back
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one period such that Bxt ¼ xt 1. For example, if

xt is the unemployment rate for the current

period, then Bxt denotes the unemployment

rate for last period. In general, Bdxt denotes the

unemployment rate d periods ago. Using back

shift notation, the ARMA( p,q) model may be

rewritten as

xt(1�F1B� . . .�FpB
p)

¼ ut(1� y1B� . . .� yqB
q)

As previously noted, most times series models,

including ARMA models, require that the

underlying process is stationary. While many

economic variables are not stationary, they

often may be transformed into a stationary pro

cess. The most common such transformation is

differencing. Let xt denote the observation on

variable x at time t. Then, xt � xt 1 or xt � Bxt

is then called the first difference of the variable.

Differencing is a particularly useful transform

ation for time series which include a time trend

and thus are nonstationary. In this case, a first

difference is frequently sufficient to remove the

trend. In other cases, it may take repeated differ

encing to obtain a stationary process. Formally,

if one must difference a series ‘‘d times’’ to

render it stationary, then it is written as

xt(1� B)d and the series is said to be integrated

of order d. Thus, the ARMA(p,q) model gener

alizes to an ARIMA(p,d,q) where p, d, and q refer

to the order of the autoregressive component,

the degree of differencing required to make the

process stationary, and the order of the moving

average process, respectively. The ARI

MA( p,d,q) model is written as

xt(1� B)d(1�F1B� . . .�FpB
p)

¼ ut(1� y1B� . . .� yqB
q)

Perhaps the most challenging aspect of using

ARIMA models is the specification of the

model, i.e., the selection of autoregressive, inte

gration, and moving average orders. The most

widely accepted methodology for model specifi

cation is that suggested by Box and Jenkins

(1970).

Following Box and Jenkins, models are de

veloped in three steps: identification, estimation,

and diagnostic testing. During the identification

phase, one inspects the plot of correlation coef

ficients between data observations and their

lagged values. Specifically, one calculates both

the simple and partial correlation coefficients

between xt and xt 1, xt and xt 2, xt and xt 3,

etc. By inspecting the plots of these coefficients,

also known as correlograms, one may infer the

likely structure of the model. Specifying a model

by inspecting the correlograms is not a mechan

ical process but rather requires experience.

After a model structure is selected, the par

ameters of the model, F1, . . . , Fp,y1, . . . , yq,

are estimated simultaneously by the maximum

likelihood method. Finally, the residuals of the

model are subject to diagnostic tests. If these

tests are passed, the residuals are considered

‘‘white noise’’ (random) and the model is

deemed suitable for forecasting use. Failure of

these tests suggests that the model is incorrectly

specified and must be revised.

In some instances, it may be of interest to

generate forecasting models which utilize infor

mation contained in other economic variables.

For example, a manager may wish to incorporate

information on adverti s ing expenditures

into a sales forecast. This is a simple example

of a multivariate time series model. One should

note that for multivariate time series, the con

cept of a stationary process is complicated by the

possibility of cointegration, i.e., linear combin

ations of variables may be stationary even if the

individual variables are not.

A popular multivariate extension of the uni

variate ARIMA model is the transfer function

model. This model extends the Box–Jenkins

methodology to allow changes in an exogenous

‘‘input’’ variable to induce changes in an en

dogenous ‘‘output’’ variable. By inspecting a

plot of the correlation coefficients between the

output variable and previous values of the input

variable, one may infer the temporal relationship

between the variables. For example, one might

find that the inflation rate is highly correlated

with changes in the money supply which oc

curred three months prior. To assist with iden

tification, it is common to filter or ‘‘pre whiten’’

both variables with an ARIMA model before

estimating the correlation coefficients. Having

identified the temporal relationship between

the variables, the transfer function is estimated.
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Finally, an ARIMA model is fit to the residuals

of the transfer function and diagnostic tests are

performed.

Another useful multivariate time series

model is vector autoregression (VAR). This

technique, popularized by Sims (1980), ex

plains changes in a vector (or set) of variables

in terms of past observations on those variables.

Unlike transfer function models, VAR does not

impose restrictions upon the exogeneity of a

specific variable, but rather, it allows changes

in variables to ‘‘feed back’’ into the other vari

ables in the model. Advocates of VAR argue

that the technique is useful since it imposes few

a priori restrictions upon the structure of the

model. One disadvantage of VAR models is that

they sometimes require estimation of a large

number of parameters. In practical application,

if data sets are small, the parameter require

ments of a VAR model may be prohibitive.

While most early applications of VAR were to

macroeconomic models, applications in micro

economics and financial economics are becom

ing more common.

Recent advances in time series forecasting

models include tests for cointegration of time

series, analysis of models in which the variance

of the error term varies over time (ARCH), and

the development of unit root test. These topics

are beyond the scope of this article. Interested

readers are referred to Enders (1995) and the

citations contained therein.
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total costs

Gilbert Becker

The total costs facing any business are the sum of

two distinct categories of costs:

1 total var iable costs and

2 total f ixed costs .

The total cost function is the relation between

the total dollar expenditures for resources by a

firm plus opportunity costs and the level

of output and sales achieved by the firm. The

total costs of a firm naturally tend to increase

with the level of output and sales effort as more

resources are needed to achieve this growth. In

the short run the total costs eventually tend

to increase at an increasing rate due to the de

clining marginal productivity of additional units

of variable inputs being combined with fixed

inputs (see dimin i sh ing returns ). In the

long run, where the size of fixed inputs can be

adjusted, the total cost of production may ini

tially increase at a decreasing rate as output

grows due to economies of scale . Ordinar

ily, at some higher rate of output, total costs will

tend to increase at a constant rate and will ultim

ately increase at an increasing rate (see min

imum eff ic i ent scale ).

The total costs of a firm are important in

determining the firm’s profit. Since profit is

measured as total revenue minus total

costs, efforts that reduce total costs without de

creasing revenues will enhance profits. Econo

mists distinguish between economic prof it

and accounting prof it . This distinction is

based entirely on the differing methods which

the two disciplines employ in measuring costs.

The difference lies partially in the inclusion of

opportunity costs in the measure of total eco

nomic costs.

See also long run cost curves; short run cost
curves
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total product

Robert E. McAuliffe

Total product refers to the output produced by

varying the level of one input, holding the level

of other inputs constant. Thus the total product

of labor is the total output produced by changing

labor inputs while the other factors of produc

tion are not changed (including the level of tech

nology). The total product curve can be derived

from the production function in the short run

(see product ion funct ions ). The typical

total product curve is S shaped where the first

units of labor, for example, are very productive

and output increases rapidly. But as more

workers are added to the fixed amounts of cap

ital, diminishing marginal returns occur and the

increases in output from additional workers di

minish. The total product curve is the founda

tion for the firm’s short run cost curves .

See also dimin i sh ing returns ; marginal

cost; marginal product
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total revenue

Gilbert Becker

Total revenue is the total amount of dollars

received by a firm or an industry from the sale

of its product in a given time period. Often

known as sales revenue or sales receipts, its

measure is equivalent in value to the total dollar

expenditures that are made by the consumers of

a given product. These revenues are determined

by the price (P) of the product and the quantity

(Q ) demanded at that price, and are calculated

as:

TR ¼ P � Q

The quantity demanded depends upon con

sumer tastes, income, and other factors (see
demand funct ion ), while price is deter

mined by market supply forces as well.

Under perfect compet it ion , total rev

enue increases in proportion with unit sales by

the firm since price is fixed. For imperfectly

competitive markets, e.g., ol igopoly , firms

maintain some control over the price of their

product. As such, managers must be aware of

the law of demand , which indicates that any

price change for a good will typically induce an

opposite change in its quantity demanded, and

thus the change in the total revenue of the firm is

uncertain. Here, as consumer demand for a good

typically declines with an increase in the price of

the good, the size of the consumer reaction is

critical to the overall impact on total revenue (see
elast ic ity ). Alternative strategies, such as

increasing adverti s ing or improving product

qual ity , may raise unit sales without requir

ing a reduction in price and thus would increase

total revenue.

Total revenue is also important in the calcula

tion of the firm’s profits, since profit is measured

as total revenue minus total costs . Maxi

mizing total revenue is sometimes a goal of man

agers, although this goal by itself is not

equivalent to that of prof it max imizat ion

as it ignores costs and the level of profits. For a

product with a given demand curve, revenue

maximization requires choosing an output level

where marginal revenue is zero (see
demand curves ). For a firm selling to two

or more well defined sets of consumers, maxi

mizing total revenue requires that the marginal

revenue from each group be equal (see price

d i scr iminat ion ).

See also inelastic demand
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total utility

Gilbert Becker

Total utility is the total benefit or satisfaction

an individual receives by consuming goods

or taking part in an activity. For example,

consumers acquire utility from the product

attributes in the goods and services that

they purchase (see product attr ibutes

model ). These items fulfill various physical

and psychic needs. Similarly, workers gain util

ity from their jobs, from the satisfaction of

accomplishment, and also from the income

that is generated. While consumer utility arises

from the goods themselves, giving to others

(e.g., gifts, charity) also generates utility, as

can the actual purchase of the good (e.g., ‘‘find

ing a real bargain’’). An individual’s preferences

toward risk can also be identified, through an

examination of the level of utility generated

from different levels of income (see r i sk

avers ion ).

In the economic theory of consumer behav

ior, total utility is typically assumed to increase

with an increase in the number of units of any

one good, and with an increase in the total

number of all goods. In other words, for most

items, known as economic goods, more is

preferred to less. As the rate of consumption

per period of any one good grows, however, the

total utility tends to increase at a decreasing

rate, as the first units of the good provide the

highest utility and additional units eventually

generate less utility (see dimin ish ing mar

ginal ut il ity ).

Two exceptions to the assumption that more

is preferred to less are worth noting. The first is

a group of items, known as economic bads,

which create negative marginal utility – i.e., a

decline in total utility – as more is consumed.

For example, more jail time is an economic bad

for most criminals, as is greater risk for many

investors. The second group, known as neutral

goods, are items which provide no utility (or

disutility) at all to the consumer. Ashtrays, for

example, may be considered to be neutral goods

by many nonsmokers, who see this item as es

sentially useless.

Although some models of economic behavior

examine the situation where the individual’s

goal is to achieve a satisfactory level of utility,

it is generally assumed that util ity max i

mizat ion is the objective. Here, ind iffer

ence curves are useful. This analytical tool

measures utility ordinally, and thus only re

quires that the individual be able to rank any

available choice as yielding more, less, or the

same amount of total utility as other alterna

tives. Earlier consumer models, which meas

ured utility cardinally, were weaker in that

they assumed that the exact amount by which

marginal ut il ity differs across choices

could be specified. Identifying, and perhaps

altering (e.g., through advert i s ing ), the

underlying sources of consumer utility is cen

tral to understanding and generating consumer

demand for a product.

Finally, total utility is important in the iden

tification and measurement of consumer

surplus and allocative efficiency (see eff i

c i ency ). Consumer surplus is measured as

the difference between the total utility received

from the purchase of a good and the total amount

paid for that good by consumers. Allocative effi

ciency in a market requires that the sum of

consumer surplus plus producer surplus

be maximized.

See also deadweight loss
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total variable cost

Lidija Polutnik

Total variable cost measures the total variable

costs of production in the short run. Total vari

able costs are those costs which vary with the

output level produced, such as workers’ wages,

material inputs, etc. Total variable cost depends

on the quantity of output produced and is equal

to zero when no output is produced. In addition

to the per unit input cost, the marginal

product of inputs and the technology

employed by the company influence the level

of total variable cost (see short run cost

curves ).

The curvature of a total variable cost curve is

determined by the impact of successive increases

in output on total variable cost. Typically, total

variable costs will increase initially at a decreas

ing rate but will eventually increase at an

increasing rate because of dimin i sh ing

returns in production (see average var i

able costs ; total costs ; and the entry on

marginal product).

Labor costs are usually considered as variable

in nature, i.e., they can be reduced if the worker

works fewer hours and vice versa. However,

there are many examples of labor costs which

are not strictly related to the number of hours of

work and can be defined as quasi fixed.

Examples are employee benefits such as health

insurance, pension plans, costs of hiring and

training new employees, and the costs of legally

required social insurance programs. The com

pany pays for these costs on a per worker rather

than per labor hour worked basis. A company’s

decision about the optimal combination of

inputs in its production process will be influ

enced by the amount of these quasi fixed costs

per worker. For example, part time employees

are less likely to be covered by the company’s

health insurance policy and are usually given

fewer fringe benefits in general, making them a

relatively cheaper input in production than a

full time worker.
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transactions costs

Lidija Polutnik

Transactions costs are the expenses in time and

resources that are associated with the process of

buying and selling other than the price. The

level of these costs depends on the type of trans

action conducted as well as its organizational

form. According to Coase (1937), a firm emerges

as an organization of economic activity when it

can economize on the transactions costs by per

forming activities within its boundaries rather

than having these activities performed by the

market. Some examples of transactions costs

when the firm uses the market are: searching

for the best price, best quality and delivery

terms, the costs of writing a contract, monitoring

and enforcing the agreement as well as bargain

ing costs. If the firm decides to conduct activities

itself, it faces a different set of transactions costs.

Some examples of these are the costs of coordin

ating purchases and production activities and the

costs of motivating and monitoring the work

force to ensure best behavior for the firm.

According to Williamson (1979), the advan

tages of organizing activities within a firm and

for firms to integrate (see vert ical integra

t ion ) are greater when transactions have

certain characteristics. asset spec if ic ity

creates incentives for opportunistic behavior

where a contract or practice is needed to protect

the participant against premature renegotiation

or cancellation of a contract. Vertical integration

may also enable a firm to economize on transac

tions costs when the degree of competit ion

in supplying industries is low and there is a

possibility of a supplier holding up production.

Managers may not be able to enumerate and

articulate all the contingencies of a contract due

to bounded rationality which present possibil
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ities for opportunistic behavior as well (see in

complete contracts ). When transactions

occur frequently and over a long period of time,

it may be more efficient to conduct these trans

actions within a firm. Transactions costs in

crease as the complexity of a transaction

increases and as the predictability of the market

for an activity decreases. The higher the trans

actions costs, the more likely the firm will choose

to organize that activity within its organization.

Transactions cost economics can be

employed to analyze the structure, conduct,

and performance across industries (see struc

ture conduct performance para

digm ); it enables us to evaluate contractual

relations among and within firms as a result of

organizations economizing on transactions costs

when information is incomplete and enforce

ment problems exist.

See also Coase theorem; principal–agent prob
lem
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transfer pricing

Dileep R. Mehta and James G. Tompkins

A transfer price is an internal price that is

charged for a product or service by a selling

division to a buying division within the

same corporation (see Hirshleifer, 1956, 1957;

Copithorne, 1971; Horst, 1971, 1977). The

prime goal of a transfer pricing mechanism is

to maximize global firm value. Specifically,

transfer pricing can affect firm value in two

prime areas: tax minimization and optimal re

source allocation.

Minimizing global taxes can be achieved when

a company with operations in countries with

different tax bases shifts profits from high to

low tax areas. One way to do this is to charge a

high transfer price by a producing division in

a low tax country to a consuming division in a

high tax country. Similar strategies can also be

implemented to minimize tariff charges and the

effects of exchange controls. However, since a

country’s tax revenue is affected by a company’s

transfer pricing mechanisms, international

tax treaties and local laws constrain the methods

by which a transfer price for tax purposes may

be set.

Transfer pricing also affects how the divisions

within a firm allocate their resources. Since firm

value is maximized when its limited resources

are allocated optimally, by implication transfer

pricing affects firm value. For example, if at one

extreme a firm were to charge an excessive price

for a facility, potential users would shun the

facility and it would have excess capac ity .

At the other extreme, if its use is permitted free

of charge, there is little incentive for the con

sumers to use it in a cost effective manner. Thus

an appropriate transfer price would avoid excess

capacity on the one hand, and would not precipi

tate additional value decreasing investment

outlays on the other.

Transfer pricing affects optimal resource al

location when a company has two or more

decentralized divisions whose profit or cost per

formance is independently measured and

their incentive schemes are tied to these per

formance measures. To maximize firm value,

the transfer price between the two divisions

should be the opportunity cost of the good

or service transferred (see opportunity

costs ). The opportunity cost of the transferred

unit is defined as the value the producing div

ision could have received if the unit had been

employed in its next best alternative use. Unfor

tunately, an accurate opportunity cost is difficult

to ascertain. Partly this is because division man

agers may jealously guard information necessary

to calculate an opportunity cost which has a

direct impact on performance evaluation by

their superiors. In addition, even in the presence
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of perfect information, cost classification issues

make an opportunity cost very difficult or costly

to assess. Nevertheless, three common methods

of transfer pricing have emerged: market based,

cost based, and negotiated price.

In a market based approach, the opportunity

cost is proxied by the price that prevails for a like

good or service in a competitive open market (see
perfect compet it ion ). An advantage of

this system is that the price is externally observ

able and price distortion between the two div

isions is minimized. This method is also favored

by tax authorities since they are able to use infor

mation that is external to the firm to determine

whether they have received fair tax revenues. A

disadvantage is that a market price for a similar

good in a competitive market is not always avail

able. Furthermore, even if an external market

does exist for the intermediate good, the as

sumption of a competitive market is likely to be

erroneous. This is because the preference for

internal production implies barr iers to

entry and/or ex it which render the assump

tion of a competitive market fallacious. This is

highlighted by economies of scale and/or

economies of scope as well as qual ity

control standards or other synergie s which

may exist when the intermediate good is pro

duced internally. In the final analysis, once the

unrealistic premise of competitive markets is

removed, predatory pr ic ing practices and

their like cannot be ruled out and an exclusive

focus on market price is unlikely to be the opti

mal transfer price for the firm (see Deschamps

and Mehta, 1989).

In the absence of an external market for the

intermediate good, a company will often resort

to setting a transfer price based on costs. In

principle, the marginal cost of the trans

ferred good may closely represent its opportun

ity cost. However, the selling division has an

incentive to exaggerate its classification of costs

as marginal. Another problem is that even if

marginal costs are fairly classified, the selling

division may not show a profit since no contri

bution toward f ixed costs is incorporated in

the price. Some companies resolve this problem

by pricing at marginal cost plus a premium. At

the extreme, many companies permit a transfer

price at full cost representing the sum of mar

ginal and fixed costs (see Brickley, Smith, and

Zimmerman, 1995). Such a system, however,

removes the incentive by the selling division to

provide the good or service in the most cost

effective manner.

A severe disadvantage inherent in any cost

based transfer price method is that most firms

rely on accounting data. This approach is erro

neous since identifying the opportunity cost and

hence the transfer price is an economic as op

posed to accounting issue. For example, large

differences in costs can emerge when fixed

costs are depreciated over an accounting life as

opposed to an economic life (see economic

deprec iat ion ). In practice, however, because

of the availability, many firms resort to account

ing data when establishing a transfer price.

One solution to the conflict of interest that

exists between a producing and consuming div

ision is to have a system of negotiation when

setting transfer prices. In such a system, the

selling and buying divisions negotiate both a

price and quantity of transferred goods or ser

vices. The problem with this is that the transfer

price may not represent the opportunity cost and

hence firm value is not maximized. Part of the

reason is that the transfer price depends on the

negotiation skills of the two divisions. Another

disadvantage to price negotiation is that it can

entail significant time and effort on the part of

the negotiators.

In summary, transfer pricing affects firm

value in two major ways. The first is the role it

plays in taking advantage of global market im

perfections such as differences in tax structures

and other regulations among countries. The

second is the effect it has on the optimal alloca

tion of a firm’s resources. In theory, a firm’s

resources are optimally allocated when the trans

fer price is set at the opportunity cost of the good

or service transferred. If an external competitive

market exists for the intermediate good, then the

opportunity cost can be proxied at this external

market price. However, an external market price

does not necessarily represent opportunity cost

as it does not incorporate internal synergies that

may exist with internal transfers. These differ

ences and the preference for an internal market

make the assumption of a competitive market

structure fallacious. In this case, firms may

resort to cost or negotiation methods of transfer

pricing which also have their weaknesses. Irre
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spective of the methods discussed, there ultim

ately exists an inherent conflict of interest within

decentralized organizations between setting a

transfer price that maximizes division profitabil

ity and a transfer price that maximizes total firm

value.
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translog cost function

Roger Tutterow

When investigating properties of a production

process, it is common to represent the process

with a production function (see product ion

funct ions ). Shephard (1953) has shown that,

under certain regularity conditions, a cost func

tion provides an economically equivalent repre

sentation of a production function. Thus, while

someeconometric studieshaveestimated thepro

duction function directly, there are frequently

advantages to estimating a cost function instead.

In estimating these cost functions, the total

costs of production are modeled as depending

on the level of output produced and the prices of

the factors of production that are used in the

process. In the cases of firms that produce mul

tiple products, the total cost will depend on the

levels of output of each product. In either case,

estimating the cost function requires one to

assume a functional form for the relationship

between the levels of the outputs, the prices

of the factors of production, and the total cost

of production. The choice of functional

form imposes some restrictions on the properties

of the underlying production process that

may not be defensible. An alternative is to esti

mate a cost function using a ‘‘flexible functional

form.’’

One such flexible functional form is the trans

log (or transcendental logarithmic) form. Draw

ing on the work of Christensen, Jorgenson, and

Lau (1975), the translog cost function for a mul

tiproduct firm is given by

lnC ¼ a0 þ
Xm
i 1

ai lnYi

þ
Xn

j 1

bj ln Wj

þ 1

2

Xm
i 1

Xm
j 1

dij ln Yi lnYj

þ 1

2

Xn

i 1

Xn

j 1

gij lnWi lnWj

þ 1

2

Xm
i 1

Xn

j 1

rij lnYi lnWj

where C is the total cost of production, Yi is the

level of output of the ith product, and Wj is the

price of the jth factor of production. If the pro

duction process under consideration has only

one output, then the cost function simplifies

accordingly. The translog specification is ‘‘flex

ible’’ in the sense that it provides a ‘‘local ap

proximation’’ to any cost function.

When estimating this function, one should

impose some restrictions on the parameters of

the model. First, by adding the restrictions that

Pn
j 1

bj ¼ 1 and that for each ‘‘i’’

Pm
i 1

dij ¼ 0,
Pn
j 1

rij ¼ 0, we insure that the cost

function is linearly homogeneous in factor

pr ices . Second, symmetry conditions require

that dij ¼ dji and rij ¼ rji. These restrictions

both insure that the estimated model has prop

erties required of well behaved cost functions

and improve the precision of the parameter esti

mates.
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While one may estimate the translog cost

function directly, the parameters can be esti

mated with greater econometric efficiency by

estimating a system of cost share equations. Ap

plying Shephard lemma, one may transform the

translog cost function into a system of cost share

equations that are then estimated using the

method of seemingly unrelated equations de

veloped by Zellner (1962).

After estimating the cost function, it is pos

sible to test for economies of scale by

testing restrictions on the coefficients. Likewise,

for a multiple output production process, the

model may also be tested for economies of

scope . The use of the multiproduct translog

model to test for economies of scale and scope

has been particularly popular in the telecommu

nications, energy, and financial services indus

tries. For a more detailed treatment of single

product and multiproduct cost functions, see

Fuss and McFadden (1978) or Chambers

(1988) and the references contained therein.

Bibliography

Chambers, R. (1988). Applied Production Analysis. Cam-

bridge: Cambridge University Press.

Christensen, L. R., Jorgenson, D. W., and Lau, L. J.

(1975). Transcendental logarithmic utility functions.

American Economic Review, 65, 367 83.

Fuss, M. and McFadden, D. (1978). Production Econom

ics: A Dual Approach to Theory and Applications. Am-

sterdam: North-Holland.

Shephard, R. (1953). Cost and Production Functions.

Princeton, NJ: Princeton University Press.

Zellner, A. (1962). An efficient method for estimating

seemingly unrelated regressions and tests for aggrega-

tion bias. Journal of the American Statistical Association,

58, 977 92.

tying

Gilbert Becker

Tying occurs when the sale or lease of one good

is made conditional on the purchase of a second

good (or service). The first good is identified as

the tying good while the second good is the tied

good. For example, in the mid 1990s Microsoft

Corporation, manufacturer of the leading per

sonal computer operating system known as

Windows, insisted that computer manufacturers

wishing to purchase Windows also install Micro

soft’s Internet Explorer (IE) web browser (see
Mi crosoft antitrust case ). This created

a tie between the web browser (the tied good)

and the operating system (the tying good).

These types of arrangements, which come in

many forms, have the potential to cause eco

nomic harm to compet it ion . As such they

may violate Section 3 of the Clayton Act ,

or, in cases of ties between goods and services

(and other special cases), Section 1 of the

Sherman Act . The possible adverse effects

from tying include:

1 the extension of market power from the

market for the tying good into the market for

the tied good;

2 the reduction of freedom of choice by con

sumers; and

3 the foreclosure of rivals from access to

markets.

This last consequence is often considered to be

the most serious concern in antitrust cases.

Tying contracts have also been shown to

offer economic benefits in some circumstances.

These include:

1 production and distribution economies

of scale ; and

2 the protection of product qual ity , e.g.,

by tying a service contract to the sale of a

product.

Both of these benefits offer potential advantages

to consumers and producers. Consumers stand

to gain from lower prices due to the lower costs if

the market is competitive. They also may benefit

from the reduction of search costs . Included

here is the time saving ease of purchase through

one stop shopping afforded to customers. They

also gain from their greater certainty of the

product’s performance. This may be especially

true in markets involving complex high technol

ogy goods, where uncertainty concerning prod

uct compatibility between the two goods may

otherwise exist.

Producers may gain greater profits from lower

costs and also gain in their greater ability to

protect their reputation. More importantly,
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managers should be aware that tying may allow

for additional profits for the firm, even where

competition exists in the market for the tied

good. If a firm has market power in the tying

good market (e.g., copying machines), then by

lowering the price of this good (and thereby

inducing more purchases; see law of

demand ) the firm can charge a higher than

competitive price in the market for the tied

good (e.g., copy paper). Here the tie will often

allow the producer to capture additional con

sumer surplus from high use consumers

who have a more inelast ic demand . As

such, tying here is considered a form of price

d i scr iminat ion .

Since tying may offer both economic benefits

and costs, it is only illegal in the US where it

‘‘substantially lessens competition,’’ and where

the existence of some market power in the tying

good’s market has been demonstrated. In the

European Union (EU), the legality of tying lies

primarily in the question of whether the tie

constitutes an ‘‘abuse of dominant position’’ by

a leading firm in a market. In its own case against

the Microsoft Corporation, the EU is currently

reexamining its legal standards concerning tying

(see EU competit ion policy , 2004 ).
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U

uncertainty

Robert E. McAuliffe

Frank Knight (1971) emphasized the distinction

between risk and uncertainty. He defined risk as

measurable or quantifiable, such as when a life

insurance firm calculates the probabilities of

paying benefits to survivors. The term risk ap

plies to known probabilities and outcomes.

However, in many business situations managers

cannot reasonably calculate probabilities and

may not know the possible outcomes in the

future. In these cases where risk cannot be quan

tified, Knight argued there is uncertainty. Situ

ations involving uncertainty as defined by

Knight are much more difficult for decision

making and this is why profits are awarded to

business people: as a reward and a return for

significant risk bearing.
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utility maximization

Gilbert Becker

In most economic models it is assumed that

individuals attempt to maximize their total

ut il ity . Ordinarily, these individuals must

choose between alternatives and are faced with

constraints. For example, consumers purchase a

set of goods or product attributes which give

them the most satisfaction given their limited

income (see product attributes model ).

Workers select a number of hours to work based

on their preferences between work and leisure,

subject to a time constraint and market con

straints including the wage rate being offered.

Managers and owners maximize their satisfac

tion by making investment decisions based on

their preferences toward risk and rates of return,

often subject to a constraint of limited funds.

These and other decisions can be examined

using ind ifference curves .

The model of consumer behavior typically

describes the choice between two goods, for

example, X and Y, or between one good and a

composite good (the remaining funds for all

other goods). The indifference curves of any

individual show that consumer’s tastes toward

these two items. The slope of these indifference

curves shows the rate at which the consumer is

willing to trade one good for another, which

depends on the ratio of the marginal ut il

ity (MU) of one good, X, to that of the other

good, Y (see marginal rate of subst itu

t ion ). The consumer is limited by a budget

constraint which identifies the set of choices

actually available given her income and the

prices of the goods. The consumer’s goal is to

choose from this obtainable set that bundle

which gives the most satisfaction.

The condition for utility maximization can be

formally written as:

MUx

MUy

¼ Px

Py

(1)

where the ratio on the left hand side of the

equation shows the rate at which the consumer

is willing to trade the two goods. The right hand

side of the equation measures the ratio of the



prices (P) of the two goods, which indicates the

market rate at which the consumer must trade

the two goods. For example, assume that the

consumer was willing to trade three units of

good Y for one extra unit of X (since her MUx

was three times that of Y ). Here, the ratio of the

marginal utilities would be 3 to 1. If the market

price of X was only twice that of Y, the con

sumer would only have to give up two units of Y
to obtain the additional unit of X desired.

Greater utility would be achieved by making

this trade and by continuing to sacrifice more

units of Y for additional X until the equality as

stated in equation (1) is achieved.

Formally, this is described in figure 1. The

consumer chooses a combination of goods Y and

X whose quantities (Q ) are measured on the

vertical and horizontal axes. The indifference

curves are marked i0, i1, i2 . . ., with higher

numbers indicating greater total utility. The

budget line, typically linear, has a slope that is

determined by the ratio of the market deter

mined prices. Point E represents utility maxi

mization for the consumer. This is the tangency

point between the budget line and the highest

indifference curve within the budget constraint.

Points on higher indifference curves, while de

sirable, are unachievable given current prices

and the consumer’s income. Points below the

budget line, while obtainable, offer less total

utility than E as they fall on lower indifference

curves. The tangency at E indicates that the

slopes of the indifference curve and the bud

get line are equal, and as such the quantity of

good Y which the consumer is willing to trade

for additional units of good X is equal to the

amount she has to trade. The combination of Q �Y
and Q �X will be chosen by the utility maximizing

consumer.

From figure 1, a strategy of lowering the price

of X, Px, can be shown to alter the budget line in

such a way that a higher indifference curve can

be achieved. The new utility maximization point

typically holds a greater quantity of good X,

which is consistent with the law of demand .

Moreover, the size of the income effect and

subst itut ion effect of the price change

can be derived from this model. Alternatively,

it can be demonstrated that a change in con

sumer tastes, perhaps resulting from adver

t i s ing or other promotion of good X, would

increase the steepness of the slopes of all of the

curves in the indifference map by altering the

marginal rates of substitution. Once again, a new

utility maximization point would be found.

While remaining on the initial budget line, the

consumer again will typically purchase more of

good X.

One example of how managers may use this

utility maximization model involves a marketing

survey received by the author from one of the

largest banks in the US. Fleet Bank was con

sidering the introduction of two new checking

account options and wished to identify con

sumer preferences and willingness to pay for

these new services. The survey issued a set of

cards indicating different bundles of options (see
bundling ) that may be made available, and

asked survey respondents to rank each card at

one of five levels of utility according to their

preferences. All cards placed in level 1, for

example, created a low level indifference curve.

The introduction of prices in some of the cards

enabled the market researchers to statistically

estimate which new products offered the most

utility and also an optimal pricing strategy for

the firm.

QY

QY
E

QX
QX

i0

i1

i2*

*

Figure 1 Utility maximization
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Numerous other applications of this model

have been generated. Lancaster (1971) analyzes

consumer demand for products by developing

indifference curves for product attributes.

Nicholson (2000) and others demonstrate the

conditions under which food stamp programs

are effective, ticket scalping and cost of living

adjustments for recipients of government assist

ance are justifiable, and frequent flyer plans are

profitable.
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V

variance

Robert E. McAuliffe

The variance, or second moment, of a random

variable measures the dispersion of outcomes

around that variable’s expected value . For

a discrete random variable, X, which has specific

outcomes denoted by Xi and where the prob

ability distribution of the values of X is given by

f (xi), then the variance of X, s2, is calculated as

var(X) ¼ s2 ¼
X

x

f (xi)� (Xi � E(X))2 (1)

where E(X ) is the expected value of the random

variable, X, and
P

x denotes the summation over

all possible values of X. Each squared deviation

of the outcome, Xi, from the expected value,

E(X ), is weighted by its probability, f (xi).

For a given sample with T observations, an

unbiased estimator of the variance of a random

variable is s2 which is calculated as

s2 ¼ 1

T � 1
�
XT
i 1

(Xi � �XX)2 (2)

where �XX is the sample mean. Note that the

squared deviations are divided by T � 1 and

not by T because sample information has already

been used to calculate the sample mean, so only

T � 1 of the observations are independent (see

Maddala, 2001; Greene, 2002). Most numerical

software programs and spreadsheets will calcu

late the sample variance for a set of observations.

Normally, the greater the variance (or disper

sion) of possible outcomes around the mean, the

greater the risk to a manager or investor. The

variance may thus be used to measure risk (or the

square root of the variance, the standard de

v iat ion ).
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vertical integration

Govind Hariharan and Sean Hopkins

Vertical integration refers to the expansion of a

firm into earlier or later stages in the production

process. For example, when General Motors

decides to manufacture car radiators in its own

plants instead of purchasing them from external

sources, it is vertically integrating.

There are two types of integration. Forward

(‘‘upstream’’) integration occurs when a firm

decides to produce a product or service that

uses this firm’s product or service as an input

(e.g., GM starts selling cars at company owned

dealerships). Backward (‘‘downstream’’)

integration (see backward integrat ion )

occurs when one firm decides to produce the

inputs itself rather than purchasing them from

outside sources (e.g., GM producing radiators).

The distinguishing feature of any vertical inte

gration is the replacement of a market purchase

by an internal transfer. This could occur as a

result of the acquisition of other firms or as an

expansion within a firm. Assuming that firms are

organized for the purposes of earning profits, a

primary reason for replacing a market exchange



with an internal transfer should be that, for that

particular input, the latter mechanism is less

expensive than the former.

Nobel economist Ronald Coase was interested

in finding out why people organize production

activities in the hierarchical structure of the firm

(see hierarchy ) and coordinate their decisions

through a central authority rather than relying

on market exchange (Coase, 1937; see Coase

theorem ). His explanation was that organizing

activities through the hierarchy of a firm is often

more efficient than market exchange because

production requires the coordination of many

transactions among many resource owners (see
eff ic i ency ). According to Coase, the costs of

transacting business through market relations

are often higher than those of undertaking the

same activities within the firm. Coase’s major

insight was that economic activity is most easily

understood in terms of the transact ions

costs involved in any system of exchange be

tween individuals.

Coase’s analysis of transactions costs and ver

tical integration provides a good starting point

for understanding the organizational decisions of

the firm, but it falls somewhat short of a com

plete treatment in two important aspects (Schu

pack, 1977). First, Coase provides little detail

concerning the underlying sources of transac

tions costs. This void limits the predictive use

of the analysis. Moreover, Coase implicitly as

sumes that a competitive intermediate products

market exists, so that market structure

influences on vertical integration and their con

sequences simply do not arise.

Although Coase mentions search costs

and the problems of long term contracts ,

the most extensive treatment of transactions

cost determinants has been carried out by Wil

liamson (1974). He identified two sets of factors

whose elements interact to increase the costs of

market exchange. The first set of factors, which

Williamson referred to as ‘‘transactional factors’’

(market uncerta inty and trading partners),

is concerned with the environmental character

istics of the relevant intermediate product

market. According to Williamson, market uncer

tainty increases transactions costs since a greater

degree of uncertainty in a market will result in

the negotiation of more lengthy and complex

contracts between buyers and sellers of the inter

mediate product. Such complexity is required to

guard the trading parties against changes in the

market that might alter the precontract incen

tives to perform in the agreed manner. Market

uncertainty increases transactions costs. In add

ition, reductions in the number of trading part

ners available to the firm are likely to increase the

costs of market exchange because the firm will

have few alternatives. The second set of factors is

referred to as human factors (e.g., opportunism).

Opportunism refers to situations where the

use of deception can be expected to increase

profits, and in such situations honesty in trading

is not as likely.

Where the intermediate product is produced

by the same firm that employs it, a considerable

degree of flexibility to adapt to changing market

conditions is realized. In addition, internal trans

fers are likely to reduce the opportunistic ten

dencies of the parties to the exchange. This

results from the fact that ‘‘internal divisions

[see internal organizat ion of the

f irm ] do not have preemptive claims on profit

streams’’ (Williamson, 1974). The information

flows between related stages of production are

also likely to improve when these stages are

combined within a single firm, for several

reasons: there is a reduction in the incentive to

behave opportunistically; common experiences

tend to facilitate the overall flow of information

within the firm; and the firm has much greater

access to the relevant performance data of its

internal divisions.

The key inquiry is whether vertical integra

tion will result in increased profits. Several

factors determine the answer to this query.

These include:

. Managerial capacity. As the firm takes on

more and more activities, managers lose

track of things and the quality of managerial

decisions suffers. The larger the firm, the

longer the lines of communication between

the manager and the production worker who

must implement the decision. The capability

of management limits the amount of infor

mation the manager can comprehend about

the firm’s operations. When the firm takes

on additional functions, it can experience

diseconomies (see di seconomies of

scale ) similar to those it experiences
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when it expands output beyond the efficient

scale of production.

. Easily observable quality. If an input is well

defined and its qual ity is easily deter

mined at the time of purchase, it is more

apt to be purchased in the market than pro

duced internally, other things constant. For

example, a flour mill will typically buy its

wheat in the market while the manufacturer

of a sensitive measuring instrument that re

quires a crucial gauge may produce it so that

it can monitor quality. Another reason why

producers sometimes integrate backward is

so that they can make guarantees to their

customers about the quality of the compon

ents or ingredients in a product (e.g., Frank

Perdue raises his own chickens).

. Number of suppliers. A firm wants an uninter

rupted source of component parts. When

there are many interchangeable suppliers of

a particular input, a firm is more likely to

purchase that input in the market rather

than produce it internally, other things con

stant. If the resource market is so unstable

that the firm cannot rely on a consistent

supply of the component, the firm may pro

duce the item to insulate itself from the un

stable market. In addition, the existence of a

large number of potential suppliers increases

the likelihood of compet it ion between

those firms driving down prices.

. Monitoring. The cost and ability to monitor

production is another important factor. The

more costly or difficult it is to monitor dif

ferent production activities within a firm,

the more efficient it may be to purchase

components from external sources. This is

related to some of the other factors men

tioned above.

. Contractual alternatives. Various contractual

arrangements exist that will result in a firm

receiving some of the benefits exhibited by

the vertically integrated firm. For example, a

long term contract can resolve supply or

demand reliability problems.

. Legal limits on vertical integration. Courts

often scrutinize cases in which they feel a

firm has vertically integrated to acquire

market power (Blair and Kaserman,

1983). The major objection of the courts

involves vertical market foreclosure (bar

r iers to entry ), which allegedly occurs

when a supplier acquires one of its customers

and this results in the supplier’s rivals being

prevented from competing for the acquired

firm’s business (Bork, 1969; Williamson,

1979). Both the Sherman act and the

Clayton act have been used to challenge

instances of vertical integration (see anti

trust pol icy (us )). The Department of

Justice and courts are starting to focus their

analysis of vertical integration cases on more

than simply market foreclosure (Burns,

1993). The three competitive problems

that can result from vertical integration

identified by the Department of Justice are:

increased entry barriers; possibility of col

lus ion ; and the possible evasion of price

regulation.

In summary, whether vertical integration will

increase profitability or market power for a

firm is not always obvious and depends on

a slew of institutional, legal, and structural

factors.
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X

X-efficiency

Kent A. Jones

X efficiency is a state of production in which, for

a given level of input usage, there is no way of

increasing the output. The output process is

thus also said to be production efficient (Fried

man, 1990: 436). In contrast, X inefficiency rep

resents the failure to obtain maximum output

from a given combination of inputs. Leibenstein

(1966) developed the idea of X inefficiency as a

way of describing the results of a weakened

incentive structure for cost conscious, efficient

management, especially in the absence of com

petitive market forces. For example, a state run

monopoly that does not incorporate the goal

of prof it max imizat ion tends to create an

incentive structure among managers in the firm

discouraging aggressive cost efficiency. In gen

eral, government bureaucracies driven by the

goal of maximizing their operating budgets

offer the most salient examples of X inefficiency

(see Niskanen, 1971). Such managerial lassitude

is based on the assumption that the market en

vironment determines incentives for effort on

the part of managers. Application of this concept

to private monopolies or to firms enjoying gov

ernment protection from competit ion is

problematical, however (see Stigler, 1976).

Critics of the concept of X efficiency claim that

the existence of a monopoly or beneficial gov

ernment intervention may not reduce manager

ial effort itself, but rather may merely redirect

managerial efforts toward rent seek ing , for

example. Nonetheless, to the extent that a

weakening of the market discipline of competi

tion reduces the incentive of managers to maxi

mize the productive potential of inputs,

technology, and research and development, the

concept of X efficiency has some explanatory

power.

Bibliography

Friedman, D. (1990). Price Theory, 2nd edn. Cincinnati,

OH: South-Western Publishing.

Leibenstein, H. (1966). Allocative efficiency vs. ‘‘X-

efficiency.’’ American Economic Review, 56, 392

415.

Niskanen, W. (1971). Bureaucracy and Representative

Government. Chicago: Aldine-Atherton.

Stigler, G. J. (1976). The Xistence of X-efficiency. Ameri

can Economic Review, 66, 212 16.



Index

Abreu, D. 180
accommodation 1, 194
accounting profit 1 2

and depreciation 1, 2, 64, 65
and economic profit 1, 18, 64,

74, 145, 146, 182, 238
as measure of monopoly

power 18
and opportunity costs 182

Adelman, M. 105
adverse selection 2 3

and asymmetric information 2,
114

and imperfect information 2
and indifference curves 118
and market efficiency 2
and principal agent problem 2,

192
see also asymmetric information;

imperfect information;
principal agent problem

advertising 3 6
and barriers to entry 4, 130
and brand names 21
and commitment 40
and competition 4 6
and consumer utility 240
and cross-advertising

elasticity 53
and diminishing returns 4
and dominant firms 60
and Dorfman-Steiner

condition 60, 139
and elasticity of demand 72
and entry 1, 227
and error terms in regression 77
and experience goods 5, 92
and industry life cycle 118
and marginal cost 3, 60, 136
and marginal rate of

substitution 138
optimal levels 3
and product attributes

model 196
and product differentiation 199
and profitability 92
and quality 206
and search costs 215

and search goods 5, 215 16
and signaling 11, 221
and strategic behavior 130, 140,

227
advertising sales ratio

and advertising intensity 44
and experience/search

goods 92, 215
and price elasticity of

demand 3, 61
agglomeration, spatial 163
airline industry 180, 191
Akerlof, G. A. 11, 128
Alchian, A. 168, 203
Amsterdam Treaty, 1999 80
antitrust policy (US) 6 7, 228

enforcement 7
legislation 6 7
and market definition 146
and monopolization cases 8
nolo contendere plea 8
and predatory pricing 81, 188
and tying 35 6
see also antitrust remedies (US);

Clayton Act; collusion; EU
competition policy, 2004;
Federal Trade Commission
Act; merger guidelines,
1992 7; Microsoft antitrust
case: remedies; Sherman Act

antitrust remedies (US) 7 9
behavioral approach 8
cease and desist orders 8, 95
civil action cases 7
corporate fines 7, 159
and network externalities 8
private suits 8, 159
structural relief 8
see also antitrust policy (US); EU

competition policy, 2004;
Microsoft antitrust case

arbitrage 9, 27, 190
arc elasticity 9, 72
Arndt, J. 4
Arrow, K. J. 127, 165, 214
asset specificity 10 11, 15

dedicated assets 10
and exit 55

human-asset specificity 10
and incomplete contracts 116
physical asset specificity 10
site specificity 10
and sunk costs 17, 40, 230
and transactions costs 10, 106,

241
and vertical integration 10

asymmetric information 11
and adverse selection 2, 114
and brand name 21
and entry 46
and law of demand 126
and lemons market 11, 128
and moral hazard 114, 167
and principal agent

problem 192
and signaling 221

auctions 11 12
Dutch 12
English 12
first-price sealed-bid 12
multi-unit auction 170
second-price sealed-bid 12
Vickrey auction 170

autocorrelation 12 13
Cochrane-Orcutt method 10
and Durbin Watson

statistic 12, 63
first-order 12
and linear regression 12, 132
second-order 12
see also time-series forecasting

models
average total cost 13, 231

and constant cost industry 44
and cross-section analysis 54
and decreasing cost industry 56
and diseconomies of scale 59, 67
and dumping 62
and economies of scale 54, 56,

67
and efficiency 143
and firm size 231
and fixed costs 13
and learning curve 126 7
and limit pricing 129
and marginal cost 129, 136, 146



and production efficiency 143
and ray average cost 68
see also average variable costs;

economic profit; fixed costs;
long run cost curves; short run
cost curves

average variable costs 13 14,
145, 211

and diminishing returns 13
and dumping 62
and marginal cost 13
and quasi-rents 211
and sunk costs 230

Axarloglou, K. 149 50, 161 3,
182 3, 189 91, 200 2

backward integration 10, 15,
250

and monopsony 166
see also opportunity costs; vertical

integration
Bagwell, K. 11, 126, 221
Bailey, E. E. 68
Bain, J. S. 16, 64, 146
Bajtelsmit, Vickie 28 9, 50 1,

70 2, 123, 128
banking

commercial 29
investment 29

bankruptcy 15 16, 152, 176, 193
and capital assets 25
and exit 89
and firm financial structure 96
and illiquidity 15
and insolvency 15
voluntary/involuntary 15

barriers to entry 16 18
and advertising 4, 130
and cartels 33
conceptual questions 17 18
and constant cost industries 44
and credible strategies 53, 88
and dominant firm 60
and economic profit 16, 44, 46,

64, 74, 146, 227
and economies of scale 16, 20,

243
and efficiency 144, 160, 227
and excess capacity 88, 130
and firm size 160
and fixed costs 98
and fragmented industries 98
and limit pricing 4, 18, 74,

129 30, 221, 227
and market structure 16, 142,

146, 148
and Microsoft antitrust case 154
and minimum efficient

scale 160
mobility barriers 18
and monopoly 60, 148, 163
and oligopoly 178

and perfect competition 186,
242

and predatory dumping 187
and predatory pricing 188
and product differentiation 16,

17, 199, 226
and product proliferation 130,

200
and product variety 201
and property rights 17 18
and rents 211
and search costs 187
sources 16 17
and strategic behavior 18, 20,

226
and sunk costs 230
and switching costs 17
and vertical integration 252

barriers to exit
and declining industry 55
and economic profit 64
and entry costs 89
and sunk costs 17, 98, 230

basic market structures 19 20
and monopolistic

competition 19
and monopoly 20
and oligopoly 19
and perfect competition 19
and product differentiation 19
see also market structure;

monopolistic competition;
monopoly; oligopoly; perfect
competition

Baumol, W. J. 70, 136, 148, 176,
186

Becker, G. 6 8, 30 2, 34 7, 53 4,
72 3, 80 8, 95 6, 97 8, 103 4,
107 10, 115 16, 117 18,
121 2, 124 6, 128 9, 137 49,
151 60, 185 7, 202 3, 216 18,
227 9, 232 3, 238, 239 40,
245 6, 247 9

behavior, strategic see strategic
behavior

Bernasek, A. 2 3, 113 15, 167 9
Berndt, E. R. 127
Bertrand competition 178, 179
best linear unbiased estimators

(BLUE) 77
beta coefficient 20 1

and capital asset pricing
model 25, 26, 28

Bhagwati, J. N. 210
Bishop, J. A. 79
Blair, R. D. 231
Blaug, M. 76, 176
Blumenthal, W. 110
Bonifaz, R. 15 16, 90 1, 96, 225 6
Bork, R. 7
Boudreaux, D. 8
Box-Jenkins methodology 237

Boyer, K. 141, 142
brand loyalty 4, 17

and first-mover advantages 97
brand name 21

and credence goods 21, 52
as intangible capital 25

Brandenberger, R. 86
brands, pioneering 187
Bresnahan, T. 147, 228
Brigham, E. F. 172
budget constraint 21 2

and consumer preference 175,
195

and indifference curves 118
and isoquant-isocost curves 122
and product attributes

model 195
and substitution effect 229
and utility maximization 21, 22,

247
bundling 22

and indifference curves 118
and Microsoft antitrust case 82,

153, 158, 159
and price discrimination 22,

190
business entities 22 4

cooperatives 24
corporations 23 4
franchises 24
general partnership 22 3
joint ventures 24
limited liability companies

(LLCs) 24
limited liability partnerships

(LLPs) 24
limited partnership 23
sole proprietorship 22
syndicates 24
trusts 24

Camesasca, P. 83
Canada Competition Act 179
capacity, excess see excess capacity
capital 25

capital investment 1
cost see cost of capital
and financial assets 25
as fixed cost 97
and marginal product 137
markets see capital markets
opportunity costs 172, 219, 220
short run costs 218
structure 96
tangible/intangible 25
see also make or buy decisions; net

present value criteria
capital asset pricing model

(CAPM) 25 8
and arbitrage 27
and beta coefficient 25, 26, 28
and capital budgeting 28

Index 255



capital asset pricing (cont’d)
and capital market line 26
and equilibrium 27
and indifference curves 118
and security market line 27

capital assets 25, 58
capital budgeting 25, 28 9

and capital asset pricing
model 28

and cash flow 28, 33
and cost of capital 28, 50
and internal rate of return 28,

33, 121
and net present value 28, 33,

171
and payback analysis 28 9
and profitability index (PI) 29

capital markets 29 30
and capital market line 26
changes 29
and common equity 29
and debt securities 29
and firm financial structure 96
and futures and options

market 29
imperfect 16
and intermediaries 29
and preferred equity 29
primary/secondary 29

capital-intensive firms 94
capitalism 30 2

and competition 30
conservative ideology 31
and demand function 30
and externalities 32
and free enterprise 30
and government regulation 31,

32
and law of demand 30
liberal ideology 31
mixed systems 31
and profit maximization 30
and property rights 30, 32
and reliance on markets 30
and utility maximization 30
see also antitrust policy (US);

Clayton Act; structure-
conduct-performance
paradigm

Carson, R. 31
cartels 19, 32 3

and cheating 32 3
and competition policy 32
and dominant firm 59
and entry 33
and market definition 141 2
and market sharing

agreements 217
and oligopoly 32
requirements for 32
see also collusion

cash flow 33, 214

and capital budgeting 28, 33
and cost of capital 50
discounting 50 1
and economic depreciation 64
and economic profit 65
and expected present value 90
and inflation 33, 188
and opportunity discount rate

(ODR) 188
and probability distributions 90

Caves, R. E. 197
certainty equivalent 33 4

and risk aversion 33 4, 213
and risk neutrality 213
and risk premium 214

ceteris paribus 34, 125, 235
Chamberlin, E. H. 88, 161, 183
Chappell, W. F. 182
Church, J. 143, 180, 181
Clayton Act 6, 34 7, 142

and EU merger policy, 2004 87
and geographic market 103
and mergers 34, 36, 107, 109,

110, 140
and predatory pricing 34 5
and price discrimination 34
Robinson Patman Act

(revision) 34
rule of reason approach 34
and Sherman Act 34
and tying 34, 35, 245
and vertical integration 252
violations 7
see also antitrust policy (US);

Federal Trade Commission
Act; tying

Coase, R. H. 10, 32, 37, 106, 135,
204, 251

Coase theorem 32, 37 9
and contracts 38
and efficiency 37 8
and externalities 37, 93
and make or buy decisions 38,

135
and property rights 37, 203,

205
and transactions costs 241, 251
and vertical integration 38,

251
Cobb Douglas production

function 39
and constant returns to scale 45
and demand function 57
and linear regression 39, 131 2

Cochrane-Orcutt method 10
coefficient of variation 39

and expected value 223
Cohen, W. 144
collusion 40, 145, 152

concentration-collusion
hypothesis 227

and credible strategies 40

and EU competition policy,
2004 80

and industry concentration 40,
227

and most-favored-nation (MFN)
clauses 40

and oligopoly 179 81
and price leadership 191, 192
sustaining 180 1
tacit 180
and vertical integration 252

Comanor, W. S. 4, 31, 158
commitment 40 1

and brand names 21
and contracts 41, 116
and credible strategies 53
and first-mover advantages 40
and incomplete contracts 116
and limit pricing 130
and strategic behavior 40
and sunk costs 40, 230

competition 41 2
and advertising 4 6
Bertrand 178, 179
and capitalism 30
and cartels 32
conditions 41
and contestable markets 46
Cournot see Cournot

competition
Edgeworth 51
and efficient markets

hypothesis 70 1
and entry 74
and EU merger policy, 2004 86
and geographic market 103
imperfect 41 2
import 210
and limit pricing 130
and lock-in 174
and market structure 148
monopolistic see monopolistic

competition
perfect see perfect competition
and price leadership 191
and product differentiation 197
and quality 206
Stackelberg 51, 101
and sunk costs 230
see also EU competition policy,

2004
Competition Commission 83
competitive advantage 21

see also first-mover advantages
competitive strategy see strategic

behavior
complements 42

and cross-advertising
elasticity 53

and cross-elasticities 42, 53
and demand function 57
see also substitutes

256 Index



concentration indices 42 3,
151, 227

concentration ratio (CR) 178
entropy index (EI) 43
four-firm concentration ratio

(CR4) 42 3, 107, 109, 150
and Herfindahl-Hirschman

index 43, 85, 105, 151, 152,
178, 227

Linda index (LI) 43
and market power 42
and market structure 42
and merger guidelines 151
and oligopoly 178

confidence intervals 43 4, 234
and standard error of

estimate 223
constant cost industry 44 5

see also economies of scale; perfect
competition

constant returns to scale 45,
206

and Cobb Douglas production
function 39, 45

and constant cost industry 44
and production functions 202
see also economies of scale

consumer preferences 57, 98, 175,
195

consumer price index (CPI) 45,
103, 120, 209

see also real prices
consumer surplus 19, 45 6

and bundling 22
and deadweight loss 46, 55
and monopolistic

competition 162
and price discrimination 189
and producer surplus 183, 195
and product variety 182, 183
and reservation price 211
and total utility 240
and tying 246
see also optimal variety

contestable markets 46 7
and entry 46 7, 74
and equilibrium 76
and market structure 46, 148,

186
and natural monopoly 46, 230

contracts 47 50
and asset specificity 10, 116
assignment 50
bilateral/unilateral 48
breach of 50
caveat emptor principle 50
and Coase theorem 38, 251
and commitment 41, 116
and consideration 48
contract law 47, 49
definition 47
and duress 49

essential terms 48
exclusive 36
express 47
and fraud 49 50
implied 47, 116
incomplete see incomplete

contracts
labor 218
and legal capacity 48 9
and legality 49
meet-the-competition

clauses 40, 181
and meeting of minds 49
and Microsoft antitrust case

156, 158
most-favored-nation (MFN)

clauses 40
non-compete clauses 49
offer/acceptance 48
and parol evidence rule 49
and promissory estoppel 48
and quantum meruit 48, 49
and quasi-rents 211
relational 116
rescission 49, 50
and third-party beneficiaries 50
and undue influence 49
and vertical integration 252
written 49
see also tying

cooperatives 24
corporations 23 4

close corporation 24
double taxation 23
legal entity 23
professional corporations 23 4
Subchapter S corporation 23

cost of capital 50 1
and beta coefficient 20
and capital asset pricing model

(CAPM) 27 8
and capital budgeting 28, 50
and debt financing 51
and equity financing 51
and net present value 50,

172 3
and retained earnings 51
weighted average 51

cost curves see long run cost curves;
short run cost curves

costs
agency 192
asymmetries 180
average incremental (AIC) 68
bonding 192
and inflation 33
labor 136, 241
monitoring costs 167, 192 3
overhead see fixed costs
startup 67, 89
unit costs 149
variable costs 97

see also average total cost; average
variable costs; constant cost
industry; fixed costs; long run
cost curves; marginal cost;
opportunity costs; search costs;
sunk costs; switching costs;
total costs; total variable cost;
transactions costs

Cotle, R. L. 182
Cournot, Antoine Augustin 51
Cournot competition 51 2

and Cournot conjectures 51
and Cournot equilibrium 51, 99
Cournot punishment 180
and game theory 51, 99, 102
and Herfindahl-Hirschman

index 43
and Nash equilibrium 51
and oligopoly 20, 51, 61, 129,

178 9
covariance 52

and Durbin Watson
statistic 62 3

see also linear regression
Cowling, K. 105, 227
credence goods 21, 52

and brand names 21, 52
see also asymmetric information;

quality
credible strategies 4, 52 3

and advertising 4
and barriers to entry 53, 88
and collusion 40
and commitment 53
and excess capacity 88
and game theory 101
and limit pricing 130
and predatory pricing 81
see also accommodation; first-

mover advantages
credit markets

adverse selection problem 2 3
and asymmetric information 11
and credit analysis 29
and imperfect information 114
moral hazard 168
and property rights 204

cross elasticities 53 4
and complements 42, 52
and EU merger guidelines 84
and heteroskedasticity 105
and market boundaries 141
and Microsoft antitrust case 154
and substitutes 53, 161, 229
of supply 141
see also complements; elasticity;

substitutes
cross-advertising elasticity 53,

72
cross-section analysis 54, 147

and heteroskedasticity 54
and time-series data 54, 235

Index 257



Cubbin, J. 4
Curley, M. D. 172 3
customer preferences see consumer

preferences

David, P. A. 174
De Alessi, L. 218
deadweight loss 7, 55

and consumer surplus 46, 55
and market power 144
and mergers 108
and producer surplus 55

debt financing 51
debt securities 29

and cost of capital 51
and junk bonds 123

declining industry 55 6, 119
and exit 89
and sunk costs 230

decreasing cost industry 56
demand

cross-advertising
elasticity 53

estimating see estimating
demand

inelastic see inelastic demand
residual see residual demand
see also cross elasticities; elasticity;

law of demand
demand curves 56 7

and consumer price index 45
and consumer surplus 45
and Cournot competition 51
and dominant firm 60
and dumping 62
and equilibrium 75
estimating 78 80
and identification problem 111,

112
and imperfect competition 19
kinked see kinked demand curves
and market power 146
and reservation price 212
residual 212

demand function 57, 212
and capitalism 30
Cobb Douglas form 57
and cross elasticities 53
and demand curves 56
and elasticity 72
and identification problem 111
and income effect 115
and inferior goods 120
and law of demand 125
and normal goods 175
and residual demand 212
see also linear regression

Demsetz, H. 17 18, 168, 171, 204,
228

depreciation 57 8
and accounting profit 1, 2, 65
and capital budgeting 28

declining balance method 57, 58
definition 57
economic see economic

depreciation
and gross domestic product 104
straight line method 57, 64
sum-of-year’s digits 64
and sunk costs 98

diminishing marginal
utility 58, 139, 240

and indifference curves 118
and law of demand 125

diminishing returns 58 9, 117
and advertising 4
and average variable costs 13
and contestable markets 47
and isoquant-isocost curves 121
and marginal product 137
and marginal returns 58 9
and production functions 202
short run phenomenon 59, 218
to variable inputs 13, 117, 126
and total variable costs 241
see also economies of scale;

increasing returns; law of
variable proportions

diseconomies of scale 59
and average total cost 59, 133
and economies of scale 67
and fragmented industries 98
and total costs 67
and vertical integration 251
see also economies of scale

diversification, and risk
avoidance 26

Dixit, A. 130, 161, 183
dominant firm 59 60

elasticity of residual
demand 212

and market power 59, 212
and price leadership 60, 191
and residual demand 212
see also limit pricing; price

leadership
Domowitz, I. 150
Dorfman Steiner

condition 60 1
and advertising 3, 4, 139

Douglas, E. J. 57
dumping 61 2

antidumping laws 62, 188
definition 61
motivation 62
predatory see predatory

dumping
and predatory pricing 188
and price discrimination 61, 62,

187 8
welfare effects 62
see also profit maximization

Dunne, T. 74, 90
duopoly 162, 194

Durbin Watson statistic 62 3
and autocorrelation 12, 63
and first-order correlation 12
see also autocorrelation

dynamic limit pricing 181

Eaton, B. C. 162, 196, 199, 201
eBay 12, 170
economic depreciation 64, 144

and accounting profit 64, 65,
182, 238

see also accounting profit;
depreciation; economic profit

economic profit 64 6
and accounting profit 1, 18, 64,

74, 145, 146, 182, 238
and advertising 4
and average total cost 13, 129
and barriers to entry 16, 44, 46,

64, 227
and competition 42
and constant cost industry 44
and declining industry 55
and decreasing cost industry 56
definition 64
and depreciation 57, 64
as economic rents 211
and entry 16, 64, 74
and equilibrium 76
and equity 144
and excess profits 146
and Lerner index 65, 129
and limit pricing 129
and long run cost curves 134
and market power 65, 146
and mergers 108
and monopolistic

competition 161
and monopoly 20, 74, 163
and opportunity costs 64, 144,

182
and predatory pricing 35
and producer surplus 194
and product proliferation 199,

200
short run 16, 76, 220

economics of the Internet 66 7
and lock-in 132 3, 232
network effects 66 7
and network externalities 66,

132
economies of agglomeration 56
economies, pecuniary see

pecuniary economies
economies of scale 31, 67 8, 144

and advertising 4
and average total costs 54, 56,

67
and barriers to entry 16, 20, 243
and Cobb Douglas production

function 39
and cost elasticity 67

258 Index



and cross-section analysis 54
and decreasing cost industry 56
and excess capacity 88
and exit 89, 90
and firm size 89, 148
and fragmented industries 98
and increasing returns 117
and learning curve 126 7
and limit pricing 129
and long run average cost

curves 160
and market structure 67, 148
and mergers 68, 108, 152
and minimum efficient

scale 160
and monopoly 165, 183
and natural monopoly 20, 46,

171
and pecuniary economies 67,

185
and product variety 201
product-specific 68
and production functions 202
single-product/multiproduct

firms 68
and sunk costs 230
and synergies 232
and total costs 238
and translog cost function 245
and tying 35, 245

economies of scope 68 9
as barrier to entry 243
and economies of scale 67
and fragmented industries 98
measurement 69
and minimum efficient scale

160
and natural monopolies 69,

171
and product differentiation 197
and synergies 232
and translog cost function 245

Edgeworth, F. Y. 184
Edgeworth competition 51
Edmunds, J. 15 16, 90 1, 96,

188 9, 225 6
Edwards, J. 65 6, 121
efficiency 69 70

allocative 69 70, 144, 145, 184,
235; and efficient markets
hypothesis 70 1; and
externalities 69 70; and
factor prices 94; and market
performance 144; and Pareto
optimality 46, 69, 184; and
total utility 240; and transfer
pricing 242, 243

and capitalism 30
and Coase theorem 37 8
and competition 41
and consumer surplus 46
and contestable markets 47

and deadweight loss 55, 129,
164

dynamic 144
and EU competition policy,

2004 83
and EU merger policy 86
and externalities 93
and factor prices 94
and hierarchy 106
and mergers 108, 109, 151
and perfect competition 70, 186
and perfectly contestable

markets 47
and principal agent

problem 193
productive 70, 143 4
and property rights 204
and switching costs 232
technical see technical efficiency
see also Pareto optimal allocation;

profit maximization; utility
maximization; X-efficiency

efficiency hypothesis 228
efficiency wage theory 168 9
efficient markets

hypothesis 70 2, 173
semi-strong form 71
strong form 71
weak form 71

Ehrlich, I. 5, 92, 215 16
elasticity 72 3

arc see arc elasticity
cost elasticity 67, 127
cross-advertising see cross-

advertising elasticity
and economies of scale 67
and estimating demand 79
income see income elasticity
and marginal revenue 139
price elasticity of demand 5,

119, 141; and advertising 3,
4, 61; and arc elasticity 9; and
demand function 57; and law
of demand 72, 73; and Lerner
index 129, 227; and marginal
revenue 139; and markup
pricing 73, 150; and
monopoly 164

price elasticity of supply 72
and residual demand 212
see also cross elasticities; law of

demand; Lerner index; market
power

Ellerman, D. P. 204
Elzinga, K. 103
entropy index (EI) 43
entry 73 5

and accommodation 1
and cartels 33
and contestable markets 46 7
costs 67, 89
and credible strategies 52

and decreasing cost industry 56
and dominant firm 60
and economic profit 16, 64, 74
and equilibrium 76
and exit rate 75
and first-mover

advantages 96 7
and fixed costs 74, 98
hit and run entry 46, 47, 74
and industry life cycle 119
and monopolistic

competition 161
and monopsony 166
and perfect competition 41, 186
and perfectly contestable

markets 46, 74, 76
and rate of exit 74, 89
single-plant/multiplant

firms 74 5
and strategic behavior 46, 53
types of 74
welfare implications 17, 161

equilibrium 75 7
and adverse selection 2
Bayesian equilibrium 99, 102,

103
Bayesian Nash equilibrium 99,

102
and capital asset pricing

model 27
Cournot equilibrium 51, 99
and evolutionary modeling 76
and factor prices 94
and identification problem 111
and imperfect information 76,

114
and market microstructure 143
multiple equilibria 75
Nash equilibrium 51, 76
and product differentiation

198
and product variety 183
short run/long run 76, 160
stability 75, 76
static/dynamic 76
uniqueness 75
see also Cournot competition;

strategic behavior
equity financing 51
error terms in regression 77

and best linear unbiased
estimators (BLUE) 77

and heteroskedasticity 77
and identification problem 112
and simultaneous equations

bias 78, 222
and T-statistic tests 77
see also multicollinearity

estimating demand 78 80
and identification problem 111
and indirect least squares

method 78 9

Index 259



estimating demand (cont’d)
and instrumental variables

method 79
and simultaneous equations

bias 79
and two-stage least squares

method 79
EU competition policy,

2004 80 3
and antitrust policy (US) 80, 81
and efficiency claim 83
exemptions 80
investigative and enforcement

powers 81 2
and market definition 146
and Microsoft antitrust case 82,

159
prohibited business practices 80
SSNIP approach 83
UK antitrust policy 82 3
see also antitrust policy (US);

collusion; EU merger
guidelines, 2004; EU merger
policy, 2004

EU merger guidelines,
2004 83 6

and cross elasticities 84
and Herfindahl-Hirschman index

(HHI) 85
and market definition 84, 85
and market power 85
and market structure 84
and possible defenses 84, 85, 86
and supply-side

substitutability 84, 85
and unilateral merger effects 85
see also Clayton Act; merger

guidleines, 1992 7
EU merger policy, 2004 83,

86 8
and antitrust policy (US) 88
authority to prohibit mergers

88
and competition 86
and geographic market 87
and merger analysis 87
Merger Task Force 86 7
review process 87
SIEC test 87
and transparency 87
see also Clayton Act

European Union see EU competition
policy, 2004; EU merger
guidelines, 2004; EU merger
policy, 2004

Evans, D. S. 69, 171
excess capacity 19, 88 9

as barrier to entry 88, 130
and commitment 40 1
and dominant firms 60
and limit pricing 130
and mergers 109

and monopolistic
competition 88

and strategic behavior 226
and transfer pricing 242

exit 89 90
and contestable markets 46
and declining industry 51, 89
and equilibrium 76
fixed costs 55, 98
and import competition 210
and industry life cycle 119
and long run cost curves 134
and monopolistic

competition 161
and rate of entry 74, 89
‘‘shakeout’’ hypothesis 90
social welfare consequences 56
sources of exit barriers 55 6
‘‘stakeout’’ hypothesis 89, 90
as strategic game 89
see also declining industry

expected present value 90 1
and coefficient of variation 39
and expected net present

value 90 1
and risk aversion 91

expected utility hypothesis 212,
225

expected value 12, 91 2
and coefficient of variation 223
and maximin criterion 151
and risk aversion 213
and risk neutrality 213
and risk premium 214
and standard deviation 222
and stochastic dominance 224
and variance 250

experience goods 21, 92
and advertising 5, 92
and brand names 21
and credence goods 52
and quality 92
and search goods 92, 215

externalities 93
and allocative efficiency 69 70
and capital budgeting 28
and capitalism 32
and Coase theorem 37
definition 93
and optimal variety 182
and product differentiation 198
and property rights 203
and public goods problem 205
public sector response to 93
stochastic 167

factor prices 94, 127
and constant cost industries 44
factor price equalization 94
and Heckscher Ohlin

approach 94
and translog cost function 244

factor productivity 94 5
Fama, Eugene 71
Federal Trade Commission

Act 6, 95 6
cease and desist orders 8
and franchises 24
violations 7
see also antitrust policy (US);

Clayton Act; Sherman Act
Federal Trade Commission

(FTC) 24, 95, 152, 200, 226
Ferguson, J. M. 92
firm financial structure 96

and capital structure 96
and learning curve 96

first-mover advantages 96 7
and accommodation 1
and advertising 4
as barrier to entry 46
and commitment 40
and Cournot competition 51
and entry 46
and game theory 101
and learning curve 127
and lock-in 174
and network externalities 174
and pioneering brands 187
and Stackelberg

competition 51, 101
Fisher, F. M. 18, 65, 75, 109, 121,

144, 154, 155
Fisher, L. 5, 92, 215 16
fixed costs 97 8

and average total cost 13
and cartels 33
and entry 74, 98
and exit 98
and monopolistic

competition 161
and product differentiation

197
and product variety 201
and short run 97, 135, 218
and sunk costs 98, 230
and total costs 98, 238
and transfer pricing 243

Flynn, J. 9
Folsom, B. 8
Folsom, R. 144
fragmented industries 98, 198
franchises 24
free-rider problem 167, 205
frequency domain models see

time-series forecasting models
Friedlaender, A. F. 68, 69
Friedman, M. 31, 213
futures and options market 29

Galbraith, J. K. 31
game theory 99 103, 145, 150

and Bayesian equilibrium 99,
102, 103

260 Index



and Bayesian Nash
equilibrium 99, 102

complete/incomplete
information 99, 101 3

and Cournot competition 51,
99, 102

and Nash equilibrium 76, 99,
100, 102

and oligopoly 178, 179
Stackelberg duopoly game 101
static/dynamic games 99,

101 3
see also prisoner’s dilemma

Gandal, N. 173
Gapenski, L. C. 172
Gaskins, D. 60, 130
GDP deflator 104, 120
General Agreement on Tariffs and

Trade (GATT), and
dumping 61 2

geographic market 103 4, 148
and antitrust policy 103
and EU merger guidelines,

2004 84
and EU merger policy, 2004 87
and fragmented industries 98
and legal boundaries 103
and market definition 140
and topographical

boundaries 103, 104, 151
and 20 percent rule 103 4
see also antitrust policy (US);

Clayton Act; merger
guidelines, 1992 7; Sherman
Act

Geroski, P. 18, 74
Ghemawat, P. 89, 90
Gifford, D. 88
Gilbert, R. J. 18, 129, 130
Glazer, A. 97
Gold, B. 160
goods

complementary 42
public 205
see also credence goods;

experience goods; inferior
goods; normal goods; search
goods

goodwill 4, 25
government policy see antitrust

policy (US); EU competition
policy, 2004

Greer, D. F. 95, 145
gross domestic product 104

and consumer price index
(CPI) 103

and GDP deflator 104
nominal/real 104
and t-statistic 234
see also nominal income and prices

Grossman, S. 168
Gudofsky, J. 86

Hadar, J. 225
Haedt, E. 121 2
Hall, R. 150
Hanoch, G. 225
Hariharan, G. 188, 231, 250 2
Hart, O. 168
Hayek, F. A. 42, 75
Hecht, J. 31
Heckman, J. J. 69, 171
Heckscher Ohlin approach to

international trade 94
Herfindahl-Hirschman

index 105, 227
and concentration indices 43
and Cournot competition 43
and mergers 85, 105, 151, 152
and oligopoly 43, 105, 178
see also concentration indices

heteroskedasticity 105 6
and Breusch-Pagan test 106
and cross-section analysis 54,

105
and error terms in regression 77
and Glesjer test 106
and Goldfeld-Quandt test 106
and White test 106

hierarchy 10, 106 7
and Coase theorem 38, 251
and decision-making 106
market functions 106
and transactions costs 106

High, J. 42, 75 6
Hogarty, T. 104
Holmstrom, B. R. 106 7, 167
homoskedasticity 105
Hopkins, S. 250 2
horizontal merger

guidelines 107 10, 178, 228
market concentration

measurement 107 8
and market structure 148
and Microsoft antitrust case 154
policy debate 109 10
policy development 107 9

Horspool, M. 80
Hotelling, H. 162, 198
Hotelling depreciation see economic

depreciation
Hubbard, R. G. 150
hurdle rate 121
Hussein, S. A. 99 103, 177 81

identification problem 111 13
and equilibrium data 111
and estimating demand 78
exact/under/over-

identification 112
order and rank

conditions 112 13
and reduced form equations 113

illiquidity 15
imperfect information 113 15

and adverse selection 114
as barrier to entry 53
and brand names 21
and equilibrium 76, 114
and market inefficiency 114
and moral hazard 114, 168
and pioneering brands 187
and prisoner’s dilemma 194
and product differentiation 197
and quality 187, 206
and screening 114
and search costs 215
and signaling 114
see also adverse selection;

asymmetric information; moral
hazard

incipiency doctrine 36
income

nominal 175
real 209
see also income elasticity

income effect 115
and elasticity 73
and indifference curves 118
and law of demand 125
and normal/inferior goods 115,

120, 175
and real income 209
and substitution effect 115, 120,

175, 229
see also law of demand

income elasticity 72, 115 16
incomplete contracts 38, 106,

116 17
and asset specificity 116
and Coase theorem 38
and commitment 116
and principal agent

problem 192
and risk aversion 116
and transactions costs 116, 242
and uncertainty 106
see also asset specificity; Coase

theorem; game theory
increasing returns 117
indifference curves 22, 117 18,

184
and capital asset pricing model

(CAPM) 118
and diminishing marginal

utility 58
and indifference map 117, 118
and marginal rate of

substitution 137
and Pareto optimality 184
and product attributes

model 195 6
and risk aversion 118
and substitution effect 229
and total utility 117, 240
and utility maximization 247
see also isoquant-isocost curves

Index 261



industry see constant cost industry;
declining industry; decreasing
cost industry; fragmented
industries

industry concentration see
concentration indices

industry life cycle 118 19
decline phase 55 6, 89, 119,

230
and exit 89
and fragmentation 98
growth phase 119
introduction phase 118
maturity phase 119
see also product life cycle

inelastic demand 72, 119, 124
and total revenue 119
see also law of demand

inferior goods 119 20, 175
and income effect 115, 120

inflation 120
and cash flow 33, 188
and consumer price index 45
and economic profit 66
and gross domestic product 104
and net present value 172
and nominal income and

prices 175
and present value 188
and real income 175, 209
and real prices 175, 209
and time-series data 235

information see asymmetric
information; imperfect
information

innovation 165, 180, 181, 200
insider trading, and efficient

markets 72
insolvency 15
institutional investors 29 30
insurance markets

adverse selection problem 2
and asymmetric information 11,

128
and imperfect information 2,

114
moral hazard 167
and risk aversion 213

integrated firm 38
integration, backward see

backward integration
internal organization of the

firm 120 1
functional 120
multidivisional (M-form)

120 1
and vertical integration 251
see also principal agent problem

internal rate of return 121
and accounting profit 2, 65
and capital budgeting 28, 33,

121

conditional 65
and economic depreciation 64
and economic profit 65, 66
and hurdle rate 121
as measure of economic

profitability 18
and net present value 121, 172,

173
Internet see economics of the

Internet
isoquant-isocost curves 30,

121 2, 143, 202
see also indifference curves; utility

maximization

Jacquemin, A. 1, 18, 130
Jensen, M. 168
joint ventures 24
Jones, K. A. 61 2, 187 8, 195 6,

210
Jorde, T. 95
junk bonds 123

Kanter, J. 82
Katz, L. M. 173, 174
Katzman, B. 11 12, 170
Katzman, R. 7
Kay, J. 65 6
kinked demand curves 124

and oligopoly 124
see also demand curves; demand

function; game theory
Klepper, S. 200
Knight, F. 247
Korah, V. 80
Kovaleff, T. 7
Kreps, D. 116, 179
Krueger, A. O. 210
Kudrle, R. 88

labor
capital labor ratios 94
division of 31
efficiency wage theory 168 9
marginal cost 136
marginal product of 117, 136,

137, 219
monopsonistic labor market 166
and moral hazard 167 8
and property rights 204
short run costs 218, 219
total product of 58, 239
and total variable cost 241

labor market, and signaling 3
labor-intensive firms 94
Lancaster, K. 118, 163, 195, 249
Lande, R. 152
law of demand 125 6, 139, 239

and capitalism 30
and demand curves 56
and elasticity 72, 73
and kinked demand curves 124

and marginal utility 140
and network externalities 126
and price elasticity of

demand 72, 73
and ‘‘snob effects’’ 126
and utility maximization 248
violations 126

law of diminishing returns see
diminishing returns; law of
variable proportions

law of variable
proportions 117, 126, 202

and marginal product 137
Lazear, E. 193
learning curve 126 8

and average total cost 126 7
and entry 1, 40
and first-mover advantages 127

learning curve, and predatory
pricing 127

least squares method
indirect 78 9
ordinary 131
two-stage 79
weighted least squares 106

Leibenstein, H. 165, 253
Leibowitz, S. J. 133
Leland, H. 114
Lemley, M. 95
lemons market 21, 128

and adverse selection 2
and asymmetric information 11,

128
and brand name 21
and imperfect information 206

Lerner, A. 128
Lerner index 128 9, 227

and economic profit 65, 129
and marginal cost 141
and market performance 129,

145
and market power 146
and markup pricing 129, 150
and monopoly 129, 164
and oligopoly 129

Lesourne, J. 76
Levin, R. 144
Levinson, R. 158
Levy, C. 225
Ley, Eduardo 43 4, 151, 235
Li, Wei 55
liability

corporations 23 4
general partnership 22 3
limited liability companies

(LLCs) 24
limited liability partnerships

(LLPs) 24
limited partnership 23
sole proprietorship 19

Lieberman, M. B. 89 90
Liebowitz, S. 157 8

262 Index



life cycle see industry life cycle;
product life cycle

limit pricing 4, 129 30
and barriers to entry 4, 18, 74,

129 30, 221, 227
classic 130
dynamic 130
and market structure 148
see also accommodation; credible

stratgies; profit maximization;
signaling

limited liability companies
(LLCs) 24

limited liability partnerships
(LLPs) 24

Lind, R. 214
Linda index (LI) 43
linear regression 12, 111, 130 2,

227
and autocorrelation 12, 132
and barriers to entry 4, 18
best linear unbiased estimators

(BLUE) 77
and beta coefficient 20
and Cobb Douglas production

function 39, 131 2
and coefficient of determination

(R2) 131, 208 9
and cross-section analysis 54
and Durbin Watson

statistic 62 3
and economic profit 65
and error terms in regression 77
and estimating demand 78
and heteroskedasticity 105
and industry concentration 227
and learning curve 127
and multicollinearity 132, 169
and multiple regression 132,

208, 223, 234
and simultaneous equations

bias 221 2
and standard error of the

coefficient 224
and standard error of

estimate 223
and standard variation 223
and t-statistic 234
and time-series data 235
see also confidence intervals;

covariance; variance
Lipsey, R. G. 162, 196, 199, 201
lock-in 132 3

and competition 174
and EU merger guidelines,

2004 85
and market power 133
and network

externalities 132 3, 174, 232
and switching costs 232

Londregan, J. 89
Long, W. F. 65

long-run cost curves 133 4
and constant cost industry 44
and decreasing cost industry 56
long run average cost (LRAC)

curve 133, 160, 165
long run marginal cost (LRMC)

curve 133, 165
and minimum efficient

scale 160

McAuliffe, R. E. 1 2, 3 6, 9 11,
12 15, 12 18, 16 22, 25, 32 4,
39 43, 44 7, 52 3, 54, 55 7,
58 61, 62 80, 88 90, 91 2,
96 7, 98, 106 7, 111 13, 115,
117, 118 19, 120, 121, 129 36,
143, 160, 163 6, 171 2, 175,
176 7, 181 2, 187, 191 2,
193 5, 196 9, 200, 202, 206 7,
209 10, 211 12, 215 16,
218 20, 221 4, 226, 229 31,
235, 247, 250

McFarlane, A. 105 6, 169, 231 2,
234 5, 239

McGowan, J. J. 18, 65, 121, 144
Maddala, G. S. 113
make or buy decisions 10, 135

and Coase theorem 38, 135
marginal cost 135 6

and advertising 3, 60, 136
and allocative efficiency 69 70
and average total cost 129, 136,

146
and average variable costs 13
and cartels 32, 33
and competition 42
and constant cost industry 44
and consumer surplus 45, 46
and contestable markets 46
and deadweight loss 55
and dominant firm 60
and Dorfman Steiner

condition 60
and economies of scale 67
and efficiency 69, 70, 144
and externalities 93
and fixed costs 97
and Herfindahl-Hirschman

index 105
and indifference curves 118
of labor 136
and Lerner index 141
long run marginal cost (LRMC)

curve 133, 165
and markup pricing 149
and monopsony 166
and predatory pricing 62
and price elasticity 73
of production 19, 60, 70, 73,

136, 144, 149
and profit maximization 136,

189, 202

short run marginal cost (SRMC)
curve 219

and shutdown point 13
and total costs 135
and total variable cost 136
and transfer pricing 243
and utility maximization 136

marginal product 136 7
of capital 137
and diminishing returns 59,

137
of labor 117, 136, 137, 221
and law of variable

proportions 137
and marginal rate of technical

substitution 138
and marginal revenue 137
and production functions 137
and profit maximization 137
and short run cost curves 219
and total revenue 137
and total variable cost 241

marginal rate of
substitution 22, 137 8

and advertising 138
and allocative efficiency

69 70
and diminishing marginal

utility 58
and indifference curves 137,

184
and marginal utility 137 8
and product attributes

model 195
see also diminishing marginal

utility; utility maximization
marginal rate of technical

substitution 138
and isoquant-isocost

curves 121, 138
and marginal product 138
and productive efficiency 70
see also isoquant-isocost curves;

marginal rate of substitution
marginal revenue 138 9

and dominant firm 60
and Dorfman Steiner

condition 61, 139
and dumping 62
and fixed costs 97
and marginal product 137
and perfect competition 129,

139
and predatory pricing 62
and price elasticity 73, 139
and profit maximization 138
and total revenue 239
see also perfect competition; profit

maximization
marginal utility 139 40

diminishing see diminishing
marginal utility

Index 263



marginal utility (cont’d)
and law of demand 125
and marginal rate of

substitution 137 8
negative 240
and risk 140
and total utility 240
and utility maximization 247
see also marginal rate of

substitution
Margolis, S. E. 133
market definition 140 3

and antitrust policy 140, 141,
142, 146

and cartels 141 2
and cross elasticities 54, 141
and elasticity 73
and EU merger guidelines,

2004 84
and geographic markets 140,

142, 151
and merger guidelines, 1992 7

151
and Microsoft antitrust

case 154, 155
and product markets 140, 151
and SSNIP (5 percent rule) 83,

141, 142, 151
theoretical/practical

measures 141 2
see also antitrust policy (US);

geographic market; horizontal
merger guidelines; merger
guidelines, 1992 7

market failure 37
market foreclosure 36
market microstructure 143

and transactions costs 143
market performance 143 5

and allocative efficiency 144
and dynamic efficiency 144
and equity 144
and Lerner index 129, 145
and market structure 8, 107,

147, 148
measurement 144 5
and perfect competition 186
and production

efficiency 143 4
see also market power; structure-

conduct-performance
paradigm

market power 145 7
acquisition 146
and concentration indices 42,

228
and deadweight loss 144
definition 145
and dominant firms 59, 212
and economic profit 65, 146
and EU competition policy,

2004 80

and EU merger guidelines,
2004 85

and excess profits 146
and firm size 145, 146, 147
and imperfect information 114
and Lerner index 128 9
and limit pricing 130
and lock-in 133
and market performance 129
and market structure 147, 148
and markup pricing 149, 150
measurement 146 7
and mergers 108, 144, 152
and Microsoft antitrust

case 145, 154
and monopoly 145, 171, 217
and natural monopoly 171
and oligopoly 145, 177
and pecuniary economies 185
and predatory pricing 188
and price discrimination 147,

189
and product differentiation 197
and Rothschild index 146
and Sherman Act 216, 217
studies 147
and synergies 233
and Tobin’s q 147
see also structure-conduct-

performance paradigm
market preemption strategy 97
market share see market power
market sharing agreements 80, 217

see also cartels
market structure 147 9

analysis 149
and barriers to entry 16, 142,

146, 148
and concentration indices 42
and contestable markets 46, 148
and credible strategies 53
and dumping 62
and economies of scale 67, 148
and EU merger guidelines,

2004 84
and fragmented industries 98
and geographic market 103
and horizontal mergers 36
and innovation 165
and limit pricing 130
and market performance 8, 107,

147, 148
and market power 147, 148
and monopolistic

competition 161
number and size distribution of

buyers/sellers 148
and perfect contestability 186
and product differentiation 148
and product variety 201
and profit maximization 203
and sunk costs 230

and vertical integration 251
see also basic market structures;

monopoly; oligopoly;
structure-conduct-
performance paradigm

markets
thick 163
winner-take-all 156
see also capital markets;

contestable markets; efficient
markets hypothesis; geographic
market; lemons market

Markowitz, H. M. 25, 26, 224 5
markup pricing 149 50, 192

and demand elasticity 73, 150
and Dorfman Steiner

condition 61
and Lerner index 129, 150
and marginal cost 149
and market power 149, 150, 189
and monopolistic

competition 163
and price elasticity of

demand 73
and price leadership 192
and product variety 201

Martin, S. 7, 65
Maurice, S. 73
maximin criterion 151

and prisoner’s dilemma 194
Mayer, C. 65 6
Meckling, W. 168
Medema, Steven G. 37 9
Meehan, J. 108, 109
meet-the-competition clauses 40
Mehta, D. R. 242 4
merger guidelines,

1992 7 151 3
and challenges to proposed

mergers 152
and economies of scale 152
five-step merger analysis 151 2
and market definition 151
and market power 152
see also antitrust policy (US); EU

merger guidelines, 2004; EU
merger policy, 2004;
geographic market; horizontal
merger guidelines

mergers
and Clayton Act 34, 36, 107
conglomerate 36, 84, 88
coordinated effects (CE) 85, 87
cost-benefit approach 108, 109
and economic profit 108
and efficiency argument 108,

109, 151
and excess capacity 109
and Herfindahl-Hirschman

index 105
horizontal 36, 108
and incipiency doctrine 36

264 Index



and pecuniary economies 186
pro-competitive effects 86
and synergies 109, 232 3
unilateral effects (UE) 85, 87
vertical 36, 84, 88
see also antitrust policy (US); EU

merger guidelines, 2004; EU
merger policy, 2004; horizontal
merger guidelines; merger
guidelines, 1992 7; monopoly

Mergers and Monopolies
Commission 83

Microsoft antitrust case 153 7,
217

and anticompetitive
behavior 155 6

background and current
status 153

and barriers to entry 154
and bundling 82, 153, 158, 159
and contracts 156, 158
and defenses 35, 154 5, 156
and EU investigation 82, 159
Findings of Fact 156
and horizontal merger

guidelines 154
and market definition 154
and market power 145, 154, 155
and network externalities 35,

154, 157
and predatory pricing 156
and tying 82, 246
see also antitrust policy (US); EU

competition policy, 2004;
Microsoft antitrust case:
remedies

Microsoft antitrust
case:remedies 157 60

appeal against 159
concessions from Microsoft 158
damage suits 159
see also antitrust policy (US);

antitrust remedies (US);
Microsoft antitrust case;
Sherman Act

Milgrom, P. 11, 221
Miller, R. 109
minimum efficient scale 10,

16, 160
and asset specificity 10
and barriers to entry 160
and diseconomies of scale 59
and economies of scale 67, 127,

160
and economies of scope 69, 160
and fragmented industries 98
and long run cost curves 134,

160
and market structure 148
and mergers 109
and short run cost curves 143
and sunk costs 230

and synergies 232
and total costs 238

Minitti, Maria 173 5
Mirrlees, J. A. 168
Mnookin, R. 95
Modigliani, F. 129
monopolistic competition 124,

161 3
antitrust behavior 8
Chamberlinian models 161 2,

163, 183
characteristics approach 163
and excess capacity 88
Hotelling-type models 162 3
and imperfect information 114
market preemption strategy 97
and market structure 161
and markup pricing 163
and product variety 162
and SSNIP rule 84

monopoly 12, 124, 163 6
and auctions 12
and barriers to entry 60, 148, 163
and Clayton Act 87
and contestable markets 46
and Cournot competition 51
and demand 163, 212
and dominant firm 60
and Dorfman Steiner

condition 60 1
and economic profit 20, 74, 163
and economies of scale 165, 183
and EU competition policy,

2004 80
and Herfindahl-Hirschman

index 105
and innovation 165
and Lerner index 129, 164
and limit pricing 130
and market power 145, 171
and market structure 148
natural see natural monopoly
and price discrimination 144
and profit maximization 203,

253
and quality 206, 207
and rent seeking 165, 210
and Sherman Act 217
social costs 164 5
and X-efficiency 47, 165

monopsony 12, 166 7
and auctions 12
backward integration 166
entry/exit problem 166

moral hazard 167 9
and asymmetric

information 114, 167
in credit markets 168
and imperfect information 114,

168
in insurance markets 167
in labor market 167, 168 9

and monitoring costs 167
in a multi-agent setting 167
in organization of production

168
and principal agent problem

167, 192
and public goods problem 168
in stock market corporation 168

Morgenstern, O. 213
Moss, L. S. 203 5
most-favored-nation (MFN)

clauses 40
multi-unit auction 170
multicollinearity 169

and linear regression 132, 169
measuring 169
perfect 169

Nalebuff, B. 89, 90
Nash equilibrium 51, 76, 99, 100,

102, 178, 179, 180
Bayesian Nash equilibrium 99,

102
and Cournot equilibrium 51
and prisoner’s dilemma 194

natural monopoly 165, 171
and economies of scale 20, 46,

171
and economies of scope 69, 171
and market power 171
and perfectly contestable

markets 36, 230
Nelson, P. 5, 72, 92, 215
Nelson, R. R. 76, 176
Nerlove, M. 68
net present value 171 2

and capital budgeting 28, 33,
171

and cost of capital 50, 171 2
and inflation 172
and internal rate of return 121,

172, 173
and present value 189
see also nominal income and

prices; present value
net present value criteria 172 3
network externalities 7, 173 5,

217
and antitrust remedies 8
and economics of the Internet

66
and law of demand 125 6, 126
and lock-in 132 3, 174, 232
and Microsoft antitrust case 35,

154, 157
and path dependency 173 4

new institutional economics 114
Niels, G. 81
nominal income and prices

175
and inflation 175
see also real income; real prices

Index 265



normal goods 119, 175
and demand function 175
and income effect 115, 175
and inferior goods 119

objective of the firm 176 7
and managerial discretion 177,

226
and principal agent

problem 177
and profit maximization 176,

202
and sales maximization 176 7
and satisficing hypothesis 176,

177
and uncertainty 176

oligopoly 31, 59, 150, 177 81
and Bertrand competition 178,

179
and collusion 179 81
and concentration indices 178
and Cournot competition

19 20, 51, 61, 129, 178 9
and dominant firm 178, 181
and Dorfman Steiner

condition 61
dynamic models 179 80
and game theory 178, 179
and Herfindahl-Hirschman

index 43, 105
and kinked demand curves 124
and Lerner index 129
and marginal revenue 139
and market power 145, 177
and market structure 148
and Nash equilibrium 76, 178,

179, 180
noncooperative 19 20
and price fixing 216
and price leadership 192
and product differentiation 158,

181
and product variety 201
static models 178 9
tight 149
and X-efficiency 47
see also cartels

opportunity costs 30, 181 2
and accounting profit 182
and barriers to entry 16, 18
of capital 172, 219, 220
and capital budgeting 28
and consumer surplus 46
and economic profit 64, 144,

182
and excess capacity 88
and externalities 93
and present value 188
and producer surplus 194
and productive efficiency 70
and real income 215
and rent seeking 210

and rents 211
and transfer pricing 242
see also efficiency

opportunity discount rate
(ODR) 188

optimal resource allocation 242
optimal variety 182 3

and externalities 182
and under/overprovision of

product variety 182 3, 198,
200

ordinary least squares see linear
regression

overhead costs see fixed costs

Palim, M. 80
Panzar, J. C. 68, 148, 186
Pareto, V. 184
Pareto optimal allocation

184 5
and allocative efficiency 46, 69,

184
and consumer surplus 46
and ‘‘core’’ 184
and Edgeworth box 184, 185
and monopoly 164
and moral hazard 167
and productive efficiency 70

partnership
general 22 3
limited 23
limited liability partnerships

(LLPs) 24
payback analysis 28 9
pecuniary economies 185 6

and economies of scale 67, 185
and economies of scope 69
and mergers 186
social benefits 185 6
see also merger guidelines, 1992 7

peer monitoring 168
perfect competition 124,

186 7
and allocative efficiency 69 70,

144
and barriers to entry 186, 242
as basic market structure 186
and concentration indices 42
and contestable markets 46, 47
and Cournot competition 51
criteria 186
and deadweight loss 55
and demand elasticity 73
and entry 41, 186
and equilibrium 76
and game theory 99
and limit pricing 130
and marginal revenue 129, 139
and market definition 140
and market power 145, 148
price setters/price-takers 19,

149, 177, 186

and quality 206
Stackelberg competition 51
and survivor principle 231
and total revenue 239
and transfer pricing 243
see also monopolistic competition;

monopoly; oligopoly
Perloff, J. M. 162
Perry, M. K. 166
Petersen, B. C. 150
pioneering brands 187
Polutnik, L. 116 17, 120 1,

136 7, 166, 192 3, 205, 211,
220 1, 241 2

Porter, M. E. 17, 40, 55, 74, 96, 98,
119, 135, 148

portfolio analysis 118
portfolio risk 26 7
Posner, R. 165
Pound, R. 47
Power, L. 57 8, 94, 199 200
Pratt, J. 214
predatory dumping 62, 187 8

and barriers to entry 187
predatory pricing 188

and antitrust policy (US) 81,
188

and barriers to entry 188
and Clayton Act 34 5
and credible strategies 81
and dumping 188
and learning curve 127
and market power 188
and Microsoft antitrust case 156
and transfer pricing 243

present value 188 9
and economic depreciation 64
and expected present value 90
and net present value 189
and profit maximization 172

price discrimination 9, 189 91
and arbitrage 9
and bundling 22, 190
and Clayton Act 34
conditions 189 90
and consumer surplus 46
and defenses against charges

of 35
and dumping 61, 62, 187 8
first degree/perfect 190
and information 190
intertemporal 191
and marginal revenue 139
and market power 147, 189
and monopolistic competition

161
and non-transferable products

190
peak-load 191
and quality 207
second degree 190
third degree 190

266 Index



two-part tariff 191
and tying 246

price elasticity of demand see
elasticity

price leadership 181, 191 2, 227
barometric 191, 192
collusive 191, 192
and dominant firm 60, 191
and market structure 148
and oligopoly 192, 216

price umbrella 60
price cost margin 61, 145
pricing see capital asset pricing

model; limit pricing; markup
pricing; predatory pricing;
transfer pricing

principal agent
problem 192 3

and adverse selection 2, 192
and agency costs 192
and asymmetric

information 192
and moral hazard 192
and objective of the firm 177
and residual loss 192, 193
and stockholders 226

prisoner’s dilemma 99 100,
102 3, 179, 193 4

see also adverse selection;
signaling

producer price index 120, 209
producer surplus 194 5

and consumer surplus 183, 195
and deadweight loss 55
and reservation price 211
and welfare economics 194 5

product attributes model 152,
195 6

and advertising 196
and budget constraint 195
and indifference curve

analysis 195 6
and product differentiation 197
and strategic behavior

analysis 196
and total utility 240
and utility maximization 195,

247
product differentiation 196 9

and advertising 199
as barrier to entry 16, 17, 74,

199, 226
and basic market structures 20
and demand elasticity 73, 197
and externalities 198
and fragmented industries 198
horizontal 160
and indifference curves 118
and industry life cycle 119
and market definition 140
and market structure 148
maximal 198

and Microsoft antitrust case 157
minimum 162, 163, 198
and monopolistic competition

161
and oligopoly 158, 178, 181
and product attributes model

197
and quality 186, 207
representative consumer/

Chamberlin models 197
spatial/location models 197
and strategic behavior 226, 227
and substitution 196, 197
vertical 197, 206

product life cycle 199 200
and declining industry 55
and Dorfman Steiner

condition 61
see also industry life cycle

product positioning 199
product proliferation 200

and barriers to entry 130, 200
and dominant firms 60
and first-mover advantages 97
as strategic behavior 200, 226,

227
product variety 200 2

as barrier to entry 201
and consumer surplus 46
and economies of scale 201
and market structure 201
and monopolistic

competition 161
over/underprovision 182 3,

198, 200
and quality 200
see also product proliferation

production functions 202
Cobb Douglas see Cobb

Douglas production function
and diminshing returns 202
and factor productivity 94
and marginal product 137
and returns to scale 202
short run 239
and substitution effect 202

profit maximization 202 3
and capitalism 30
and factor prices 94
and factor productivity 94
and fixed costs 97
and isoquant-isocost curves 122
and Lerner index 129
and marginal cost 136, 189,

202
and marginal product 137
and marginal revenue 138
and market structure 203
and markup pricing 150
and monopoly 203, 253
and multidivisional

organization 121

and objective of the firm 176,
202

and present value 172
and price discrimination 190
and price elasticity of

demand 73
and principal agent

problem 192
and stockholders 226
and total revenue 239
and transfer pricing 244

profitability index (PI) 29
property rights 203 5

as barriers to entry 17 18
and capitalism 30, 32
and Coase theorem 37, 203, 205
definition 203
and externalities 93, 203
new legal forms 203
and public goods problem 205

public goods problem 205
definition 205
and externalities 93, 205
and free-rider problems 205
and moral hazard 168
and property rights 205

Pyle, D. 114

quality 206 7
and advertising 206
and experience goods 92
and imperfect information 187,

206
optimum durability/planned

obsolescence 207
and product differentiation 186,

206
and product variety 200
quality discrimination 191
and search goods 215
and signaling 221
socially optimal 206 7
and strategic behavior 226
as substitute for quantity 206
and tying contracts 245
and vertical integration 252

quantum meruit 49
QWERTY keyboard 174

R2 (coefficient of
determination) 131, 208 9

adjusted 209
Radner, R. 106
Rasmusen, E. 194
Ravenscraft, D. J. 65
ray average cost 68
real income 119, 209

and consumption 175
and income effect 209
and search costs 215
and substitution effect 209, 229

real prices 209 10

Index 267



reduced-form parameters 78
rent seeking 210, 253

definition 210
and monopoly 165, 210
and opportunity costs 210
social costs 210
see also deadweight loss;

monopoly
rents 18, 211

definition 211
economic 211
incumbency rent 18
quasi-rent 211
see also rent seeking

resale price maintenance 181, 216,
217

reservation price 45, 211 12
and bundling 22
and consumer surplus 211
and price discrimination 189,

190, 191
and producer surplus 211

residual demand 212
and dominant firm 59
and limit pricing 129
and product differentiation 197

retained earnings 51
returns see diminishing returns;

increasing returns; internal rate
of return

revenue see marginal revenue; total
revenue

Rider, Mark 93
Riordan, M. K. 11, 126, 221
risk

diversification 26
non-diversifiable risk 26, 27
Pareto-optimal risk sharing

167
portfolio risk 26 7
and return 26, 29
tolerance 26

risk aversion 167, 212 13
and certainty equivalent 33 4
and expected present value 91
and expected utility

hypothesis 212, 225
and incomplete contracts 116
and indifference curves 118
and marginal utility 140
and risk premium 214
and total utility 240

risk management 29
risk neutrality 213 14

and marginal utility 140
risk premium 20, 214
risk ratings 29
risk-adjusted rate of return to

capital 64
Roberts, J. 11, 221
Roberts, M. J. 74, 90
Roll, R. 27

Romaine, R. 158
Rosen, S. 116
Ross, D. 142
Ross, S. 221
Rotemberg, J. 150
Rothschild, J. 2
Rothschild, M. 114, 128
Rothschild index 146
rule of reason approach 34
Russell, W. R. 225

Sabbarese, Don 29 30
Salamon, G. L. 65
sales receipts see total revenue
sales revenue see total revenue
Saloner, G. 150
Salop, R. C. 32, 40
Salop, S. C. 158, 162, 183
Samuels, W. 203
Samuelson, L. 74, 90
Samuelson, P. A. 205
satisficing hypothesis 176, 177
Savage, L. J. 213
Scheffman, D. 152
Scheinkman, J. A. 179
Scherer, F. 142, 160, 183, 200
Schlacht, S. A. 22 4, 47 50
Schmalensee, R. 1, 4, 17, 61, 97,

109, 154, 155, 156, 187, 199,
200, 228

Schumpeter, J. A. 74, 144
Schwartz, L. 7
screening 114
search costs 142, 187, 198, 215,

245
as barrier to entry 187
and elasticity 73
see also search goods; transactions

costs
search goods 215 16

and advertising 5, 215 16
and experience goods 92, 215

security market line 27
selection, adverse see adverse

selection
separation principle 26
Shapiro, C. 66, 133, 173, 174
shareholders see stockholders
Sharkey, W. W. 67, 68
Shavell, S. 167
Shephard, R. 244
Shepherd, J. 142
Shepherd, W. 142, 149, 186 7
Shepherd, W. G. 47, 148
Sherman Act 6, 7, 216 18

and Clayton Act 35
enforcement 216 17
and EU competition policy 80
and geographic market 103
and horizontal price fixing 216,

217
and market power 216, 217

and market sharing
agreements 217

and monopoly 217
and tying 245
and vertical integration 252
and vertical price fixing 216
violations 7, 158

short run 218
definition 218
and diminishing returns 59,

218
and fixed costs 97, 135, 218

short run cost curves 218 20
and constant cost industry 44
and marginal product 137, 219
short run average cost (SRAC)

curve 133, 219
short run average fixed costs

(SRAFC) 219
short run average total costs

(SRATC) 219
short run marginal cost (SRMC)

curve 219
short run variable costs

(SRAVC) 219
Shughart, W. F. 182, 191, 192
signaling 3, 220 1, 227

and adverse selection 3, 114
and asymmetric

information 221
and commitment 40 1
and illegal price fixing 216
and imperfect information 114
and product quality 21, 221
and sunk costs 40
see also adverse selection; firm

financial structure
Simon, H. 176, 226
Simon, J. L. 4
simultaneous equations

bias 111, 221 2
Sirower, M. 232
Smiley, R. 60, 130
Smith, Adam 31
socialism 30
sole proprietorship 22
spectral analysis 235
Spence, M. 3, 4, 128, 220
Spulber, Daniel 143
SSNIP (5 percent rule) 83, 84,

141, 142, 151
Stackelberg competition 51, 101
stakeout hypothesis 89, 90
standard deviation 222 3

and coefficient of variation 39
and variance 250
see also t-statistic

standard error of the
coefficient 224

and heteroskedasticity 106
and multicollinearity 169
and t-statistic 234

268 Index



standard error of
estimate 223 4

startup costs 67, 89
Stigler, G. 17, 42, 59, 105, 114,

133, 160, 180, 191, 218, 231
Stiglitz, J. 2, 3, 114, 128, 161, 168,

183
stochastic dominance 224 5

first-degree 225
second-degree 225

stockholders 167, 225 6
and liability 23 4
and moral hazard 168
and principal agent

problem 193
and risk neutrality 214

strategic behavior 226
as barrier to entry 18, 20, 226
and capitalism 30
and commitment 40
and credible strategies 53
and dominant firms 60
and elasticity 72
and entry 46
and first-mover advantages 96,

97
and game theory 99
and limit pricing 148
and market preemption 97
and market structure 146, 148
and Nash equilibrium 76, 194
and oligopolies 19
and perfect competition 19, 41
and product attributes

model 196
and product variety 201
see also game theory

strategies, credible see credible
strategies

structural equations 78, 111
structure-conduct-performance

paradigm 227 9, 242
and antitrust policy 107
concentration-collusion

hypothesis 228
efficiency hypothesis 228
structuralist approach 327

substitutes 34, 74, 229
and cross-advertising

elasticity 53
and cross elasticities 53, 161,

229
and declining industry 51
and demand function 57
and elasticity 72
and inelastic demand 119
and law of demand 125
and market structure 148
and product attributes

model 195
and product differentiation 196,

197

and product variety 162, 183,
201

quality/quantity 206
supply-side substitutability 84,

85
substitution see marginal rate of

substitution; marginal rate of
technical substitution

substitution effect 229
and income effect 115, 120, 175,

229
and indifference curves 118,

229
and law of demand 125
and marginal utility 139
and real income 209, 229
and utility maximization 248

sunk costs 6, 229 31
and asset specificity 17, 40
as barrier to entry 199, 230
as barriers to exit 17, 98, 230
and capital budgeting 28
and commitment 40, 230
and contestable markets 47
economic/technological 230
endogenous/exogenous 6, 230
and entry 46, 74, 148
and fixed costs 230
and limit pricing 130
and market structure 230
and signaling 40

survivor principle 231
Sutton, J. 97
Swan, P. L. 206
Sweezy, P. 124
switching costs 231 2

and barriers to entry 17
and economic efficiency 232
and economics of the

Internet 66
and EU merger guidelines,

2004 85
and lock-in 132, 232

syndicates 24
synergies 232 3

and economies of scale 232
and economies of scope 232
and market power 233
and mergers 109, 232 3
preconditions 233

t-statistic 234 5
and error terms in regression

77
and multicollinearity 169
and standard error of the

coefficient 224
tax

and corporations 23
minimization 243
and partnerships 23
and sole proprietorship 22

team production, and moral
hazard 168

technical analysis 71
technical efficiency 228, 235

and EU competition policy,
2004 80, 108

and EU merger policy, 2004 86
Ten Kate, A. 81
Theil’s measure 169
Thomas, C. 73
Thomas, W. 31
time-series data 12, 235

and cross-section analysis 54,
235

and linear regression 235
and multicollinearity 169
and pooled samples 235
and R2 208 9
and t-statistic 234

time-series forecasting
models 235 8

ARIMA models 237 8
autoregressive moving-average

(ARMA) models 236 7
and Box-Jenkins

methodology 237
and cross-section analysis 54
and differencing 237
exponential smoothing

models 236
frequency domain model 235
identification/estimation/

diagnostic testing 237
moving average models 236
and spectral analysis 235
and stationary processes 236
and time-series

decomposition 236
transfer function model 237
univariate/multivariate

models 236
and vector autoregression

(VAR) 238
Tirole, J. 1, 106 7
Tobin, J. 25
Tobin’s q 147
Tompkins, J. G. 25 8, 242 4
total costs 238 9

and economies of scale 67, 238
and economies of scope 69
and fixed costs 98, 238
and marginal cost 135
and total revenue 238, 239
and total variable costs 238
and translog cost function 244
see also long run cost curves; short

run cost curves
total product 239

of labor 58, 239
see also diminishing returns;

marginal cost; marginal
product

Index 269



total revenue 238, 239 40
and demand curves 56
and elasticity of demand 73
and externalities 93
and inelastic demand 119
and marginal product 137
and marginal revenue 239
and producer surplus 194
and profit maximization 239
and sales maximization 176 7
and total costs 238, 239

total utility 240
and allocative efficiency 69 70
and diminishing marginal

utility 58
and externalities 93
and indifference curves 117,

240
and marginal utility 139, 240
and product differentiation 197

total variable cost 218, 241
and marginal cost 136
and marginal product 241

trade liberalization 187
transactions costs 32, 241 2

and asset specificity 10, 106,
241

and Coase theorem 37, 241, 251
and commitment 41
and cost of capital 51
and equilibrium 76
and EU merger guidelines,

2004 85
and hierarchy 106
and incomplete contracts 116
and make or buy decisions 135
and market microstructure 143
and multidivisional

organization 121
and price discrimination 190
and uncertainty 106
and vertical integration 106,

241, 250
zero costs 37, 38
see also Coase theorem;

principal agent problem
transfer pricing 242 4

cost-based approach 243
and firm value 243 4
market-based approach 243
negotiated 243
and predatory pricing 243

translog cost function 244 5
and factor prices 244
single and multiproduct cost

functions 245

and total costs 244
Treaty of Rome, 1957 6, 80
trusts, business 24
Tsoulouhas, T. 184 5, 208 9
Tutterow, R. 105, 212 14, 235 8,

244 5
tying 245 6

and antitrust policy (US) 35 6
and Clayton Act 34, 35, 245
and defenses against charges

of 35
and economies of scale 35, 245
and Microsoft antitrust case 82,

246
as price discrimination 246
and Sherman Act 245

UK antitrust policy 82 3
uncertainty 180, 247

and capital investment 25
and expected utility

hypothesis 225
and marginal utility 140
and objective of the firm 176
and risk premium 214
and stochastic dominance 224
and transactions costs 106, 251

Uniform Commercial Code 49
utility see diminishing marginal

utility; expected utility
hypothesis; marginal utility;
total utility

utility maximization 21, 22,
247 9

and capitalism 30
and factor prices 94
and indifference curves 247
and marginal cost 136
and marginal utility 247
and product attributes

model 195, 247
and stochastic dominance 225
and total utility 240, 247

Utton, M. 82

value see expected present value;
expected value; net present
value; present value

Van den Bergh, R. 83
Varian, H. R. 66, 133, 168
variance 250

and Durbin Watson
statistic 62 3

and expected value 91, 250
and heteroskedasticity 105 6
and multicollinearity 169

and R
2 208

and stochastic dominance 224
see also covariance; linear

regression
Vernon, R. 200
vertical integration 36, 250 2

and asset specificity 10
backward (downstream) 250
and Coase theorem 38, 251
contractual alternatives 252
and diseconomies of scale 59
forward (upstream) 250
and incomplete contracts 116
and industry life cycle 118
legal limits on 252
and managerial capacity 251 2
and market structure 148
monitoring 252
and number of suppliers 252
and quality 252
and transactions costs 106, 241,

250
see also make or buy decisions

Vettas, N. 51 2, 88 9, 119 20,
175

Vickrey, W. 170
Viner, J. 62
Vogel, R. J. 231
Von Neumann, J. 213
Von Weisäcker, C. C. 17

Wang, K. 69
Ware, R. 143, 180, 181
Waterson, M. 105, 227
Weiss, A. 2, 3, 114
Weitzman, M. 163, 230
welfare economics 37, 151, 194 5,

210
Whinston, M. D. 56, 89
Whitten, I. T. 187
Williamson, O. E. 10, 106, 108,

116, 135, 176, 177, 241, 251
Williamson, P. J. 197
Willig, R. D. 148, 186
Wilson, T. A. 4
Winston, C. 69
Winter, S. 176
Winter, S. G. 76
Woodford, M. 150

X-efficiency 253
and entry 74
and monopoly 47, 165
and oligopoly 47

Yoo, J. H. 79

270 Index


	Cover
	Copyright
	Contents
	Preface
	About the Editors
	Contributors
	Entries
	A
	accommodation
	accounting profit
	adverse selection
	advertising
	antitrust policy (US)
	antitrust remedies (US)
	arbitrage
	arc elasticity
	asset specificity
	asymmetric information
	auctions
	autocorrelation
	average total cost
	average variable costs

	B
	backward integration
	bankruptcy
	barriers to entry
	basic market structures
	beta coefficient
	brand name
	budget constraint
	bundling
	business entities

	C
	capital
	capital asset pricing model
	capital budgeting
	capital markets
	capitalism
	cartels
	cash flow
	certainty equivalent
	ceteris paribus
	Clayton Act
	Coase theorem
	Cobb Douglas production function
	coefficient of variation
	collusion
	commitment
	competition
	complements
	concentration indices
	confidence intervals
	constant cost industry
	constant returns to scale
	consumer price index
	consumer surplus
	contestable markets
	contracts
	cost of capital
	Cournot competition
	covariance
	credence goods
	credible strategies
	cross-advertising elasticity
	cross elasticities
	cross-section analysis

	D
	deadweight loss
	declining industry
	decreasing cost industry
	demand curves
	demand function
	depreciation
	diminishing marginal utility
	diminishing returns
	diseconomies of scale
	dominant firm
	Dorfman Steiner condition
	dumping
	Durbin Watson statistic

	E
	economic depreciation
	economic profit
	economics of the Internet
	economies of scale
	economies of scope
	efficiency
	efficient markets hypothesis
	elasticity
	entry
	equilibrium
	error terms in regression
	estimating demand
	EU competition policy, 2004
	EU merger guidelines, 2004
	EU merger policy, 2004
	excess capacity
	exit
	expected present value
	expected value
	experience goods
	externalities

	F
	factor prices
	factor productivity
	Federal Trade Commission Act
	firm financial structure
	first-mover advantages
	fixed costs
	fragmented industries

	G
	game theory
	geographic market
	gross domestic product

	H
	Herfindahl-Hirschman index
	heteroskedasticity
	hierarchy
	horizontal merger guidelines

	I
	identification problem
	imperfect information
	income effect
	income elasticity
	incomplete contracts
	increasing returns
	indifference curves
	industry life cycle
	inelastic demand
	inferior goods
	inflation
	internal organization of the firm
	internal rate of return
	isoquant-isocost curves

	J
	junk bonds

	K
	kinked demand curves

	L
	law of demand
	law of variable proportions
	learning curve
	lemons market
	Lerner index
	limit pricing
	linear regression
	lock-in
	long run cost curves

	M
	make or buy decisions
	marginal cost
	marginal product
	marginal rate of substitution
	marginal rate of technical substitution
	marginal revenue
	marginal utility
	market definition
	market microstructure
	market performance
	market power
	market structure
	markup pricing
	maximin criterion
	merger guidelines, 1992 7
	Microsoft antitrust case
	Microsoft antitrust case: remedies
	minimum efficient scale
	monopolistic competition
	monopoly
	monopsony
	moral hazard
	multicollinearity
	multi-unit auctions

	N
	natural monopoly
	net present value
	net present value criteria
	network externalities
	nominal income and prices
	normal goods

	O
	objective of the firm
	oligopoly
	opportunity costs
	optimal variety

	P
	Pareto optimal allocation
	pecuniary economies
	perfect competition
	pioneering brands
	predatory dumping
	predatory pricing
	present value
	price discrimination
	price leadership
	principal agent problem
	prisoner’s dilemma
	producer surplus
	product attributes model
	product differentiation
	product life cycle
	product proliferation
	product variety
	production functions
	profit maximization
	property rights
	public goods problem

	Q
	quality

	R
	R2
	real income
	real prices
	rent seeking
	rents
	reservation price
	residual demand
	risk aversion
	risk neutrality
	risk premium

	S
	search costs
	search goods
	Sherman Act
	short run
	short run cost curves
	signaling
	simultaneous equations bias
	standard deviation
	standard error of estimate
	standard error of the coefficient
	stochastic dominance
	stockholders
	strategic behavior
	structure-conduct-performance paradigm
	substitutes
	substitution effect
	sunk costs
	survivor principle
	switching costs
	synergies

	T
	t-statistic
	technical efficiency
	time-series data
	time-series forecasting models
	total costs
	total product
	total revenue
	total utility
	total variable cost
	transactions costs
	transfer pricing
	translog cost function
	tying

	U
	uncertainty
	utility maximization

	V
	variance
	vertical integration

	X
	X-efficiency


	Index

