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Foreword

Recent studies demonstrate that (Garza-Reyes, J. A., et al. 2018, IJPE, 200, 170–
180) there is a strong relationship between lean and green, and the integrated
use of lean and green tools and methods creates a synergy in organizations and
increases both operational and environmental performance simultaneously. This is
not surprising! Because waste reduction (materials, water, energy etc.), which is
one of the main objectives of lean philosophy, is also directly related to green
philosophy.

Lean and green manufacturing philosophy and techniques facilitate companies to
improve their business performance in terms of reducing manufacturing lead times
and costs and improving on product quality and on-time delivery performance while
becoming greener by minimizing material usage and waste and applying recycling
and reuse.

Thus, while aiming at elimination of wastes, both lean manufacturing and green
manufacturing work for a common purpose: sustainability. Lean approach pro-
poses to eliminate the traditional “seven deadly wastes” (transportation, inventory,
motion, waits, overproduction, overprocess, and defects) for a more efficient work-
place and achieving operational excellence. Meanwhile, green approach suggests
elimination of environmental wastes, minimization of usage of earth sources, and
reuse and recycle of products and materials.

In other words, lean and green SCM supports sustainability in accordance with
the triple bottom line approach:

1. Economic impact; by increasing productivity
2. Social impact; by generating human-centric workplaces
3. Environmental impact; by eliminating wastes and reducing material usage.

In this book, Lean and Green Supply Chain Management: Optimization Models
and Algorithms, I and my colleagues try to draw a comprehensive picture of lean and
green supply chain management. The purpose of this book is to deeply inquire the
synergy between lean and green issues and comprehensively expose the emerging-
cutting edge issues related to original, innovative, and novel real-world applications
of the emerging area of the lean and green supply chain management. The book
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vi Foreword

chapters focus on new development and contribution of current research to the body
of the knowledge in the areas of lean and green supply chain management, supported
by modeling, operational research, and optimization. All chapters in the book can be
grouped under four main parts: Lean and Green Supply Chain Optimization, Lean
andGreen Supplier Selection, Lean and Green Vehicle/Fleet Management, and Lean
and Green Operations Management.

The contributing authors of this book are experienced scientists and practitioners
from different countries; they use and further refine the model-based methods of
operations research, algorithms, and heuristics.

To all the authors of these valuable chapters, I extend my appreciation and
gratitude for having shared their devotion, knowledge, and vision with the academic
community and mankind. I also would like to thank all the referees for their valuable
time and great effort in reviewing all the book chapters here.

I am very thankful to Springer and its publishing team. I cordially very much
appreciate the support of Christian Rauscher, Senior Editor, Business, Operations
Research & Information Systems/Springer, for having provided the chance for this
wonderful work. Also, I want to express my special thank to my precious colleague
and coeditor Professor Gerhard Wilhelm Weber—Willi—for his marvelous support
and encouragement in making this book project very successful. Last but not least,
I would like to thank my outstanding colleague and my coeditor Sandra Huber
for her rigorous and disciplined work here. I express my gratitude to them for
having ensured a premium book of a high standard academic, applied, and social
importance.

Now, I wish all of you a lot of joy in reading this interesting book, and I hope
that a great benefit is gained from it both personally and globally!

Konya Technical University, Turkey Turan Paksoy
June 2018



Preface

The dynamics of supply chain management (SCM) has changed and accelerated
over the years; new paradigms have been added into SCM to respond to changes
based on the increasing economic, environmental, and social concerns and pres-
sures. In today’s global and competitive environment, lean and green practices have
become most important factors to enhance the companies’ performance. Lean and
green manufacturing philosophy and techniques facilitate companies to improve
their business performance in terms of reducing manufacturing lead times and costs
and to improve on-time delivery and product quality, while becoming greener by
minimizing material usage and waste and applying recycling and reuse. All these
lean and green activities increase productivity, reduce carbon footprint, and enhance
customer satisfaction, which in turn make companies sustainable and competitive.

In this context, our book Lean and Green Supply Chain Management: Opti-
mization Models and Algorithms aims to give the reader some of the most recent
research dealing with lean and green supply chain management. Furthermore, the
book presents a comprehensive reference resource, including novel optimization
algorithms to achieve lean and green supply chains that enable and enhance business
performance as well as environmental performance simultaneously.

Our book includes contributions and reviews of the latest developments in
optimization and mathematical models, exact, approximate, and hybrid methods,
and their applications for lean and green supply chains, including:

• A detailed literature surveys on models and algorithms developed for lean and
green supply chains

• Case studies and experimental applications on lean and green supply chain
network design and modeling

• Supply chain network design and optimization considering customer behaviors
and environment

• Sustainable supply chain management considering lean, green, agile/responsive
and resilient networks

• Applications of fuzzy sets theory and extensions in lean and green supply chain
management

vii



viii Preface

• Multi-criteria decision making for lean and green supply chain management
• Risk management in lean and green supply chains
• Supplier selection with lean and green considerations
• Lean and green vehicle/fleet management
• Lean and green operations management

The book gathers 9 chapters, which are prepared by experts from various
countries of the world on the lean and green supply chain management and on
its theory, methods, and application. Short descriptions of all chapters are given
subsequently, within some grouping by subjects.

Lean and Green Supply Chain Optimization

Chapter 1, named as “Lean and Green Supply Chain Management: A Comprehen-
sive Review,” by Batuhan Eren Engin, Maren Martens, and Turan Paksoy, focuses
on a comprehensive literature survey on lean and green supply chain management.
In total, 41 articles, published between 2000 and 2017, are analyzed by the authors.
One of the main goals is to classify the existing literature and analyze future
directions in this research area. First, lean and green practices are described for
important contributions. Second, measures and indicators are established to evaluate
the impact of lean and green methods on the overall supply chain performance.

Chapter 2, entitled “A New Model for Lean and Green Closed-Loop Supply
Chain Optimization,” by Turan Paksoy, Ahmet Çalik, Alexander Kumpf, and
Gerhard-Wilhelm Weber, is dedicated to a new model for a lean and green closed
loop automotive supply chain in order to provide an optimal distribution plan
for several periods as well as for several echelons in the network. To solve
such problems, six different objectives are included, such as the minimization of
transportation cost, late deliveries, etc. One of the main contributions is the usage of
a fuzzy weighted additive method, which employs a fuzzy analytic hierarchy process
for the determination of the weights. In addition, the investigated framework can be
utilized to understand the drivers in an integrated model.

Lean and Green Supplier Selection

Chapter 3, called as “Risk Management in Lean & Green Supply Chain: A
Novel Fuzzy Linguistic Risk Assessment Approach” by Turan Paksoy, Ahmet
Çalik, Abdullah Yildizbaşı, and Sandra Huber, proposes a novel fuzzy linguistic
risk assessment approach to evaluate risk management in lean and green supply
chains. A solution approach with four stages is presented that, e.g., includes the
determination of weights by the decision maker, the assignment of suppliers to
risk groups, etc. Furthermore, a numerical investigation is carried out to show the
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applicability of the proposed method. In order to present managerial insights, the
authors provide action plans which correspond to the different risk levels.

Chapter 4, named “A NewMulti Objective Linear ProgrammingModel for Lean
and Green Supplier Selection with Fuzzy TOPSIS,” by Belkız Torğul and Turan
Paksoy, examines the assessment of a multi-objective linear programming model
for a supplier selection problem. Apart from financial factors, quantitative as well
as qualitative factors that incorporate lean and green supply chain management are
included in the model. The authors use a real-world case study involving the delivery
of plastic parts in the automotive industry in Turkey to assess the performance and
effectiveness of the proposed model.

Lean and Green Vehicle/Fleet Management

Chapter 5, entitled “The Impact of Routing on CO2 Emissions at a Retail Grocery
Store Chain: A GIS-based Solution Approach,” by ÇağrıKoç, Mehmet Erbaş,
and Eren Özceylan, introduces a variant of a pollution-routing problem in order
to analyze a retail grocery store chain in Turkey. Thereby, special attention is
paid to fuel consumption and CO2 emissions of the vehicles. The presented tabu
search heuristic is able to provide managerial insights by investigating the trade-off
between the number of vehicles and the shop demands. Furthermore, it is beneficial
to gain further insights by visualizing the data and the solutions on a graphical user
interface.

Chapter 6, named as “A Simulated Annealing Algorithm Based SolutionMethod
for a Green Vehicle Routing Problem with Fuel Consumption,” by Kenan Karagul,
Yusuf Sahin, Erdal Aydemir, and Aykut Oral, presents the development of a simulated
annealing algorithm that provides decision support for a green vehicle routing
problem with fuel consumption. Thereby, the total vehicle weight, the changes
of the weight, and the distances have to be taken into account in a heuristic.
The methodology is illustrated for selected test instances, and statistical analysis
techniques are applied to compare the different methods.

Chapter 7, called “Development of a Web-Based Decision Support System
for Strategic and Tactical Sustainable Fleet Management Problems in Intermodal
Transportation Networks,” by Adil Baykasoğlu, Kemal Subulan, A. Serdar Taşan,
Nurhan Dudaklı, Murat Turan, Erdin Çelik, and Özgür Ülker, is devoted to a
web-based decision support system for sustainable fleet management in intermodal
transportation networks. The promotion of interactive decision support is of major
importance in sustainable fleet planning. A decision maker seeks to minimize the
overall transportation costs, the total transit times, and the CO2 emissions through
the introduction of strategic as well as tactical fleet management. In this context, a
decision support system is introduced to foster an international logistics company
of Turkey.
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Lean and Green Operations Management

Chapter 8, given the name “Integrated Production Scheduling and Distribution
Planning with Time Windows,” by Saadettin Erhan Kesen and Tolga Bektaş, tackles
an integrated production scheduling and distribution planning problem with time
windows. Mainly, decisions must be made on two decision levels: the orders are
processed through a set of identical parallel machines, and then, they must be
delivered with a fleet of vehicles taking into consideration the time windows of
the customers. After presenting a mathematical model, an in-depth analysis is given
on the computational results.

Chapter 9, entitled “Achieving Shojinka by Integrated Balancing of Multiple
Straight Lines with Resource Dependent Task Times,” by Yakup Atasagun, Yakup
Kara, and Gözde Can Atasagun, addresses a mathematical model for a problem
called multiple straight lines with resource-dependent task times. The goal is to
incorporate the concept of Shojinka in order to attain flexibility on the number
of workers. An illustrative example is given to validate the introduced model.
Furthermore, the experimental study shows the benefits of an integrated approach of
multiple assembly lines, such as, e.g., an average total cost improvement of around
23%.

With this book, we editors pursue various aims, stated as follows:

• To provide a compendium for all researchers who could become able to
familiarize with those emerging research subjects that are of common practical
and methodological interest to representatives of management, engineering,
economics, and environmental protection;

• To offer an encyclopedia and a dictionary that will enable researchers and
practitioners to access in a fast way the key notions of their domains and, via
suitable methods and references, to proceed and to branch further on the way to
treat their own, their institutes’, or institutions’ problems and challenges;

• To create an atmosphere in which the new generation of young scientists can
advance, grow, and mature when reading this book and develop on their way of
becoming recognized scholars;

• To initiate amomentum of encouragement and excitement, which could strongly
foster interdisciplinary research, the solution of striking real-world problems,
and a creative and fruitful cooperation and synergy among experts from all over
the globe;

• To further introduce Springer Verlag as a premium publishing house on newest
and most timely fields of scientific investigation and application and as a center
of excellence.

Our work provides an excellent reference to graduate, postgraduate students,
decision makers, and researchers in private domains, universities, industries, and
governmental and non-governmental organizations, in the areas of various oper-
ational research, engineering, management, business, and finance, wherever one
has to represent and solve uncertainty-affected practical and real-world problems.
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In the future, mathematicians, statisticians, game theorist, physicist, chemists, and
computer scientists, but also biologists, neuroscientists, social scientists, and repre-
sentatives of the humanities, are warmly welcome to enter into this discourse and
join the collaboration for reaching even more advanced and sustainable solutions. It
is well accepted that predictability in uncertain environments is a core request and
an issue in any field of engineering, science, and management. In this respect, this
book opens a very new perspective; what is more, it has the promise to become very
significant in academia and practice and very important for humankind!

Konya, Turkey Turan Paksoy
Poznan, Poland Gerhard-Wilhelm Weber
Hamburg, Germany Sandra Huber
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A Simulated Annealing Algorithm Based Solution Method for
a Green Vehicle Routing Problem with Fuel Consumption . . . . . . . . . . . . . . . . . 161
Kenan Karagul, Yusuf Sahin, Erdal Aydemir, and Aykut Oral

Development of a Web-Based Decision Support System for
Strategic and Tactical Sustainable Fleet Management Problems
in Intermodal Transportation Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
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Lean and Green Supply Chain
Management: A Comprehensive Review

Batuhan Eren Engin, Maren Martens, and Turan Paksoy

1 Introduction

There is a challenging competition between the companies in the business market
in terms of cost, price, quality, efficiency and even in social responsibility for
brand perception. One way to gain an advantage is to decrease any cost incurred
in manufacturing and supply chain (SC) without detriment to the quality of the
product. By integrating lean and green thinking into SC management (SCM),
companies can take advantages of significant cost savings, improved quality,
reduced costs and risk, and improved services across SC by identifying, reducing
and eliminating unnecessary usage of resources or processes that generate waste
(Mollenkopf et al. 2010; Wiese et al. 2015).

On the other hand, while eliminating and minimizing waste across the SC,
companies are required to monitor their environmental impacts and comply with
the regulations regarding the environment. This being sad, Green SC practices
help companies to increase environmental efficiency. A report by United States
Environmental Protection Agency (2000) investigated firms in which lean and
green principles were being implemented and reported that these firms have seen
significant savings. Besides these benefits, going green (i.e. green thinking) can
also improve the reputation of a business, as more and more people are becoming
environmentally aware, and thus prefer to purchase from corporations with green
thinking.

B. E. Engin (�) · T. Paksoy
Department of Industrial Engineering, Konya Technical University, Konya, Turkey

M. Martens
Faculty of Business Management, University of Applied Sciences, Landshut, Germany
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The growing importance of Lean and Green SC is driven mainly by the escalating
deterioration of the environment, e.g. increasing levels of pollution and waste, and
diminishing raw material resources (Srivastava 2007). Lean and green activities
are gaining increasing interest among researchers and practitioners of operations
and supply chains. Based on this growing attention, it is necessary to have a
comprehensive review of the current state of the research in this emerging field to
help researchers and practitioners focus on future directions. Recently, no review
papers could be found in this field that had undertaken a systematic classified
analysis of research papers. In order to fill this gap, this paper aims at systematically
collecting (reviewing) and analyzing the existing works that added lean and green
practices to supply chain management (SCM). Considering this, the main research
questions addressed in this review are:

– What are the most frequent issues in studies dealing with lean and green
paradigms in the context of supply chain?

– What could be future directions for researchers and practitioners on the lean-
green SCM area?

The remainder of the paper is structured as follows: Section 2 digs into the details
of lean and green paradigms. Section 3 covers some earlier review/partial-review
papers and clarifies the distinction of our paper and our research methodology are
discussed. Section 4 includes the detailed analyses and classifications of reviewed
papers are discussed. The current gaps analysis results, future research directions
and conclusion remarks are presented and discussed in Sect. 5.

2 Lean and Green Paradigms in the Context of Supply Chain

2.1 Lean Paradigm

The concept of lean refers to the elimination of waste and is the basic philosophy
that originated as part of Toyota Production Systems (Garza-Reyes 2015). The
key in lean manufacturing is to identify the activities that do not directly add any
value to the system or product and eliminate these unnecessary activities to reduce
cost (Thanki et al. 2016). These non-value activities are the ones for which the
customer would not be willing to pay. Ohno (1988) defined seven determinants that
cause waste, i.e. overproduction, waiting, transportation, inappropriate processing,
unnecessary inventory, unnecessary motion and defects in manufacturing. The
definitions of these parameters, or mudas as referred to in lean philosophy, in the
context of manufacturing and their equivalent activities in the context of logistics
are given in Table 1.

Lean supply chain (LSC) is defined as “as minimizing waste in the downstream
SC, while making the right product available to the end customer at the right time
and location” by Reichhart and Holweg (2007). LSC represents a strategy based
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Table 1 Definition of mudas in SC context

Mudaa Definition in the context of
manufacturingb

Equivalent activity for
corresponding muda, in the
context of SCM

Overproduction Manufacturing an item before it
is actually required

Shipping an item before it is
actually needed

Waiting Goods are not moving, or
waiting to be processed

Waiting before or in
loading/unloading, waiting for
drivers/operators

Transportation Transporting the products
between places/processes

Transporting the products
between places/processes

Inappropriate processing Using high precision equipment
when simpler tools would be
sufficient

Empty backhauling, shipping
half-empty large size trucks
instead of smaller truck

Unnecessary inventory Keeping excess inventory than
what is needed

Keeping excess inventory than
what is needed

Unnecessary motion Any movement related to
ergonomics, bending, stretching,
walking, lifting, reaching,
rotating a piece

Re-picking,
re-packaging/unpacking,
unoptimized routes for trucks

Defects Item resulting in control, rework
or scrap due to low quality,
which is a tremendous cost to
organizations

Deterioration of goods,
miscommunication/lack of
communication with suppliers
and customers resulting in
shipping of goods to a wrong
place

Sources: aOhno (1988), bRachid et al. (2017)

on cost reduction and flexibility, focused on process improvements, through the
reduction or elimination of non-value-adding operations related to excess time,
labor, equipment, space, and inventories across the SC (H. Carvalho et al. 2010;
Corbett and Klassen 2006).

By a LSC that is free from waste and non-value adding activities, companies can
save a considerable amount of capital for valuable investments, and thereby increase
their efficiency and competitiveness. Several lean practices used in the literature are
given in Table 6.

2.2 Green Paradigm

As to environmental degradation that raises concerns among the governments,
legislations and protective regulations have been put into action to make companies
reduce their environmental footprint. This is where green paradigm emerged from
as a philosophy. Since then, green practices in supply chains received great interest
from practitioners and academicians due to the pressure of various stakeholders,
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i.e. customers, government and law enforcement bodies to reduce the environ-
mental impact of supply chains. Green supply chain (GSC) is formally defined
as “the coordination of the supply chain in a form that integrates environmental
concerns and considers inter-organizational activities” by Machado and Davim
(2017) and “integrating environmental thinking into supply-chain management,
including product design, material sourcing and selection, manufacturing processes,
delivery of the final product to the consumers as well as end-life management of
the product after its useful life” by Srivastava (2007). Cost-effective planning of
distribution routes in coordination with the suppliers and customers, capacity and
efficiency maximization throughout the chain, the elimination of expedited and extra
shipping costs and sustainable initiatives, along with the reduction of the impact
of logistics processes on the environment are the components of a green supply
chain (Machado and Davim 2017). Green supply chain management practices can
be listed as energy efficiency, reduction of greenhouse gases emissions, water
conservation or processing, waste reduction, reduced packaging/increased use of
biodegradable packaging, product and packaging re-cycling/re-use and other green
procurement practices (Hervani et al. 2005; Machado and Davim 2017). In addition
to those practices, green operations involve operational aspects related to network
design (collection; inspection/sorting; pre-processing), green manufacturing and
remanufacturing (production planning and scheduling; inventory management,
product and material recovery) and waste management (source reduction; pollution
prevention and disposal) (Srivastava 2007). Some of these topics are also related
to lean paradigms and therefore we allocate a subsection to unfold this subject
reviewing the studies on the relationship between lean and green paradigms.

2.3 Lean and Green Supply Chain

While there are separate streams of research on green and lean SC, authors have
started to address the intersection of these strategic initiatives in the supply chain
context. Corporations have started to realize that the implementation of lean,
green and social practices have positive impacts on companies’ triple bottom line
performance (economic, environmental and social), and even stronger impacts with
the integration of these practices (Wu et al. 2015). This surely motivates firms to
adopt some combination of lean and green strategies into SC. Toyota is an example
of a firm that has successfully integrated green and lean strategies into its SC and
many other firms, such as Wal-Mart, General Motors, Andersen Corporation, Intel,
etc., have seen economic and environmental benefits by adopting lean and green
SCs (United States Environmental Protection Agency 2000). Besides these benefits,
it is recognized that Wal-Mart has grown respect within the market (Friedman
2008). The initial purpose of adopting lean and green initiatives across the SC is
to increase the effectiveness of the SC by reducing numerous types of waste, using
lean techniques and reducing environmental impact through the utilization of green
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practices. Such practices extend beyond the organization to include inbound and
outbound logistics along with reverse logistics (Kleindorfer et al. 2005).

Although lean and green practices are often seen compatible because of their
intrinsic aim at reducing waste, some lean strategies such as just-in-time delivery
may require increased transportation, packaging, and handling, which contradicts
the green approach. Moreover, high initial cost of adopting green initiatives may
hinder the companies to adopt it, yet it can be justified and compensated by the
savings obtained by the elimination of non-value-adding activities through lean
initiatives across the SC. Also, long-term benefits of implementing green practices
will eventually start to materialize in terms of savings obtained from reduced energy
consumption, recycling and recovering of materials, improved company image and
market share and reduced waste treatment/discharge cost. Thus, companies will
recognize synergetic benefits of implementing lean and green initiatives across
the SC.

2.4 Literature Review

First, some review studies published in the domain of GSC, or Lean SC, or both
were investigated to express the need for this study. Earlier works and reviews have
a limited focus and narrow perspective. Table 2 illustrates these review studies, their
area, scope, year and the number of papers they reviewed.

Table 2 contains review articles involving either “green supply chain” or “lean
supply chain” or both in their title, abstract or keywords. In the domain of Green
SC, Alzaman (2014) enumerates literature within the domain of GSC modelling,
themes and modelling approaches and attributes. Luthra et al. (2014) have examined
the existing studies from several perspectives, i.e. key themes of GSCM, methodol-
ogy/techniques used in research, type of models developed, research methods used,
type of industry considered in research, GSCM implementation enablers/barriers
and performance measurement in GSCM. Srivastava (2007) classified the literature
on GSCM on the basis of the problem context in major influential areas of
supply chains, and also methodology and approaches have been used as other
classification categories. They have mapped various mathematical tools/techniques
used in literature vis-à-vis the contexts of GSCM.

However, the number of review papers in the literature on Lean-Green SCM is
insufficient. Five review articles have been found in the literature on Lean-Green SC,
nevertheless, neither of them shared the same focus with this article. Li and Found
(2016) summarizes the state-of-art researches on Product Service System, Lean
and Green SCM and the connections between them. Garza-Reyes (2015) aimed at
systematically collecting and analyzing the existing studies on lean, with particular
interest in its application and linkage with environmental organizational aspects
(in other words, green paradigms). Garza-Reyes (2015) identifies and structures,
through a concept map, six main research streams that comprise both conceptual
and empirical research conducted within the context of various organisational
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functions and industrial sectors, in which the six main research streams were
compatibility between lean-green, integration of lean and green as a consolidated
approach, integration of lean-green with other approaches, proposal of a lean-
green performance assessment method/indicator and lastly, lean-green impact on
organisational performance and lean-green research or empirical application. The
journal articles and conference papers they reviewed have included the deployment
of lean and green initiatives at either supply chains or operation/processes. Duarte
and Machado (2011) examined how different business models can contribute to
modelling a lean and green approach for an organization and its supply chain. Their
study reveals a number of categories that are common in most business models that
help to achieve a successful lean-green transformation. They developed guidelines
to model a lean-green organization by applying specific principles and tools of a
lean and green culture. As the latest review article on lean and green paradigms,
Hallam and Contreras (2016) presented a literature review of peer-reviewed journal
articles investigating the relationship between lean and green management in
light of developing an integrated management model. The keywords they use are
“lean manufacturing/management”, “green manufacturing/management”, “lean and
green”, “lean and environment” and “pollution prevention”.

As discussed earlier, no comprehensive review study can be found in the liter-
ature on lean and green SC, which investigates state-of-the-art recently published
papers focusing on the implementation of lean and green practices in the context
of SCM. As concurrent deployment of lean and green practices in SCM has been
devoted increasing attention nowadays, it becomes a necessity to present a literature
review study based on recent publications in the Lean-Green SCM. Consequently,
the literature review by Garza-Reyes (2015) analyzed journal papers published in
1997–2014 on lean-green, also including “articles in press” that were published
later in 2015. In the last two years, there have been published as many articles
on Lean-Green SCM as there have been published before 2015. Also, literature
review by Duarte and Machado (2011) focused more on lean SC, green SC, agile
SC and resilient SC separately, since the number of papers combining more than
two paradigms were very rare at that time. Based on this information, in the current
paper, we aim to cover the latest/recent publications in the area to differentiate this
literature review from Garza-Reyes (2015) and the others. The last line of Table 2
shows this paper covering the presented gap of the literature.

3 Research Methodology

An efficient literature review is a method to help identify, synthesize and evaluate the
existing studies published in the literature. The aim of conducting a literature review
is to enable the researchers and practitioners to assess the existing intellectual works
and to specify a research question to develop the existing body of knowledge more
deeply (Tranfield et al. 2003). In order to provide a high-quality analysis, only peer-
reviewed journal articles are included in the scope, which represents scientifically
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validated knowledge (Moher et al. 2009). For material collection, a method called
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
described by Moher et al. (2009) is adopted to obtain the most relevant peer-
reviewed journal articles systematically, using a checklist. This section involves
content analysis and description of research methodology.

3.1 Material Collection

The following electronic databases were searched for articles on lean and green
paradigms in the supply chain: Emerald (emeraldinsight.com), Elsevier (sciencedi-
rect.com), Web of Science (webofknowledge.com), Scopus (scopus.com), Springer
Link (springerlink.com) and Google Scholar (scholar.google.com). The study was
conducted in July 2017, and only journal articles published from 2000 to 2017
that discuss lean/green paradigms in relation to the supply chain were selected. We
further delimited the material (research paper) to be collected as per our scope, so
the reports, conference papers, books or other kind of documents were excluded
from the scope of this research, as Sauders et al. (2003) stated that journal papers
provide the most useful and reliable information.

The initial search for the articles was done using Google-scholar search engine
using the keywords “lean”, “green” and “supply” or “chain” in the titles, sorted
by relevance. It is worth mentioning that searching with using exact phrases, such
as “supply chain” or “supply chain management”, might accelerate the phase of
acquiring the articles, yet it might cause overlooking some publications on the aimed
topic, for instance, “Improving Environmental and Economic Performance in the
Food Chain; the Lean and Green Paradigm” by Zokaei et al. (2015) (which was
excluded from the scope of this study for being a book chapter). Also, the keyword
of LARG (acronym for “lean, agile, resilient and green”) is also used in the search to
not overlook any publications, such as Figueira et al. (2012). An individual search
on each keyword resulted in hundreds of articles, most of which were not related
to the scope of this study. Combinations of these keywords are used to narrow the
search (Table 3).

The narrowed search yielded in 183 publications. In some cases, some of
the search runs resulted in the same articles being found on different databases.
However, this systematic search and selection approach was necessary to ensure
the reliability of the process of finding and selecting articles. Out of 183, 35 were
rejected as duplicates. Limiting the scope of this study to peer-reviewed journal
articles, 44 articles were excluded for being either conference proceedings, reviews,
book chapters, or master theses. In the evaluation process of selecting related state-
of-the-art papers in this area, all the articles were checked manually and carefully by
their abstracts to maintain the inner-consistency of the literature review by ensuring
that those were selected that address lean-green paradigms in relation to SCM. By
doing so, 63 more articles are considered not applicable to our study. Thus we
focused our detailed review on the remaining 41 relevant peer-reviewed journal
articles published between 2000 and 2017, which are given in Table 5.

http://emeraldinsight.com
http://sciencedirect.com
http://webofknowledge.com
http://scopus.com
http://springerlink.com
http://scholar.google.com
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Table 3 Summary of methodology used

Unit of
analysis

Relevant articles published on Lean and Green SCM are selected and
reviewed. The reports/conference papers/books or other kind of documents
were excluded.

Types of
studies

Qualitative and quantitative, conceptual framework,
survey/questionnaire/interview, case study, mathematical model, simulation

Search period 2000 to July 2017
Search engines Emerald, Science Direct, Web of Science, Scopus, SpringerLink and Google

Scholar
Keywords
used in
searches

Lean
Green
Lean and Green
Supply Chain
Chain
Supply chain management
Leanness
Greenness
LARG (Lean, Agile, Resilient and Green)

Total number
of articles

41

1 1 1 1 1

4
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6
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Fig. 1 Distribution of publications per year across the period of the study (41 papers: 2000–2017)

3.2 Descriptive Analysis

This study attempts to analyze 41 articles published between 2000 and 2017 as
illustrated in Fig. 1. Although, the scope of the literature review covered the articles
since 2000, no publications are found until 2004. Figure 1 shows a trend over the
last four years.

Figure 2 illustrates that most of the studies (66%) dealing with lean and green
practices in SC context took qualitative approach, only 34% are quantitative.

Figure 3 illustrates that the vast majority of studies proposing a conceptual frame-
work are qualitative studies, whereas the numbers of qualitative and quantitative
case studies are almost the same.
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66%

34%

Qualitative Quantitative

Fig. 2 Distribution of papers by attribution

2
1

13
5

4

25
11

12

0 5 10 15 20 25 30

Conceptual Framework

Case Study

Simulation

Conceptual
Framework

Survey/Questio
nnaire/Intervie

w
Case Study

Mathematical/
Decision

Making Model
Simulation

Qualitative 25 11 12 0 0

Quantitative 2 1 13 5 4

Fig. 3 Distribution of papers by research types (Some papers have been classified under more
than one type)

Table 4 The most popular keywords and words in paper titles

Keywords Frequency Words in paper titles Frequency

Supply chain management 11 Lean 35
Green 11 Green 35
Green supply chain management 5 Supply 32
Lean 5 Chain 26
Lean production 4 Management 18
Resilient 3 Practices 11
Case study 3 Performance 6
Agile 3 Resilient 5
Green supply chain 3 Agile 5
Supply chain 2 Sustainability 4

Table 4 gives an insight into the most frequently used keywords and words in
paper titles. This information comes handy for prospective researchers interested in
the domain of lean and green supply chain.

Table 5 includes the research papers on lean and green SC and classifi-
cation by types of studies, i.e. qualitative, quantitative, conceptual framework,
survey/questionnaire/interview, case study, mathematical/decision making model
and simulation.
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4 Detailed Analyses of the Literature

In this section, the papers included in our literature review are discussed and
analyzed in order to shed light on the recent state-of-the-art studies in LGSC.

4.1 Classification of Studies

There are various types of studies, such as surveys, studies using causal/cause-effect
diagrams, and studies providing conceptual framework.

Survey
Survey papers try to find practical solutions to scientific questions in an interactive
study with participants through questionnaires/interviews using statistical analyses.

Causal/Cause-Effect Diagram
Causal diagrams are used to represent the causal influence between variables. Some
studies investigated the cause-effect relationship between lean-green practices and
supply chain attributes.

Conceptual Framework
These studies analyze some theoretical or practical factors to develop a framework
that will ease the process of adopting practices across the SC.

Quantitative Analyses
Quantitative studies provide an analytical way to deal with the problems related to
lean and green in the SC context.

4.2 Surveys in Lean and Green Supply Chain

Zhu and Sarkis (2004), using survey instruments, examined the relationships
between GSCM practices (internal environmental management, external GSCM,
investment recovery, and eco-design or design for environment practices) and
environmental/economic performance and how two types of management opera-
tions philosophies, namely quality management and just-in-time (JIT) (or lean)
manufacturing principles, impact the relationship between GSCM practices and
performance. They used modified hierarchical regression methodology to test the
various hypotheses developed. Hajmohammad et al. (2013a) sought to answer
the question whether lean and supply chain management are directly related to
environmental performance by suggesting research propositions. Lean manage-
ment practices comprise of JIT, lead time reduction, set-up time reduction, and
TQM. Supply management practices include suppliers’ evaluation, certification,
recognition and development programs and auditing of suppliers’ facilities. For
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environmental practices; ISO 14001 certification, pollution prevention, recycling
of materials and waste reduction were considered. Lastly, for environmental per-
formance criteria, air emissions, waste water generation, solid wastes disposal,
consumption of hazardous/harmful/toxic materials and energy consumption were
considered. Govindan et al. (2014) developed a conceptual model to examine the
impact of lean, resilient and green practices on the degree of the sustainability of
supply chains using a deductive research approach by suggesting eighteen research
propositions. Case studies were implemented to test the proposed propositions. The
findings indicated that the waste elimination, SC risk management and cleaner
production were the most significant drivers for better sustainability of SCs,
while flexible transportation, flexible sourcing, ISO 14001 certification and reverse
logistics were found non-significant in favor of sustainability. Piercy and Rich
(2015) sought to evaluate the relationship between lean operations at strategic,
supply chain and workplace activities level and sustainability outcomes. The authors
highlighted that lean tools, including supply monitoring, transparency, workforce
treatment, and community engagement, along with lean tools into workplace, such
as 5S, staff training etc., meet several sustainability outcomes and environmental
benefits. Wu et al. (2015) offered a conceptual framework of achieving sustainability
through lean, green and social practices selected from several management systems.
Obtaining data from questionnaires, they empirically attempted to analyze the
impact of selected lean, green and social practices on auto-part suppliers’ economic,
environmental and social performance (mostly referred to as Triple Bottom Line
(3BL)). Campos and Vazquez-Brust (2016) empirically analyzed the synergic
results that lean and green supply chain activities can bring when implemented in
a synergic way, using a case study of the Brazilian subsidiary of a multinational
company. Their findings indicate that 26 out of 31 integrated lean and green
practices, obtained from the extensive literature review, show synergic results in
lean and green performance. Besides, they pointed out that the waste reduction
in lean and green practices differ in some aspects, and it is found as the key
point of integration of lean and green practices that yields the most synergic result
amongst the other lean and green practices. Four items that have been found non-
synergic and that present trade-offs were JIT delivery, JIT philosophy, inventory
reduction, Value Steam Mapping (VSM)/Sustainable VSM and green technology.
Zhan et al. (2016), by using questionnaires administered to all the representatives
and organizations, empirically analyzed how lean and green practices affect the
organizations’ environmental and business performance and how this relationship
is moderated by guanxi, i.e. an organisational practice deeply rooted in 5000 years
of Chinese culture. Nineteen identified lean and green practices in their study were
rather different than usual lean and green tools that are listed in Table 6. Mindset
and attitude of people responsible for lean and green practices, leadership and
management, employee involvement, integrated approach, and tools and techniques
were used to classify those nineteen lean and green practices.

We need to highlight that most of the survey studies collected the participants’
expectations and beliefs on the relationships between practices and their impact
on triple bottom line performances, rather than using actual financial numbers for
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evaluation. However, whether lean and green practices have positive or negative
performance on 3BL performance, can only be measured using actual financial
numbers, if available. However, Zhu and Sarkis (2004) claimed that the expectations
of management in organizations that implement any organizational practices will
play a role in lessening the barrier to GSCM practice adoption.

4.2.1 Survey Papers Using Causal Diagrams

Duarte and Cruz-Machado (2014) highlighted that the cause-and-effect balanced
score card can be an effective tool to measure the performance of LGSCs. H.
Carvalho et al. (2010) introduced one of the first conceptual frameworks investi-
gating the impact of lean and green paradigms on SCs performances. They used a
causal diagram to visualize how lean and green practices interact with each other
and overall SC performance metrics. In the conceptual framework, they employed
supplier relationships, JIT philosophy, lot-size reduction, total quality management,
total productive maintenance, cycle time reduction, and customer relationships
as lean practices, while as to green practices, environmental collaboration with
suppliers, environmental friendly practices in purchasing, working with designer
and suppliers, minimization of waste, decrease the consumption of hazards and
toxic materials, ISO 14001, reverse logistics, environmentally friendly packaging,
and working with customers to change product specifications were employed. The
set of measures implemented in the model was classified into three main categories;
i.e. operational (inventory levels, quality, customer satisfaction and time), economic
(cost, efficiency, return on assets and C2C cycle) and environmental (environmental
cost, life-cycle assessment and business wastage). It should be noted that the
proposed model was developed using anecdotal and empirical evidences, and has
not yet been tested by case studies or real world data. H. Carvalho et al. (2011)
further improved the previous work carried out by H. Carvalho et al. (2010) so that
the models (cause-effect diagrams) developed represent the synergies, divergences
and tradeoffs among not just lean and green, as in H. Carvalho et al. (2010), but lean,
agile, resilient and green practices implemented in supply chains. Maleki and Cruz
Machado (2013) sorted by importance the customer values in automobile industry,
namely quality, cost, respect for the environment, know-how, customization and
time, using a Bayesian network and data acquired through questionnaires. After
analyzing the data, the order by importance through customers’ eyes was identified
as quality, cost, respect for the environment, know-how, customization and time.
Afterwards, they identified the causal relationship between LARG practices and
customer values aforementioned. For LARG practices, cycle time reduction, setup
time reduction, batch sizing, lead time reduction, manufacturing transparency
to customers, modularization, flexibility to demand change, reduction of raw
materials variety, demand-based management, cooperation with product/production
designers to decrease environmental impacts, visibility of upstream and downstream
inventories, information sharing with customers, modularization, JIT, flexibility,
supplier relationships and lead time reduction were used. Finally, Duarte and
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Cruz-Machado (2014) explored the linkage between the integration of lean/green
paradigms and several SC performance measures, namely profitability and revenues,
cost, market share, customer satisfaction, productivity, waste reduction, supplier
side management, information management, employee morale and satisfaction, and
employee education and training, using a balanced score card. A causal diagram
was used to represent the linkages between the aforementioned items.

4.3 Conceptual Frameworks Developed for Lean and Green
Supply Chains

A framework refers to a set of prescriptive initiatives that guides organizations in
achieving an organizational transformation. Simpson and Power (2005) developed a
conceptual framework for investigating the relationship between a supplier firm’s
level of environmental management activity and the structure of the customer-
supplier manufacturing relationship in automotive supply chain. Using the con-
ceptual framework they conducted further research by proposing a number of
hypothesis as follows; “the lean performance of a supplier firm is positively related
to the environmental management practices of the supplier firm”, “The customer’s
level of involvement in improvements to the lean performance of a supplier firm is
positively related to the environmental management practices of the supplier firm”
and so forth. Kainuma and Tawara (2006) proposed the multiple attribute utility
theory method, which consists of the three single-attribute utility functions supply
chain return of assets, customer satisfaction, and life cycle assessment (LCA—
which is a measure of the effect on the environment and the contribution to the
society) for assessing of a lean-green supply chain not only from a managerial
viewpoint but also from an environmental performance aspect. Sawhney et al.
(2007) proposed a framework (namely, En-Lean) to assist in developing the
relationship between a comprehensive set of lean principles and their environmental
impact for specific processes. The first phase of the methodology to develop a matrix
to quantify the relationship between lean principles and specific environmental
factors affected by them. Second phase defines the methodology for data collection,
using questionnaires, for the specific type of process family, application or industry.
In the third phase of the methodology, the data collected is analyzed to calculate
the overall environmental impact score for each lean principle using a sensitivity
analysis. Mason et al. (2008) proposed a Value Steam Mapping (VSM) tool, which
is a lean-management tool used to illustrate the flow of materials and information
through the supply chain from supplier to customer, and modified the tool to make
it capable of delivering environmental benefits in terms of CO2 in an attempt to
improve the supply chain’s economic and ecological performance. Their “Sus-
tainable VSM” intends to maximize added value and at the same time, minimize
CO2 emission level through a supply chain. Mollenkopf et al. (2010) examined the
relationship, synergies and divergences among lean, green and global supply chain
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strategies with an emphasis on concurrent deployment of these three paradigms,
and addressed drivers, barriers, complementary and contradictory issues across
green/lean, green/global and lean/global supply chain strategies. Azevedo et al.
(2011) proposed the first conceptual model to help manufacturing SCs become more
simultaneously LARG, in an attempt to improve their operational, economic and
environmental performance. They considered the following LARG practices: “just
in time”, “supplier relationships” and “cycle/setup time reduction” as lean practices;
“speed in improving responsiveness to changing market needs”, “to produce in
large or small batches”, “ability to change delivery times of supplier’s orders”
as agile practices; “developing visibility to a clear view of upstream inventories
and supply conditions”, “lead time reduction” and “demand-based management” as
resilient practices; and lastly as green practices, “to work with product designers and
suppliers to reduce and eliminate product environmental impacts” and “reduction
in the variety of materials employed in products manufacturing”. Their model
examines how these LARG practices impact the firms’ inventory levels, quality,
customer satisfaction and time (operational measures), cost, environmental cost
and cast-to-cast cycle (economic measures) and business wastage (environmental
measures). Figueira et al. (2012) presented a conceptual framework that allows
integrating ergonomic and safety design principles during the implementation of
LARG practices in SCs, which tends to increase the physiological and psychological
strain on workers. This study is one of a kind dealing with LARG practices’
impact on human health. For example, lead time reduction, one of the possible
consequences of the lean and resilient practice, can lead to a reduction in the
duration of work breaks that would affect the recovery period of workers. However,
the authors also highlighted that not all LARG practices have a negative effect
on workers, such as the decrease in the quantity and variety of hazardous and
toxic materials decreases the physiological strain on workers. To the authors,
organizations should take into account the impact that LARG practices in SCs
might have on workers’ health and that workplaces should be organized accordingly,
considering the ergonomic and safety principles. Azevedo et al. (2012) are one of
the first to carry out a study proposing a theoretical framework to find out the impact
of green and lean supply chain management (SCM) on the sustainable development
of businesses. They used a set of performance measures of economic (operational,
environmental and inventory cost), environmental (wastage, green image and CO2
emission) and social (corruption risk, supplier screening and local supplier). Duarte
and Cruz-Machado (2013) analyzed several business models, awards, standards and
frameworks that would help companies integrate lean and green paradigms into their
supply chains and improve SC performance by providing a number of guidelines.
Leadership, people, strategic planning, stakeholders, processes and results were
defined as the key opponents of lean-green transformation frameworks. Dües et
al. (2013) tried to explore which lean practices are synergic with green practices
implemented in SCM and vice versa, and to help companies achieve green SCM
using their own lean framework by analyzing several explanatory framework. In the
light of the extensive literature review on published works on lean and green, they
discussed in detail the distinguishing attributes, similarities and differences of the
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lean and green paradigms and how to get the best out of the synergic combination
of lean and green SCM practices. Govindan et al. (2013) identified top critical lean,
green and resilient practices and their simultaneous influence on automotive SC
performances. The inter-relationships among lean, green and resilient practices and
SC performances were drawn through an interpretive structural modeling approach.
JIT and TQM were used as lean, ISO 14001 certification and environmentally
friendly packaging as green, and strategic stock and flexible transportation as
resilient tools, out of which JIT, flexible transportation and environmentally friendly
packaging were observed to be the most significant practices affecting positively
the performance of automobile supply chains, assessed by the operational cost,
business wastage, environmental cost and customer satisfaction. Liang and Wang
(2013) offered a strategy for automobile enterprises to achieve development of lean
logistics under green SCM environment. Another conceptual framework to integrate
lean, green and best practices into the business model carried out by Wiese et al.
(2015), which offers an opportunity for organizations to become more competitive
by integrating them concurrently. The proposed framework has been supported by
a case study conducted on Toyota South African Motors to illustrate the synergic
benefits stemming from concurrent integration of lean, green and best practices
into a SC organization. Br et al. (2016) reviewed the previous works to search
for supply chain elements, their leanness applicability and greening effects and to
offer a strategic framework for managers to help them convert their ordinary SC
to a GSC. A. L. Carvalho et al. (2016) sought to analyze the synergies between
GSCM practices and LSC, along with other various types of SCs. It is found that
three out of five predetermined GSCM practices, i.e. the internal environmental
management, green purchasing and recovery of investment have strong alignment
with LSC, meaning that the LSC would allow for the full incorporation of those
practices, without restriction or obstacles; while the remaining two practices, i.e.
cooperation with consumers and eco-design, have moderate alignment, meaning that
partial incorporation exists, with some restrictions or obstacles. Another framework
to integrate lean and green initiatives into a SC or its components, such as the
distribution network or the assembly system, is offered by Bortolini et al. (2016).
Their framework can be applied to any lean and green integrated supply chain
components, such as the distribution network, the assembly system, the job-shop,
the storage system etc. Colicchia et al. (2017) addressed critical issues, namely
planning and management, assets, train services, collaboration, legal issues and
incentive schemes, for lean and green SCs to adopt the intermodal transportation
in their distribution network. The case study results confirm that the average cost
and CO2 emission in road-rail intermodal transport was found lower than all-road
delivery mode, on the other hand, on time delivery completed within the agreed
time window slightly reduced from 98% to 96%. The managers, as they are advised
to adopt intermodal transportation, can achieve significant increase in sustainability
and efficiency in their SCs with the opportunities offered by intermodal transporta-
tion that would allow them to reduce CO2 emissions and optimize transportation
costs. Duarte and Cruz Machado (2017) proposed a conceptual framework for
evaluating lean and green implementation in an organization’s SC. An explanatory
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case study that reviewed data through interviews was performed in the automotive
sector to validate the credibility of the method proposed.

4.4 Quantitative Analyses

Quantitative studies provide an analytical way to deal with the problems related
to lean and green in the SC context. Esmer et al. (2010) proposed a model for
ports and simulated a container terminal system in which lean and green practices
were employed, yet due to the lack of proper data, only cargo handling operations
were considered among lean practices in the ports (JIT, postponement and cross-
docking) and green practices (vessel operations, services of marine facilities and
cargo handling). Their main objective in the simulation was to minimize the
number of electric vehicles used for inland cargo transport, which would greatly
help lean and green causes in the ports through minimizing the environmental
footprint and increasing effectiveness, which increase lean capability. Prentice
et al. (2010) investigated the environmental impact of a cabotage regulation in
Canada domestic services on making use of empty marine containers, if owned
by Canadian carrier, after an import load is discharged and how these regulations
influenced supply chain efficiencies. The need for such regulation stems from the
fact that repositioning the transportation equipment without a payload (in industry
terms, this is called empty backhaul, or “deadhead”) is somehow unavoidable, and
it creates waste and generates unnecessary GHG emission. They examined the
environmental impact through three cases studies, and reported that the eliminating
empty backhauls could lead to a dramatic decrease in fuel consumption in transport.
Cabral et al. (2012) proposed an analytic network process (ANP) decision-making
model to help choose the most appropriate lean, agile, resilient and green practices
affecting key performance indicators that companies are willing to implement in
their SC, and they support their case by providing a case study in an automaker
SC. Strategic stock, systems for rapid response in case of emergency and special
demands, and reusing materials and packages were selected as LARG practices,
and inventory cost, order fulfilment rate and responsiveness to urgent deliveries
as key performance indicators. Jasti et al. (2012) tried to reorganize the current
state of a steel manufacturing company to achieve green goals with the help of lean
practices by changing the layout of the plant, providing a separate exit gate, new
weigh bridges to facilitate faster movement of vehicles and better communication
between inter-departments and with suppliers to reduce waiting time and faster
unloading at destination, and more parking sites to reduce congestion of vehicles.
By maximizing space and better material utilization, results from this case study
indicate that the conjunction of the lean tools with green SCM practices helps to
reduce the carbon emission by 34% and the pollutant level by more than 30%.
Fahimnia et al. (2015) investigated the trade-off between lean operations and green
outcomes by proposing a non-linear mathematical model for LGSC network. The
proposed model and solution method was supported using a real-world data case
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study. Outdated and up-to-date set of machinery, the size of warehouses, three
different truck sizes used in direct transportation differing in the cost of operating,
energy consumption and carbon emission level, altogether creates a trade-off in
their model, in which total cost in manufacturing, transport, inventory holding
and backlogging, total carbon generated in manufacturing, transport and holding,
total consumed energy in manufacturing and inventory holding and total waste
generated in manufacturing and inventory holding in plants and warehouses were
to be minimized simultaneously. The last three objectives, emission, energy and
consumption values are expressed as dollar amounts in the overall objective function
to convert the multi-objective into single. They developed a Nested Integrated Cross-
Entropy method to deal with their mixed-integer non-linear mathematical model and
the findings suggested that the distribution emission level in the leanest scenario is
much higher than in other flexible situations and the centralized situation. Using
smaller trucks helps making the situation leaner, but definitely not greener, as it
causes more and smaller deliveries with less emission efficient vehicles on a per unit
basis. Garza-Reyes et al. (2016) proposed a variant of VSM, namely Sustainable
Transportation VSM, to integrate the lean and green paradigms in organizations’
transport operations to improve both their operational efficiency and environmental
performance. After mapping the road transportation process and analyzing possible
causes of waste due to inefficiency and environmental waste, they offered a set
of improvement strategies, which resulted in increased performance efficiency,
reduced unnecessary travels, and decreased fuel consumption and therefore GHG
emissions. Azevedo et al. (2016) presented an assessment tool for automotive
companies and corresponding SCs that would enable them to evaluate their degree
of leanness, agility, resilience and greenness. A LARG index provided by the tool
for measuring the LARG behavior of companies can be seen as a benchmarking
evaluation by managers that can be used to compare the corporations’ performances.
The Delphi method is used to compute the weight for each predetermined SCM
practice. The method is tested using a case study involving several companies
and was found an effective and useful tool to evaluate the companies’ and the
SCs’ performance regarding the LARG practices. Ugarte et al. (2016) sought to
evaluate the difference in GHG emission that each of the lean-oriented inventory
management methodologies, i.e. JIT, product postponement and vendor managed
inventory, have compared to traditional (economic order quantity) inventory policy,
by using a two-echelon discrete-event simulation model. It is reported that JIT
causes a dramatic raise in product shipment frequency, therefore it results in
more GHG emission level than baseline policy, yet lean practices lead to reduced
GHG in inventory and retail operations. On the other hand, product postponement
and vendor managed inventory policy perform better than the baseline scenario
regarding the GHG emission. H. Carvalho et al. (2017) proposed a mathematical
model to assist managers willing to improve eco-efficiency of companies and supply
chains by determining a set of practices that minimizes the supply chain’s overall
negative environmental and economic impacts. Their findings support the general
consensus on JIT production creating a trade-off between economic benefits and
environmental impacts, as it contributes to a reduction in the inventory of raw
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materials, works in process, and finished goods, however, the frequent delivery of
materials leads to a higher level of emissions, worsening the environmental impact
of SCs. Also, they highlighted that the geographic concentration with suppliers is
another potential source of trade-off between economic and environmental goals.
Rachid et al. (2017) mapped the agility and resilience risks created by lean,
green and achievement goals using a risk management approach. It was found
that the LGSC is perfectly agile and resilient, except when the demand variability
is evident. Pandey et al. (2017) provided a framework for the selection of lean,
green and sustainable suppliers. They proposed fuzzy goal programming to be
used in the evaluation of suppliers on the basis of economic, lean, services and
environmental criteria and the model was tested using a real world case. Golpira
et al. (2017) developed an integrated model to design Green Opportunistic SC
networks considering leanness, agility and robustness. The model incorporates the
uncertainties of the market-related information, namely the demand, transportation
and shortage costs. They adopted bi-level programming methods to deal with the
uncertainties pertaining to demand, transportation and shortage costs. Karush-Kuhn
Tucker (KKT) conditions are implemented to transform the model into a single-
level mixed integer linear programming problem, and the resulting problem is finally
solved by CPLEX.

5 Discussion, Future Directions and Conclusion

5.1 Discussion: Synergies and Trade-Offs Between Lean
and Green

There is a long-lasting debate as to whether the lean and green paradigms are
somehow targeting the same goals. Campos and Vazquez-Brust (2016) pointed
out that the waste reduction in lean and green practices differ in some aspects
and Tice et al. (2005) reported that the environmental wastes are not explicitly
included in the wastes targeted by lean paradigm. Thanki et al. (2016) addressed
the conceptual difference between lean and green as follows: “lean has the goal
of reducing operational waste through non-value adding activities, while green
manufacturing targets environmental waste reduction”. However, lean practices
contribute to reduce some of these environmental impacts because of their intrinsic
focus on waste elimination. Lean paradigm can help green efforts by connecting
green practices to stronger financial drivers and improving the effectiveness of green
procedures (Tice et al. 2005). Also, Piercy and Rich (2015) highlighted that one of
the goals of lean operations is to use fewer resources to generate the same outcome,
which is inherently environmentally friendly, as it means less materials used in
production, higher quality with reduced rework, scrap, resource consumption, and
pollution costs. In addition to those, Wiese et al. (2015) mentioned that there is
a strong correlation between lean and green thinking as both principles focus on
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reducing waste, decreasing costs and enhancing value for all stakeholders and
partners within a supply chain. Hanson et al. (2004) also reported that while lean
practices can lead to environmental benefits, environmental practices can lead to
improved lean practices. Mollenkopf et al. (2010) highlighted the trade-off between
JIT philosophy and green approach, yet they stated that “when lean initiatives enable
only demanded volumes to flow through the SC (and not the safety stock and extra
inventory associated with non-lean supply chains), a reduced amount of inventory
needs to be sourced, produced, transported, packaged and handled, which also
minimizes the negative environmental impact of the SC”. These studies show that,
by definition, there is consensus on that lean thinking can help reduce environmental
impact and comply with green efforts.

There are numerous studies that take the view opposite to the aforementioned
arguments, citing some lean practices such as JIT logistics or faster delivery
methods that may hurt environmental efforts by creating a trade-off (Campos and
Vazquez-Brust 2016; H. Carvalho et al. 2017; Ugarte et al. 2016; Zhu and Sarkis
2004). For example, Zhu and Sarkis (2004) reported that JIT has no effect for
positive or negative economic performance when implementing GSCM practices,
however, strong relationship exists between GSCM practice and positive economic
and environmental performance. This argument is also supported by H. Carvalho et
al. (2010), who found that lean practices barely contribute to the SC environmental
performance. Some studies, for instance, Campos and Vazquez-Brust (2016),
reported trade-offs associated with JIT delivery, JIT philosophy, inventory reduction
and VSMs/SVSMs when aiming for green outcomes. They claimed that when a
company is decisive in adopting lean philosophy which dominates its operational
strategy and vision, trade-offs are more likely to occur instead of synergies between
lean and green practices. Mason et al. (2008) concurred with the argument that JIT
logistics and the demand for faster delivery methods contribute to higher emission
rates, because smaller quantities of goods are delivered more frequently in smaller
vehicles. However, Azevedo et al. (2011) claimed that JIT were one of the two
LARG practices that improve the SC performance most. Also, Ugarte et al. (2016)
added to that by claiming that lean practices lead to reduced GHG in inventory
and retail operations, even so JIT increases GHG emission in transportation. In
addition to mentioning trade-off between economic benefits of implementing JIT
and its environmental impact, H. Carvalho et al. (2017) highlighted that not all
companies belonging to the same supply chain can be absolutely lean or green,
some must make concessions. JIT also leads to small batch size production, which
may lead to higher amount of waste generated in the production (King and Lenox
2001). Another example to a trade-off between lean and green paradigms is that
a supply chain may be lean when it is geographically wide-spread, yet increased
transportation, packaging and handling lead to more carbon emission, which means
that it is not necessarily green (Venkat and Wakeland 2006). Hereby, these conflicts
show that we need to bear in mind that when discussing whether lean and green
practices are targeting the same goal or conflicting with each other, the discussion
should be taken in hand at each individual practice level.
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When it comes to synergy, Dües et al. (2013) described it with “the equation
1+1=3”, meaning that “combined practices have greater results than the sum of
the separate performances”. Dhingra et al. (2014) sought to answer the question of
whether there are synergic benefits of simultaneously adopting both, or adoption of
one leads to rapid adoption of the other. They reiterated and confirmed that lean
leads to green, but not necessarily vice versa. Bergmiller and McCright (2009)
identified the correlation between green and lean paradigms by studying Shingo
prize winners and finalists, based on a complete assessment of an organization’s
culture and how well it drives world-class results. They found that lean companies
which include green practices achieve better lean results than those companies
which do not. Their findings can be interpreted as such, when both paradigms are
implemented together, the benefits will be greater for the companies than when
implemented separately. Also, Dües et al. (2013) explored the relationship and links
between lean and green SCM practices, and their conclusion is similar to the studies
mentioned above, that lean is beneficial for green practices and the implementation
of green practices in turn also has a positive impact on existing lean business
practices.

Concurrent deployments of lean and green practices were reported in the
literature to have synergic benefits. Jasti et al. (2012) claimed that the conjunction
of the lean tools with green SCM practices helps in reducing the carbon emission
and pollutant level. Wiese et al. (2015) reported that they found synergic benefits
stemming from concurrent integration of lean, green and best practices into a SC
organization. Bortolini et al. (2016) reported that the combination of lean and
green practices leads to greater results, compared to separate implementation of
each practice. Campos and Vazquez-Brust (2016) reached to a conclusion that the
majority of the practices (26 out of 31) brings synergic results to lean and green
performance. A. L. Carvalho et al. (2016) found that lean supply chains present
a strong alignment with the GSCM concepts. Br et al. (2016) reported that lean
practices are positively and moderately interrelated with green practices. Zhan et
al. (2016) pointed out that the lean and green practices have win-win relationship
with environmental and business performance of organizations. Galeazzo et al.
(2014) suggested managers to implement lean and green practices simultaneously
to achieve synergic results. However, they also point out the importance of timing in
the implementation of lean and green practices, as it affects the interdependencies
(sequential and reciprocal), the search for supplier partners, and the results in terms
of performance.

5.2 Future Directions and Conclusion

This paper presents a comprehensive literature review of recent and state-of-the-art
journal papers that have considered lean and green practices/initiatives in a SCM
context. Totally, 41 published papers between January 2000 and July 2017 are



Lean and Green Supply Chain Management: A Comprehensive Review 29

selected, reviewed, categorized and analyzed to find the gaps in current literature
and highlight future directions and opportunities in LGSC.

We recognize that most of the studies dealing with lean and green practices in SC
context took qualitative approach and offered a conceptual framework. Besides, the
possible impacts of lean and green practices on specified key performance indicators
caught academicians’ and practitioners’ attention. In this context, Table 6 includes
different combinations of lean and green practices implemented in SC context,
which is quite crucial for the future development of the lean and green SC and guides
prospective researchers along with the information of selected key performance
indicators given in Table 7. By combining different lean and green practices and
performance indicators, researchers can investigate not only the impact of selected
practices on selected performance indicators, but also the trade-offs or synergies
between the selected practices (Table 8).

Mathematical models developed for supply chain networks utilizing lean and
green practices in SC context are rare (Fahimnia et al. 2015; Golpira et al. 2017).
It is still a challenge for researchers to utilize lean and green practices concurrently
in supply chain models. Truck types and outdated and up-to-date machinery and
warehouses varying in sizes were assumed to create a trade-off between leanness
and greenness of a distribution network, while using smaller warehouses or smaller
trucks is assumed to be a leaner situation by Fahimnia et al. (2015). JIT production
philosophy was tested using a linear programming model by H. Carvalho et al.
(2017) and a simulation model by Ugarte et al. (2016). We recognize that there
is a gap in the literature that lean/green practices are assessed by their trade-
off using a simulation or mathematical model. We recommend the interested
researchers to evaluate other lean/green practices that can be implemented in SC
context by their trade-offs between leanness and greenness using a simulation
or mathematical model, rather than qualitative type of research that is based on
subjective arguments. As few quantitative contributions exist in the literature, multi
objective programming emerges as a gap, since real world problems are rarely single
objective. It is necessary for researchers to pay more attention to the real world
problems with multi objective functions instead of single ones, as the goals of lean
and green practices often contradict each other. Additionally, the approaches for
handling multi objective models and achieving Pareto optimal solutions need to be
considered. Manufacturing, transporting, inventory holding, handling, operational
and backlog costs, waste generation/disposal costs, material purchasing costs and
energy consumption costs which are associated with lean goals can be utilized
in objective functions. Environmental goals such as carbon and GHG emission,
amount of waste generation and energy, water, hazardous/harmful/toxic/PET mate-
rials consumption, can be utilized in objective functions. It is recognized that, up
to this time, carbon and GHG emission, amount of waste (water-solid) generation
and disposal, operational costs, inventory handling and waste treatment/discharge
costs have been the most frequently utilized performance measures in previous
works. Researchers should find a way how to integrate the least used lean/green
practices so far in mathematical models, such as kaizen, quick changeover, 6 sigma,
TPM, optimization of courier and transport modes, inventory control and reduction,
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external GSCM, pollution prevention, cleaner production, green purchasing, reduc-
tion of hazardous, harmful, toxic materials or geographic concentration.

Qualitative studies using surveys, questionnaires or interviews to find out the
practical implications of lean and green practices and their impacts on hypothesized
key performance indicators are widely spread in the literature. As stated earlier,
whether lean and green practices have positive or negative performance on 3BL
performance indicators should be measured using actual financial numbers.

Finally, the deployment of lean and green practices in supply chains, either
sequential or consolidated, has been attracting attention among academicians and
practitioners recently. This attention is evident by the growing number of publica-
tions on lean and green supply chain management which have been published in
scientific journals in recent years. This paper presents a comprehensive literature
review of recent and state-of-the-art journal papers that have considered lean and
green practices/initiatives in a SCM context to highlight future directions and
opportunities in LGSC.
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A New Model for Lean and Green
Closed-Loop Supply Chain Optimization

Turan Paksoy, Ahmet Çalik, Alexander Kumpf, and Gerhard Wilhelm Weber

1 Introduction

In recent years, there has been a growing attention in Supply Chain Management
(SCM) among academicians and practitioners because of its beneficial factors such
as cost minimization, profit maximization and customer satisfaction. Besides of
these factors, many researchers have integrated their environmental concerns, such
as pollution, global warming, overpopulation, climate change, etc., into the SCM.
In this context, companies are obliged to keep in mind environmental concerns in
their operations to satisfy customer expectations and obligations (Rostamzadeh et
al. 2015).

At the same time, new paradigms have emerged and integrate green issues
with the growing pressure from customers and governments. Lean manufacturing
also can be referred to the Toyota production system that focus on elimination of
waste and customer satisfaction simultaneously (Vlachos 2015). Also, integration
of Lean&Green (L&G) paradigms has gained more popularity from researchers and

T. Paksoy
Department of Industrial Engineering, Konya Technical University, Konya, Turkey

A. Çalik (�)
Department of International Trade and Logistics, KTO Karatay University, Konya, Turkey

A. Kumpf
Department of Logistics Management, Applied Sciences University of Landshut, Munich,
Germany

G. W. Weber
Faculty of Engineering Management, Chair of Marketing and Economic Engineering, Poznan
University of Technology, Poznan, Poland

IAM, METU, Ankara, Turkey

© Springer Nature Switzerland AG 2019
T. Paksoy et al. (eds.), Lean and Green Supply Chain Management, International
Series in Operations Research & Management Science 273,
https://doi.org/10.1007/978-3-319-97511-5_2

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97511-5_2&domain=pdf
https://doi.org/10.1007/978-3-319-97511-5_2


40 T. Paksoy et al.

practitioners. Companies have started to adopt these paradigms simultaneously to
achieve the objectives of efficiency, effectiveness and sustainability (Fercoq et al.
2016; Colicchia et al. 2017). This means that Lean and Green Closed-Loop Supply
Chain Management (L&G-CLSCM) is a mandatory research field that should be
handled.

Therefore, L&G issues have appeared in the literature for the last decade. For
example, Wang et al. (2011) proposed a multi-objective mixed-integer formulation
by considering the environmental investment decision in supply network design.
They established a trade-off between total cost and environmental influence and
conducted a comprehensive set of numerical experiments. Kannan et al. (2012)
developed a mixed-integer model based on a carbon footprint for a reverse logistics
network design. Fahimnia et al. (2015) focused on lean-and-green paradigms to
provide practical insights to managers using a mixed-integer nonlinear program-
ming model. This model includes different cost functions, carbon emissions, energy
consumption and waste generation. The carbon emissions represent the generated
carbon pollution in manufacturing, transportation and inventory holding. Talaei et
al. (2016) proposed a robust fuzzy optimization method for a carbon-efficient CLSC
model, minimizing the total cost and carbon dioxide emission in the objectives.

Mollenkopf et al. (2010) conducted a literature survey on the simultaneous
implementation of the three strategies as green, lean and global supply strategies.
Cabral et al. (2012) created a decision-making model considering lean agile,
resilient and green paradigms that are fundamental of companies in supply chain
management. They applied the ANP method in an automotive supply chain to
measure the impact of these concepts on the performance of companies and to
select the best green supply chain application. Duarte and Cruz-Machado (2013)
examined how to reach benefits with L&G approaches for any organization and its
supply chain. For this purpose, 12 business models are examined and the differences
and similarity relations between the models are investigated. Martínez-Jurado and
Moyano-Fuentes (2014) established a linkage between Lean Management, Supply
Chain Management and Sustainability through a literature search. Fifty eight articles
published between the years 1990 and 2013 were divided into two categories
and results were reported. Govindan et al. (2014) investigated the effects of lean,
flexible and green supply chain management practices on sustainable supply chain
issues. Eighteen research samples were tested with empirical data and the case
study was conducted in the Portuguese automotive supply chain to determine which
lean, flexible and green applications effect to sustainable supply chain. Govindan
et al. (2015) identified critical, lean, green, and flexible applications that will
help managers to improve the performance of their automotive supply chains.
An application was conducted on the automotive supply chain in Portugal and
concluded that just-in-time, flexible transportation and environmentally friendly
packaging were found to be very important for the automotive supply chain. Ugarte
et al. (2016) set up three different hypotheses to investigate the environmental
impact of existing lean logistics applications and tested these hypotheses with the
simulation model of a manufacturing-retailer supply chain.
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Golpîra et al. (2017) constructed a bi-level optimization under risky environment.
They handled both effects of the CO2 emission and retailer’s risk aversion by using
the ε-constraint method. Carvalho et al. (2017) discussed green and lean practices
of companies and eco-efficiency with a mathematical model. A case study in the
automotive supply chain is selected to figure out the best green and lean practices
by a real context. They stressed that the companies place in the whole network
cannot be absolutely lean or green. Verrier et al. (2016) presented a state of the art
of L&G topics through detailed best-practices. Garza-Reyes et al. (2016) proposed a
new tool taking L&G paradigms into account in Mexico. Duarte and Cruz Machado
(2017) investigated coordination of L&G initiatives in the automotive industry.

The paper is organized as follows. Following the introduction, the structure
of the proposed model and problem definition is given in Sect. 2. After that,
some insights on L&G-CLSCM are presented. Subsequently, the proposed model
formulation is presented. In Sect. 5, computational studies are examined. Finally,
some considerations are drawn in the conclusion in which some future directions
are also discussed.

2 Problem Definition

We study a supply chain network of an anonymous automotive corporate group
which consists of (i) raw material suppliers; (j) the corporate group that has
subsidiaries such as suppliers, (k) assemblers, (l) plants, (n) collection/disassembly
centre, and (m) customers. The schematic view of the developed model is shown
in Fig. 1. In the network, suppliers buy raw material and transform into parts
under capacity constraints. Assemblers provide the necessary parts from suppliers
and assemble them into semi-finished products. Finished product consists of raw
material, semi-finished product and components/parts, as seen in Fig. 2. The assem-
bling of end-product is carried out in the potential plants by getting components,
semi-finished product and raw material. The components of an end-product can be
purchased from different suppliers, the semi-finished product of the end-product
is provided by different assemblers and the necessary raw material (steel plate)
is supplied from the raw material suppliers. In the proposed model, a single end-
product and multiple components have been taken into consideration. As mentioned
above, suppliers provide different components for plants and assemblers. In the
manufacturing process, suppliers send the first type of the components (C1, C2,
C3, and C4) to the plants and second type of the components (P1, P2, and P3)
to the assemblers. Assembled parts in plants are transported to the customers to
satisfy customer demands. After the used products are collected from customers, the
reverse flow begins. After one period used products are collected from customers
and send to the collection centres. The final step is shipping the used products to
assemblers or plants according to a certain percentage.
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Fig. 1 The structure of the developed model

3 Drivers of Lean&Green Supply Chain Management

Managers of the companies need to know which issues are important to improve
their L&G performance and their competitiveness. L&G issues provide an opportu-
nity to the managers for a further development of their supply chain management
by enhancing collaboration among the business partners, managing investments,
minimizing inventories, reducing CO2 emissions, reusing and recycling of the
packaging materials, etc. The aim of this section is to explain the drivers of the
LG-SCM for a better understanding.

3.1 Lean&Green Construction

According to the investment decisions, plants can be constructed with different
sizes: Small, Medium and Large sizes are the construction options for the managers
of the companies. As a pioneering paper in LG-SCM and optimization, Fahimnia
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Fig. 3 The amount of CO2 emission emitted during the construction of the facilities (adapted from
Klufallah et al. 2014)

et al. (2015) proposed a scale of structure for warehouses. They classified the
warehouses according to three sizes. Following this approach, we offered an
opportunity to the managers for making a trade-off between construction cost and
CO2 emission levels. The size of a construction has an influence on the emissions
of a project. It is obvious that the CO2 emissions during the construction of a
building or facility are very important. The managers are increasingly interested
in possibilities to reduce the CO2 emissions in the construction process. The
relationship between the construction of a facility and the CO2 emissions during
the construction can be seen in Fig. 3. The values are adapted from Klufallah et
al. (2014). The amount of emitted CO2 depends on the size of the facility. From
this viewpoint, we handled this situation in the SC network with reducing the CO2
emissions during the construction process.

3.2 Lean&Green Production System

Green Production should be an organizational strategy focusing on the bottom
line by using environmental concerned production systems. The main purpose of
green production is to reduce the environmental impact of the operating process
at all the manufacturing systems by minimizing raw material usage, wastes,
emissions and energy consumption. These aims also overlap with the aim of lean
manufacturing directly (Emmett and Sood 2010). In this study, we focused on
green production system with Environmental Protection Levels (EPL). The potential
plants are separated according to the EPLs. The EPL concept was first proposed
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Fig. 4 The scale of
Environmental Protection
Level (EPL)

by Wang et al. (2011). At the beginning of the construction process, managers
take this concept into account. Higher EPL means that a higher equipment or
techniques should be employed in the production system with lower CO2 emissions.
According to the Wang et al. (2011): “The environmental investment can be used
to purchase equipment or technology for environmental protection. The higher
the environmental investment in facility is, the more sophisticated equipment or
technology is installed.”

Figure 4 depicts how the changes in the EPL can affect the investment with
an illustrative scale. If this variable is not important (i.e., black and grey tones of
protection level) for the manager, who does not pay any attention to the greenness,
the investment will be cheaper, but this investment will lead to higher CO2 emission
levels.

When managers are willing to reduce CO2 emissions but at the same time he/she
wants to get a cheaper investment, he/she would choose white EPL. These managers
are hesitant managerswho have some awareness about the environmental protection
however; they are not decisive. If the cost of investment is the same or a little bit
higher, but not too much larger than the grey tones of EPL, they would choose a
green EPL.

In contrast to the behaviour of the aforementioned managers, the green managers
are interested in environmental protection and willing to expend extra amount of
money.

The relationship between the fixed facility cost and environmental protection
level can be seen in Fig. 5. If a facility is set up with higher equipment or technology,
then the fixed facility cost will be higher. Facility-location decisions are fixed and
unchangeable in the short-term period. However, in the long-term, this is a very
critical decision for the managers. According to the environmental protection level,
the change at the CO2 emission can be seen in Fig. 5. The highest environmental
protection level is the most green production system with the lowest CO2 emission.

Manufacturers and their customers are aware of the fact that using high-tech
equipment in production systems decreases the consumption of materials and
resources (e.g., water and electricity), reduces wastes, and minimizes scraps. All
these results obtained by usage of green/high-tech production systems are strongly
overlapping with the aims of the lean manufacturing approach. Consequently, it is
safe to say that the greener a supply chain is, the leaner it is as well.
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Fig. 5 The fixed facility cost and the CO2 emission change according to the environmental
protection level (according to Wang et al. 2011)

3.3 Lean&Green Handling

Another way to reduce the CO2 emissions in the plants can be achieved by using
greener technologies for handling that forklifts are most used vehicles in handling.
When forklifts are operating, they produce greenhouse gases. The usage of proper
forklift is an important decision to increase the productivity and reduce the CO2
emissions. With the type of proper forklift utilization, companies can achieve visible
outcomes on the handling cost and on environmental protection. The most used
forklifts are electric powered, battery operated, diesel engine and hybrid ones.

If the managers have an awareness about the green issues, then they can use
lithium-ion or lead battery forklifts emitting significantly lower CO2 emissions
and spending lower fuel consumption. The usage of proper forklifts means another
important choice for the managers (Fig. 6).

3.4 Lean&Green Transportation

According to the latest report issued by the U.S. Environmental Protection Agency
(2014), the total transportation CO2 emissions rose by 16% from 1990 to 2014.
“The largest sources of transportation CO2 emissions in 2014 were passenger cars
(42.5%), medium- and heavy-duty trucks (23.1%), light-duty trucks, which include
sport utility vehicles, pickup trucks, and minivans (17.8%) (U.S. Environmental
Protection Agency 2014)”.

From this viewpoint, we considered that all the transportation in the network is
outsourced from a logistics firm where three different types of vehicles are used for
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Fig. 6 Comparison of forklift types with respect to CO2 emission (http://www.jungheinrich.com/
en/fork-lift-trucks-at-a-glance/drive-systems/co2-footprint/)

transportation. Small, medium, and heavy trucks are the transportation options in
the network. “Smaller trucks are leaner (smaller lot size deliveries) requiring less
storage space in warehouses”, at the same time, it is environmentally efficient to use
as well. On the other hand, it may not be economically efficient (Fahimnia et al.
2015).

In this study, we develop three different transportation strategies: L&G, mixed,
and traditional strategies. In the L&G strategy, small size trucks are used and the
lot sizes are as smaller as possible to support the lean manufacturing strategy. In
the traditional strategy, large size trucks are used to carry material/parts/products
between the partners of SC. This strategy offers an opportunity for saving less
transportation cost. On the other hand, it does not consider environmental concerns.
A comparison of these strategies can be seen in Table 1.

4 Model Formulation

The network can be formulated as a mixed-integer linear programming model. Sets,
parameters and variables, objective functions and constraints are as follows:

http://www.jungheinrich.com/en/fork-lift-trucks-at-a-glance/drive-systems/co2-footprint
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Table 1 Transportation strategies

Strategy

Cost Lean&Green Mixed Traditional

Environmental Low Medium High
Transportation High Medium Low
Late delivery Low Medium High

4.1 Indices

I set of raw material suppliers i ∈ I,
J set of suppliers j ∈ J,
K set of assemblers k ∈ K,
L set of plants l ∈ L,
M set of customers m ∈ M,
N set of collection centres n ∈ N,
Q set of environmental protection level of production q ∈ Q,
R set of forklifts r ∈ R,
S set of size of plants s ∈ S,
V set of vehicles v ∈ V,
C set of parts of finished product c ∈ C,
P set of parts of semi-finished product p ∈ P,
T set of periods t ∈ T.

4.2 Parameters

Distances and Unit Shipping Costs

dij distance between raw material supplier ‘i’ and supplier ‘j’ (km),
dik distance between raw material supplier ‘i’ and assembler ‘k’ (km),
dil distance between raw material supplier ‘i’ and plant ‘l’ (km),
djk distance between supplier ‘j’ and assembler ‘k’ (km),
djl distance between supplier ‘j’ and plant ‘l’ (km),
dkl distance between assembler ‘k’ and plant ‘l’ (km),
dlm distance between plant ‘l’ and customer ‘m’ (km),
dmn distance between customer ‘m’ and collection centre ‘n’ (km),
dnl distance between collection centre ‘n’ and plant ‘l’ (km),
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dnk distance between collection centre ‘n’ and assembler ‘k’ (km),
utcv unit transportation cost of vehicle ‘v’ (($/ton.km);

Capacities

caprmit steel plate capacity of raw material supplier ‘i’ at time period ‘t’ (ton),
capscjct part ‘c’ capacity of supplier ‘j’ at time period ‘t’ (ton),
capspjpt part ‘p’ capacity of supplier ‘j’ at time period ‘t’ (ton),
capplsqt finished product capacity of plant ‘l’ with size ‘s’ and environmental

protection level ‘q’ at time period ‘t’ (ton),
capakt semi-finished product capacity of assembler ‘k’ at time period ‘t’ (ton),
capccnt used product capacity of collection centre ‘n’ at time period ‘t’ (ton),
capcelsqt capacity of CO2 emission of plant ‘l’ with size ‘s’ and environmental

protection level ‘q’ at time period ‘t’ (gr),
vcapv maximum capacity of vehicle ‘v’ (ton);

Demand

demt demand of customer ‘m’ at time period ‘t’ (ton);

CO2 Emissions and Related Parameters

ceclsqt estimated CO2 emissions for construction of plant ‘l’ with size ‘s’ and
environmental protection level ‘q’ at time period ‘t’ (gr),

ceplsqt estimated CO2 emissions to produce a ton of finished product at plant
‘l’ with size ‘s’ and environmental protection level ‘q’ at time period ‘t’
(gr/ton),

cescjct estimated CO2 emissions to produce a ton of part ‘c’ at supplier ‘j’ at time
period ‘t’ (gr/ton),

cespjpt estimated CO2 emissions to produce a ton of part ‘p’ at supplier ‘j’ at time
period ‘t’ (gr/ton),

ceakt estimated CO2 emissions to produce a ton of semi-finished product at
assembler ‘k’ at time period ‘t’ (gr/ton),

cedcnct estimated CO2 emissions to disassembly a ton of part ‘c’ at collection
centre ‘n’ at time period ‘t’ (gr/ton),

cedpnpt estimated CO2 emissions to disassembly a ton of part ‘p’ at collection
centre ‘n’ at time period ‘t’ (gr/ton),

cehlrt estimated CO2 emissions for handling a ton of unit finished product with
‘r’ type forklift at plant ‘l’ at time period ‘t’ (gr/ton),

CCO2 unit cost of CO2 emissions ($/gr),
COv

2 amount of CO2 emissions of vehicle ‘v’ (gr/km),
COr

2 amount of CO2 emissions of forklift ‘r’ (gr/km);
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Fixed Costs

fcplsqt fixed opening cost of plant ‘l’ with size ‘s’ and environmental protection
level ‘q’ at time period ‘t’ ($),

fccnt fixed opening cost of collection centre ‘n’ at time period ‘t’ ($);

Handling Costs

hclrt unit handling cost of forklift type ‘r’ in plant ‘l’ at time period ‘t’ ($);

Purchasing Costs

pcpjc manufacturing cost of part ‘c’ at supplier ‘j’ ($/ton),
pcsjp manufacturing cost of part ‘p’ at supplier ‘j’ ($/ton),
pcrmi purchasing cost of raw material (steel plate) from raw material supplier ‘i’

($/ton),
pcccnc disassembly cost of part ‘c’ at collection centre ‘n’ (used part) ($/ton),
pccpnp disassembly cost of part ‘p’ at collection centre ‘n’ (used part) ($/ton),
pcak assembly cost of semi-finished product at assembler ‘k’ ($/ton),
pcmlsqt manufacturing cost of finished product at plant ‘l’ with size ‘s’ and

environmental protection level ‘q’ at time period ‘t’ ($/ton),
ccmm collection cost of used product from customer ‘m’ ($/ton);

Ratios and Percentages

r weight ratio of semi-finished product in final product,
rc weight ratio of part ‘c’ in finished product,
r ′ weight ratio of raw material in finished product,
rpp weight ratio of part ‘p’ in semi-finished product,
rp′ weight ratio of raw material in semi-finished product,
π percentage of collected amount which is re-sent to plants (%),
μ maximum allowable percentages of late deliveries for plants (%),
ldeli late delivery percentage of raw material supplier ‘i’ (%).

4.3 Variables

Xijvt amount of steel plate shipped from raw material supplier ‘i’ to supplier
‘j’ with vehicle ‘v’ at time period ‘t’ (ton),

Yikvt amount of steel plate shipped from raw material supplier ‘i’ to
assembler ‘k’ with vehicle ‘v’ at time period ‘t’ (ton),
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Zilvt amount of steel plate shipped from raw material supplier ‘i’ to plant ‘l’
with vehicle ‘v’ at time period ‘t’ (ton),

Ujkpvt amount of part ‘p’ shipped from supplier ‘j’ to assembler ‘k’ with
vehicle ‘v’ at time period ‘t’ (ton),

Ajlcvt amount of part ‘c’ shipped from supplier ‘j’ to plant ‘l’ with vehicle
‘v’ at time period ‘t’ (ton),

Bklvt amount of semi-finished product shipped from assembler ‘k’ to plant
‘l’ with vehicle ‘v’ at time period ‘t’ (ton),

Dlmvt amount of finished product shipped from plant ‘l’ to customer ‘m’ with
vehicle ‘v’ at time period ‘t’ (ton),

Emnvt amount of used product shipped from customer ‘m’ to collection centre
‘n’ with vehicle ‘v’ at time period ‘t’ (ton),

Fnlcvt amount of part ‘c’ shipped from collection centre ‘n’ to plant ‘l’ with
vehicle ‘v’ at time period ‘t’ (ton),

Gnkpvt amount of part ‘p’ shipped from collection centre ‘n’ to assembler ‘k’
with vehicle ‘v’ at time period ‘t’ (ton),

XXijvt if raw material shipped with vehicle ‘v’ from raw material supplier ‘i’
to supplier ‘j’ at time period ‘t’ 1; otherwise, 0,

YYikvt if raw material shipped with vehicle ‘v’ from raw material supplier ‘i’
to assembler ‘k’ at time period ‘t’ 1; otherwise, 0,

ZZilvt if raw material shipped with vehicle ‘v’ from raw material supplier ‘i’
to plant ‘l’ at time period ‘t’ 1; otherwise, 0,

UUjkpvt if part ‘p’ shipped with vehicle ‘v’ from supplier ‘j’ to assembler ‘k’ at
time period ‘t’ 1; otherwise, 0,

AAjlcvt if part ‘c’ shipped with vehicle ‘v’ from supplier ‘j’ to plant ‘l’ at time
period ‘t’ 1; otherwise, 0,

BBklvt if semi-finished product shipped with vehicle ‘v’ from assembler ‘k’ to
plant ‘l’ at time period ‘t’ 1; otherwise, 0,

DDlmvt if finished product shipped with vehicle ‘v’ from plant ‘l’ to customer
‘m’ at time period ‘t’ 1; otherwise, 0,

EEmnvt if used product shipped with vehicle ‘v’ from customer ‘m’ to collec-
tion centre ‘n’ at time period ‘t’ 1; otherwise, 0,

FFnlcvt if part ‘c’ shipped with vehicle ‘v’ from collection centre ‘n’ to
assembler ‘k’ at time period ‘t’ 1; otherwise, 0,

GGnkpvt if part ‘p’ shipped with vehicle ‘v’ from collection centre ‘n’ to plant
‘l’ at time period ‘t’ 1; otherwise, 0,

OPlsqt if plant ‘l’ is open with size ‘s’ and environmental protection level ‘q’
at time period ‘t’, 1; otherwise, 0,

OCnt if collection centre ‘n’ is open at time period ‘t’, 1; otherwise, 0,
UFlrt if forklift type ‘r’ is used at plant ‘l’ at time period ‘t’, 1; otherwise, 0,
XINTijvt number of tours from raw material supplier ‘i’ to supplier ‘j’ with

vehicle ‘v’ at time period ‘t’ (unit),
YINTikvt number of tours from raw material supplier ‘i’ to assembler ‘k’ with

vehicle ‘v’ at time period ‘t’ (unit),
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ZINTilvt number of tours from raw material supplier ‘i’ to plant ‘l’ with vehicle
‘v’ at time period ‘t’ (unit),

UINTjkpvt number of tours from supplier ‘j’ to assembler ‘k’ with vehicle ‘v’ at
time period ‘t’ (unit),

AINTjlcvt number of tours from supplier ‘j’ to plant ‘l’ with vehicle ‘v’ at time
period ‘t’ (unit),

BINTklvt number of tours from assembler ‘k’ to plant ‘l’ with vehicle ‘v’ at time
period ‘t’ (unit),

GINTnkpvt number of tours from collection centre ‘n’ to assembler ‘k’with vehicle
‘v’ at time period ‘t’ (unit),

DINTlmvt number of tours from plant ‘l’ to customer ‘m’ with vehicle ‘v’ at time
period ‘t’ (unit),

EINTmnvt number of tours from customer ‘m’ to collection centre ‘n’with vehicle
‘v’ at time period ‘t’ (unit),

FINTnlcvt number of tours from collection centre ‘n’ to plant ‘l’ with vehicle ‘v’
at time period ‘t’ (unit).

4.4 Objective Functions

The objective function (Z) is formulated as a sum of six expressions for the corporate
group as follows:

minimize Z = WT C · T C + WPOPC ·POPC + WFFC ·FFC + WCEC ·CEC

+WHC · HC + WLD ·LD,
(1)

where the coefficients denoted by W represent the weights of each objective
function.

The transportation cost between the facilities can be calculated by multiplying
the unit transportation cost with sum of distances:

T C = utcv ·
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(2)

Equation (3) expresses the purchasing and operational costs, such as purchasing
cost of raw material, manufacturing cost of parts, assembly cost of semi-finished
product, manufacturing cost of finished product, collection cost of used products
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and disassembly cost of parts. These terms are aggregated as follows:
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(3)

The fixed-opening cost of plant ‘l’ with size ‘s’ and environmental protection
level ‘q’ and fixed-opening cost of collection centre ‘n’ can be formulated as
follows:

FFC =
∑

l

∑
s

∑
q

∑
t
f cplsqtOP lsqt +

∑
n

∑
t
f ccntOCnt . (4)

The generated CO2 emission costs which are caused by construction, transporta-
tion, manufacturing and handling, can be calculated as follows:
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(5)

where lin1lsqt = OP lsqt ·∑l

∑
m

∑
v

∑
t Dlmvt . To guarantee that the new

variable operates properly, the following constraints are added to the model:

lin1lsqt ≤ M· OP lsqt ∀l,s,q,t , (6)

lin1lsqt ≤
∑

m

∑
v
Dlmvt ∀l,s,q,t , (7)
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lin1lsqt ≥
∑

m

∑
v
Dlmvt − (

1 − OP lsqt

) · M ∀l,s,q,t , (8)

lin1lsqt ≥ 0 ∀l,s,q,t , (9)

where M is a sufficiently large number.
The handling cost of plant ‘l’ with forklift type ‘r’ can be formulated as follows:

HC =
∑

l

∑
r

∑
t
hclrtUF lrt

∑
l

∑
m

∑
v

∑
t
Dlmvt . (10)

Equation (10) is a nonlinear constraint which is given as a multiplication of
a binary variables and continuous variables. To linearize the nonlinear effect of
multiplication, we define a new continuous variable and reformulate the nonlinear
term as follows:

HC =
∑

l

∑
r

∑
t
hclrt · lin2lrt (11)

We shortened the multiplication of variables with a continuous variable,
lin2lrt = UF lrt

∑
l

∑
m

∑
v

∑
t Dlmvt . To guarantee that the new variables operate

properly, the following constraints are added to the model:

lin2lrt ≤ M· UF lrt ∀l,r,t , (12)

lin2lrt ≤ ∑
m

∑
v Dlmvt ∀l,r,t , (13)

lin2lrt ≥ ∑
m

∑
v Dlmvt − (1 − UF lrt ) · M ∀l,r,t , (14)

lin2lrt ≥ 0 ∀l,r,t , (15)

where M is a sufficiently large number.
The late delivery percentages of raw material suppliers can be calculated as

follows:

LD =
∑
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∑
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∑
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t
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(
Xijvt + Yikvt + Zilvt

)
. (16)
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4.5 Constraints

Capacity Constraints
The total quantity of raw material sent from raw material suppliers to the suppliers,
plants and assemblers should be less than or equal to the capacity of those raw
material suppliers during any period:

∑
j

∑
v Xijvt +∑

k

∑
v Yikvt +∑

l

∑
v Zilvt ≤ caprmit ∀i,t . (17)

The total quantity of part ‘c’ sent from suppliers to the plants should be less than
or equal to the capacity of part ‘c’ of those suppliers during any period:

∑
l

∑
v Ajlcvt ≤ capscjct ∀j,c,t . (18)

The total quantity of part ‘p’ sent from suppliers to the assemblers should be less
than or equal to capacity of part ‘p’ of those suppliers during any period:

∑
k

∑
v Ujkpvt ≤ capspjpt ∀j,p,t . (19)

The total quantity of semi-finished products sent from assemblers to the plants
should be less than or equal to the capacity of those assemblers during any period:

∑
l

∑
v Bklvt ≤ capakt ∀k,t . (20)

The total quantity of finished products sent from plants to customers should be
less than or equal to capacity of end products those plants during any period:

∑
m

∑
v Dlmvt ≤ ∑

s

∑
qcapplsqtOP lsqt ∀l,t . (21)

The generated CO2 emissions to produce a ton of finished product and handling
should be less than or equal to the capacity of CO2 emissions of plants during any
period:
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The same linearization procedure is implemented for Eq. (22) and is given below:

[∑
s

∑
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]
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(23)
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Constraint (24) ensures that at most one type size and one type environmental
protection level can be selected at location ‘l’ in each period.

∑
s

∑
qOP lsqt ≤ 1 ∀l,t . (24)

Constraint (25) ensures that forklift types are chosen if corresponding plants are
opened:

∑
r UF lrt ≥ ∑

s

∑
qOP lsqt ∀l,t . (25)

The total quantity of used products collected from customers should be less than
or equal to capacity of product of common collection centres during any period:

∑
m

∑
v Emnvt ≤ capccntOCnt ∀n,t . (26)

Demand Constraints
The demands of all customers are fully satisfied and the total quantity of products
should be greater than or equal to the customers’ demand during any period:

∑
l

∑
v Dlmvt ≥ demt ∀m,t . (27)

Balance Constraints (Kirchoff Law)
According to the principle of conservation, Kirchoff equalities ensure that the sum
of flows coming into that node is equal to the sum of flows going out that node in
the CLSC network.

Constraint (28) ensures the flow balance at supplier ‘j’ for both part ‘c’ and
part ‘p’:

∑
i

∑
v Xijvt −∑

l

∑
c

∑
vAjlcvt −∑
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∑
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∑
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Constraint (29) ensures the flow balance of raw material of semi-finished product
at assembler ‘k’:

∑
i

∑
v Yikvt − rp′·∑l

∑
v Bklvt = 0 ∀k,t . (29)

Constraint (30) ensures the flow balance at assembler ‘k’ for part ‘p’:

∑
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∑
v Ujkpvt +∑

n

∑
v Gnkpvt − rpp· (∑l

∑
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) = 0 ∀k,p,t . (30)

Constraint (31) ensures the flow balance of used products that are collected from
customers after one period usage in SC:

∑
l

∑
v Dlmvt −∑

n

∑
v Emnv(t+1) = 0 ∀m,t . (31)
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Constraint (32) and (33) ensure the flow balance of part ‘c’ and part ‘p’ at
collection centre ‘n’:

rc·
(
π ·∑m

∑
v Emnvt

)−∑
l

∑
v Fnlcvt = 0 ∀n,c,t . (32)

r· rpp· ((1 − π) ·∑m

∑
v Emnvt

)−∑
k

∑
v Gnkpvt = 0 ∀n,p,t . (33)

Constraint (34) ensures the flow balance of semi-finished product at plant ‘l’:

∑
k

∑
v Bklvt − r·∑m

∑
v Dlmvt = 0 ∀l,t . (34)

Constraint (35) ensures the flow balance of part ‘c’ at plant ‘l’:

∑
j

∑
vAjlcvt +∑

n

∑
v Fnlcvt − rc·∑m

∑
v Dlmvt = 0 ∀l,c,t . (35)

Constraint (36) ensures the flow balance of raw material at plants ‘l’:

∑
i

∑
v Zilvt − r ′·∑m

∑
v Dlmvt = 0 ∀l,t . (36)

Transportation Constraints
The following constraints ensure the minimum level of load for each type of vehicle
(M being a large number):

Xij1t − M· XXij1t ≤ 0 ∀i,j,t , (37)

Xij1t − M· XXij1t ≥ 0.001 − M ∀i,j,t , (38)

Xij2t − M· XXij2t ≤ 0 ∀i,j,t , (39)

Xij2t − M· XXij2t ≥ 10 − M ∀i,j,t , (40)

Xij3t − M· XXij3t ≤ 0 ∀i,j,t , (41)

Xij3t − M· XXij3t ≥ 20 − M ∀i,j,t , (42)
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Yik1t − M· YY ik1t ≤ 0 ∀i,k,t , (43)

Yik1t − M· YY ik1t ≥ 0.001 − M ∀i,k,t , (44)

Yik2t − M· YY ik2t ≤ 0 ∀i,k,t , (45)

Yik2t − M· YY ik2t ≥ 10 − M ∀i,k,t , (46)

Yik3t − M· YY ik3t ≤ 0 ∀i,k,t , (47)

Yik3t − M· YY ik3t ≥ 20 − M ∀i,k,t , (48)

Zil1t − M· ZZil1t ≤ 0 ∀i,l,t , (49)

Zil1t − M· ZZil1t ≥ 0.001 − M ∀i,l,t , (50)

Zil2t − M· ZZil2t ≤ 0 ∀i,l,t , (51)

Zil2t − M· ZZil2t ≥ 10 − M ∀i,l,t , (52)

Zil3t − M· ZZil3t ≤ 0 ∀i,l,t , (53)

Zil3t − M· ZZil3t ≥ 20 − M ∀i,l,t , (54)

Ujkp1t − M· UUjkp1t ≤ 0 ∀j,k,p,t , (55)

Ujkp1t − M· UUjkp1t ≥ 0.001 − M ∀j,k,p,t , (56)
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Ujkp2t − M· UUjkp2t ≤ 0 ∀j,k,p,t , (57)

Ujkp2t − M· UUjkp2t ≥ 10 − M ∀j,k,p,t , (58)

Ujkp3t − M· UUjkp3t ≤ 0 ∀j,k,p,t , (59)

Ujkp3t − M· UUjkp3t ≥ 20 − M ∀j,k,p,t , (60)

Ajlc1t − M· AAjlc1t ≤ 0 ∀j,l,c,t , (61)

Ajlc1t − M· AAjlc1t ≥ 0.001 − M ∀j,l,c,t , (62)

Ajlc2t − M· AAjlc2t ≤ 0 ∀j,l,c,t , (63)

Ajlc2t − M· AAjlc2t ≥ 10 − M ∀j,l,c,t , (64)

Ajlc3t − M· AAjlc3t ≤ 0 ∀j,l,c,t , (65)

Ajlc3t − M· AAjlc3t ≥ 20 − M ∀j,l,c,t , (66)

Bkl1t − M· BBkl1t ≤ 0 ∀k,l,t , (67)

Bkl1t − M· BBkl1t ≥ 0.001 − M ∀k,l,t , (68)

Bkl2t − M· BBkl2t ≤ 0 ∀k,l,t , (69)

Bkl2t − M· BBkl2t ≥ 10 − M ∀k,l,t , (70)

Bkl3t − M· BBkl3t ≤ 0 ∀k,l,t , (71)
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Bkl3t − M· BBkl3t ≥ 20 − M ∀k,l,t , (72)

Dlm1t − M· DDlm1t ≤ 0 ∀l,m,t , (73)

Dlm1t − M· DDlm1t ≥ 0.001 − M ∀l,m,t , (74)

Dlm2t − M· DDlm2t ≤ 0 ∀l,m,t , (75)

Dlm2t − M· DDlm2t ≥ 10 − M ∀l,m,t , (76)

Dlm3t − M· DDlm3t ≤ 0 ∀l,m,t , (77)

Dlm3t − M· DDlm3t ≥ 20 − M ∀l,m,t , (78)

Emn1t − M· EEmn1t ≤ 0 ∀m,n,t , (79)

Emn1t − M· EEmn1t ≥ 0.001 − M ∀m,n,t , (80)

Emn2t − M· EEmn2t ≤ 0 ∀m,n,t , (81)

Emn2t − M· EEmn2t ≥ 10 − M ∀m,n,t , (82)

Emn3t − M· EEmn3t ≤ 0 ∀m,n,t (83)

Emn3t − M· EEmn3t ≥ 20 − M ∀m,n,t , (84)

Fnlc1t − M· FFnlc1t ≤ 0 ∀n,l,c,t , (85)

Fnlc1t − M· FFnlc1t ≥ 0.001 − M ∀n,l,c,t , (86)
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Fnlc2t − M· FFnlc2t ≤ 0 ∀n,l,c,t , (87)

Fnlc2t − M· FFnlc2t ≥ 10 − M ∀n,l,c,t , (88)

Fnlc3t − M· FFnlc3t ≤ 0 ∀n,l,c,t , (89)

Fnlc3t − M· FFnlc3t ≥ 20 − M ∀n,l,c,t , (90)

Gnkp1t − M· GGnkp1t ≤ 0 ∀n,k,p,t , (91)

Gnkp1t − M· GGnkp1t ≥ 0.001 − M ∀n,k,p,t , (92)

Gnkp2t − M· GGnkp2t ≤ 0 ∀n,k,p,t , (93)

Gnkp2t − M· GGnkp2t ≥ 10 − M ∀n,k,p,t , (94)

Gnkp3t − M· GGnkp3t ≤ 0 ∀n,k,p,t , (95)

Gnkp3t − M· GGnkp3t ≥ 20 − M ∀n,k,p,t . (96)

The following constraints calculate the number of tours at each arc regarding to
vehicle types:

XINT ijvt ≥ (
Xijvt /vcapv

) ∀i,j,v,t , (97)

YINT ijvt ≥ (
Yikvt/vcapv

) ∀i,k,v,t , (98)

ZINT ilvt ≥ (
Zilvt /vcapv

) ∀i,l,v,t , (99)

UINT jkpvt ≥ (
Ujkpvt/vcapv

) ∀j,k,p,v,t , (100)
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AINT jlcvt ≥ (
Ajlcvt/vcapv

) ∀j,l,c,v,t , (101)

BINT klvt ≥ (
Bklvt/vcapv

) ∀k,l,v,t , (102)

GINT nkpvt ≥ (
Gnkpvt/vcapv

) ∀n,k,p,v,t , (103)

DINT lmvt ≥ (
Dlmvt/vcapv

) ∀l,m,v,t , (104)

EINT mnvt ≥
(

Emnvt

vcapv

)
∀m,n,v,t , (105)

FINT nlcvt ≥
(

Fnlcvt

vcapv

)
∀n,l,c,v,t . (106)

The following constraint assures that total late delivery percentage of raw
material supplied from raw material suppliers cannot exceed the plants’ maximum
allowable late delivery percentage:

∑
i

∑
j

∑
v

∑
t
ldeliXijvt +

∑
i

∑
k

∑
v

∑
t
ldeliYikvt +

∑
i

∑
l

∑
v

∑
t
ldeliZilvt

≤
∑

l

∑
m

∑
v

∑
t
μDlmvt .

(107)

Non-negativity Constraints
The following constraints show non-negativity restrictions on the decision variables.

Xijvt ≥ 0 ∀i,j,v,t , (108)

Yikvt ≥ 0 ∀i,k,v,t , (109)

Zilvt ≥ 0 ∀i,l,v,t , (110)

Ujkpvt ≥ 0 ∀j,k,p,v,t , (111)
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Ajlcvt ≥ 0 ∀j,l,c,v,t , (112)

Bklvt ≥ 0 ∀k,l,v,t , (113)

Dlmvt ≥ 0 ∀l,m,v,t , (114)

Emnvt ≥ 0 ∀m,n,v,t , (115)

Fnlcvt ≥ 0 ∀n,l,c,v,t , (116)

Gnkpvt ≥ 0 ∀n,k,p,v,t . (117)

Binary Variables Constraints
The following constraints show binary restrictions on the decision variables.

OP lsqt ∈ {0, 1} ∀l,s,q,t , (118)

OCnt ∈ {0, 1} ∀n,t , (119)

XXijvt ∈ {0, 1} ∀i,j,v,t , (120)

YY ikvt ∈ {0, 1} ∀i,k,v,t , (121)

ZZilvt ∈ {0, 1} ∀i,l,v,t , (122)

UUjkpvt ∈ {0, 1} ∀j,k,p,v,t , (123)

AAjlcvt ∈ {0, 1} ∀j,l,c,v,t , (124)
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BBklvt ∈ {0, 1} ∀k,l,v,t , (125)

DDlmvt ∈ {0, 1} ∀l,m,v,t , (126)

EEmnvt ∈ {0, 1} ∀m,n,v,t , (128)

GGnkpvt ∈ {0, 1} ∀n,k,p,v,t . (129)

Integer-Variables Constraints
The following constraints show integer restrictions on the decision variables.

XINT ijvt integer ∀i,j,v,t , (130)

YINT ikvt integer ∀i,k,v,t , (131)

ZINT ilvt integer ∀i,l,v,t , (132)

UINT jkpvt integer ∀j,k,p,v,t , (133)

AINT jlcvt integer ∀j,l,c,v,t , (134)

BINT klvt integer ∀k,l,v,t , (135)

DINT lmvt integer ∀l,m,v,t , (136)

EINT mnvt integer ∀m,n,v,t , (137)

FINT nlcvt integer ∀n,l,c,v,t , (138)

GINT nkpvt integer ∀n,k,p,v,t . (139)
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Table 2 The trade-off table
for membership functions

Objective functions μ = 1 μ = 0

ZTC 15701616.05 395944597.50
ZPOPC 50325976.93 204757836.92
ZFFC 33800000 126600000
ZCEC 9025162.06 937653793.51
ZHC 15288 222101.40
ZLD 346.05 4287.69

5 Computational Studies

In this section, we implement a numerical example to validate the proposed model
based on randomly generated data. The parameters of the numerical example have
been obtained using a uniform distribution, and all related data are given at the
corresponding author’s website (www.turanpaksoy.com/data), because of the page
restrictions. The mixed-integer linear model for ZCEC is solved with GAMS 24.0.1
on a PC (I5 CPU 2.67 GHz with 3 GB RAM) and the computational time required
to solve the model is 7200 CPU seconds with the optimality gap of 10%. The other
models for the rest of the objective functions are found with the optimal solution.

5.1 Construction of Trade-Off Table

After the developed model is designed, six objective functions are optimized
separately to obtain upper and lower bounds of each individual objective functions.
The obtained results are given subsequently:

Using the values given in Table 2, membership functions for each individual
objective functions are formulated as follows l:

μT C (ZT C(x)) =
⎧⎨
⎩

1, ZT C(x) ≤ 15701616.05,
395944597.50−ZTC(x)

395944597.50−15701616.05, 15701616.05 ≤ ZT C(x) ≤ 395944597.50,

0, ZT C(x) ≥ 4395944597.50,

(140)

μPOPC (ZPOPC(x)) =
⎧⎨
⎩

1, ZPOPC(x) ≤ 50325976.93,
204757836.92−ZP OP C(x)

204757836.92−50325976.93, 50325976.93 ≤ ZPOPC(x) ≤ 204757836.92,

0, ZPOPC(x) ≥ 204757836.92 ,

(141)

http://www.turanpaksoy.com/data


66 T. Paksoy et al.

μFFC (ZFFC(x)) =
⎧⎨
⎩

1, ZFFC(x) ≤ 33800000.00,
126600000.00−ZFFC (x)

126600000.00−33800000.00 , 33800000.00 ≤ ZFFC(x) ≤ 126600000.00,

0, ZFFC(x) ≥ 126600000.00 ,

(142)

μCEC (ZCEC(x)) =
⎧⎨
⎩

1, ZCEC(x) ≤ 9025162.06,
937653793.51−ZCEC(x)

937653793.51−9025162.06, 9025162.06 ≤ ZCEC(x) ≤ 937653793.51,

0, ZCEC(x) ≥ 937653793.51 ,

(143)

μHC (ZHC(x)) =

⎧
⎪⎨
⎪⎩

1, ZHC(x) ≤ 15288.00,
222248.84−ZHC(x)
222248.84−15288.00, 15288.00 ≤ ZHC(x) ≤ 222248.84,

222248.84,

(144)

μLD (ZLD(x)) =

⎧
⎪⎨
⎪⎩

1, ZLD(x) ≤ 346.05,
4287.69−ZLD(x)
4287.69−346.05 , 4346.05 ≤ ZLD(x) ≤ 4287.69,

0, ZLD(x) ≥ 4287.69 .

(145)

5.2 Determination of Weights Using Fuzzy AHP

In order to obtain the weights of objective functions, we use fuzzy AHP method
developed by Buckley (1985). The linguistic scale (cf. Table 3) for a pairwise
comparison matrix is adapted from Awasthi et al. (2010).

The decision makers of the anonymous corporate group expressed their opinion
about the priority degrees of objective functions. Decision-makers consisted of
three managers: the CEO, the operations and production manager (OPM), and the
purchasing and supply chain manager (PSM). The ratings provided by the decision
makers and aggregated weights of objective functions are given in Tables 4, 5, and 6.

Table 3 Linguistic terms for objective functions ratings

Linguistic term Triangular fuzzy numbers

Equally importance (E) (1, 1, 1)
Moderate importance (MI) (1, 3, 5)
Essential or strong importance (SI) (3, 5, 7)
Demonstrated importance (DI) (5, 7, 9)
Extreme importance (EI) (7, 9, 9)
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Table 4 Rating of suppliers
according to CEO

TC POPC FFC CEC HC LD

TC E 1/DI 1/MI SI SI 1/DI
POPC E SI DI EI E
FFC E SI DI 1/MI
CEC E MI 1/DI
HC E 1/EI
LD E
Weights 0.102 0.356 0.151 0.040 0.025 0.326

Table 5 Rating of suppliers
according to OPM

TC POPC FFC CEC HC LD

TC E 1/MI 1/MI SI SI DI
POPC E MI DI SI DI
FFC E SI DI DI
CEC E 1/MI 1/MI
HC E MI
LD E
Weights 0.198 0.375 0.279 0.037 0.067 0.043

Table 6 Rating of suppliers
according to PSM

TC POPC FFC CEC HC LD

TC E 1/MI 1/MI MI SI DI
POPC E MI SI SI DI
FFC E SI DI EI
CEC E MI SI
HC E MI
LD E
Weights 0.185 0.359 0.286 0.091 0.051 0.027

Table 7 Weights of
objective functions from three
decision-makers

CEO P-SC PM Weights

TC 0.102 0.185 0.198 0.147
POPC 0.356 0.359 0.375 0.361
FFC 0.151 0.286 0.279 0.217
CEC 0.040 0.091 0.037 0.052
HC 0.025 0.051 0.067 0.042
LD 0.326 0.027 0.043 0.181

At first, we calculated all criterion weights by the FAHP method and then we
aggregated the criteria according to criteria. In this aggregation process, the CEO’s
weights were multiplied by the coefficient of 2, while the other decision-makers’
weights were multiplied by the coefficient of 1. Then, in order to find the objective
functions weights, we calculated the average of all individual objective functions.
As a result of the calculations, the weights of the criteria are given in Table 7.
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Following Buckley’s (1985) fuzzy AHP method, weights are obtained for each
objective function as seen in Table 7. The purchasing and operational costs are
selected as the most important driver with the rate of 0.361 in the developed
model. It is observed that handling cost has the lowest weight for the developed
model.

5.3 Fuzzy Weighted Additive Model

The proposed model is solved with Tiwari et al.’s (1987) fuzzy weighted additive
approach and transformed into the following model:

minimize Z = WT C · λ1 + WPOPC · λ2 + WFFC · λ3 + WCEC · λ4

+WHC · λ5 + WLD· λ6

subject to

λ1 ≤ μT C (ZT C(x)) ,

λ2 ≤ μPOPC (ZPOPC(x)) ,

λ3 ≤ μFFC (ZFFC(x)) ,

λ4 ≤ μCEC (ZCEC(x)) ,

λ5 ≤ μHC (ZHC(x)) ,

λ6 ≤ μLD (ZLD(x)) ,

Constraints (17)–(139),

λ1, λ2, λ3, λ4, λ5, λ6 ∈ [0, 1] . (146)

When this problem is solved using Tiwari’s weighted additive approach, the
costs and satisfaction degrees of the objective functions are calculated as seen in
Table 8. The highest satisfaction degrees are obtained for fixed-opening cost and
late delivery.



A New Model for Lean and Green Closed-Loop Supply Chain Optimization 69

Table 8 Optimal results
according to the Tiwari’s
approach

λ1 0.995
λ2 0.996
λ3 1
λ4 0.995
λ5 0.994
λ6 1
ZTC 17479046.74
ZPOPC 50925605.34
ZFFC 33800000
ZCEC 13433061.80
ZHC 16547
ZLD 347.66

Table 9 The objective function’s values and the percentages of the each objective functions

Performance criteria (PC) Value ($) Percentage of total cost (%)

PC1 Total objective function 115654260.9 100
PC2 Total transportation cost 17479046.74 15.113
PC3 Total purchasing and operational cost 50925605.34 44.033
PC4 Total fixed facility cost 33800000 29.225
PC5 Total environmental cost 13433061.80 11.615
PC6 Total handling cost 16547 0.014
PC7 Late delivery 347.66 –

When the developed model is solved with the given parameters, the total cost,
which includes transportation, purchasing and operational, fixed facility, handling
and generated CO2 emission costs is found to be $115654260.9 for the weighted
additive model. Table 9 provides the primary performance measures as a percentage
of the overall value of the objective function. The results given in Table 9 show
that the environmental costs account for a 11% share of the overall cost. In
comparison, the maximum share is actualized by purchasing and operational costs
with 44%, the minimum share is actualized by handling costs, approximately
with 1%.

The optimal distribution networks of all three periods are illustrated in Fig. 7.
According to the distribution plan, in all three periods, 2589.48 ton of raw

materials are sent from raw material suppliers to suppliers, assemblers and plants.
At all periods, only first raw material supplier is chosen and only the first plant
is opened. For this opened plant, EPL is 2 in first period, and 1 for the second
and third period. The entire transportation process is actualized by using Vehicle 3
(heavy truck). Throughout the three periods, 1210, 1259, and 1218 tons of finished
products are sent to the customers, respectively. The same amount of used products
are delivered to the collection centres after one period of usage for disassembly
process.
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First 

Period

183.66

Second 

Period

Third 

Period

Vehicle 1 Vehicle 2 Vehicle 3

1121OP

1112OP

1113OP

Fig. 7 Optimal distribution plan
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6 Concluding Remarks and Future Directions

Integration of L&G paradigms into the supply chain management provides a
major benefits in several fields for companies. Some of the L&G activities have
been explained in detail and investigated with the developed CLSC model. To
determine the effects of L&G integration, a mixed-integer linear programming
model is proposed for a multi-echelon closed-loop supply chain network consisting
of raw material suppliers, suppliers, assemblers, plants, customers and collection
centres. The objectives are minimization of the transportation cost, purchasing and
operational costs, fixed-opening costs, handling cost, the generated CO2 emission
costs and the percentages of late deliveries, respectively.

As a result of the computational studies which we conducted, the manager of the
anonymous corporate group tends to traditional strategy. They gave little priority
to environmental issues in their judgements. Following the given priorities and
weights, the model yields heavy trucks as a transportation option. Since large-size
trucks are used to carry material/parts/products between the partners of SC, the
manager considers a traditional strategy. On the other hand, same manager gives
higher priority to the late deliveries. This contradictory point of view unveils a
reality of the modern industry. Although the manager of the corporate group wants
to implement lean manufacturing and maintain on time delivery, he does not want
to compromise transportation costs with environmental concerns and chooses a
traditional transportation strategy for the sake of lower costs.

To better understanding of L&G paradigms, a conceptual framework is con-
structed with several drivers. This study is a guide to identify how these drivers
can be integrated into a model. Other drivers especially related with production
system such as waste minimization technologies, pull production systems, delivery
practices, and suppliers’ performance can be included to this framework. The
presented framework could be extended to a real case study to understand its
application.
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Risk Management in Lean & Green
Supply Chain: A Novel Fuzzy Linguistic
Risk Assessment Approach

Turan Paksoy, Ahmet Çalik, Abdullah Yildizbaşi, and Sandra Huber

1 Introduction

Increasing customer awareness on sustainability and environmental activities brings
new and different responsibilities as well as risks to the firm (Blackburn 2007).
Environmental, social, and beyond these, financial/economic dangers are some of
these risks. Considering customer expectations, sustainability in carbon footprint,
accidents in the workplace, and environmental changes, companies need to be
more active in risk management, taking into account the costs that come with
them. Classical supply chain management activities are not effective on issues
such as carbon footprint and environmental awareness (Bazan et al. 2015), but
directly affect the performance of firms in production, packaging and transporta-
tion. Environmental awareness brings with it an advantage for firms along with
some risks (Dhingra et al. 2014). Activities such as pollution, inadequate waste
management and recycling, CO2 emissions (transport, packaging, and buildings),
water and energy consumption during production are reported as serious concerns
for complex supply chain operations (Dhingra et al. 2014). In addition, competitive
environment and sustainable growth require firms to be more sensitive towards
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social and environmental issues. In other words, environmental wastes management
should be provided to prevent the unnecessary or excessive use of resources and
materials that can harm human health or the environment (EPA 2007).

However, recent developments have shown that natural disasters, and product
recalls originating from customer security and environmental factors also affect the
supply chain performance of firms, as well as the regular factors. For example,
the product recalls made by Toyota, Audi, Ford, Volkswagen in the automobile
industry, that of Samsung in the electronic products industry, Mattel in the toy
industry, and Baxter in the pharmaceutical industry are some of these cases. The
Tohoku earthquake, followed by the Tsunami in Japan in 2011, led to serious
declines in Toyota’s production and resulted in a $72 million daily cost (Pettit et al.
2013). The flood disaster in Thailand in 2011 negatively affected both the computer
manufacturers and the supply chains of Japanese automotive manufacturers (Chopra
and Sodhi 2014).

In addition to the risks stemming from unexpected disasters and distribution
problems, different risks arise due to the long and complicated structures of the
supply chain processes that grow with the global business world today (Nooraie and
Mellat Parast 2015; Sodhi 2005; Chopra and Sodhi 2004). At this point, supply
chain risk management has a strong role in preventing, defining, and reducing
supply chain risks; so that chain failure operations will be recovered quickly after a
breakdown or interruption (Zsidisin 2003).

In this context, although there is a significant increase in the number of studies
investigating the relationship between sustainability and risk in supply chains, there
are very few publications on risks arising from sustainable activities in supply chains
(Cousins et al. 2013). While some of these studies focus on specific sectors, the rest
focus solely on environmental factors (Teuscher et al. 2006). For example, Foerstl
et al. (2010) investigated how the development of sustainable supplier management
programs would provide competitive advantage. Hofmann et al. (2014) looked at the
risks that may arise in the sustainable supply chain processes. Seuring and Müller
(2008) investigated the relationship between sustainable supply chain management
and supply risks and stressed the lack of research on this topic.

Due to increasing awareness of customers, the increase in CO2 emissions,
pollution, as well as the strict enforcement of rules and regulations on environ-
mental performance, companies started to adopt the Lean & Green philosophy in
their supply chain operations that considers the ecosystem, environmental aspect,
corporate reputation, customer expectations, fiscal position, and consequences of
complying with laws instead of focusing on distribution. Manufacturers also wish
to maintain their lean & green strategy to create an environmentalist stance that
leads to a reduction of costs and risks, revenue growth and improved brand image
(Corbett and Klassen 2006).

However, it can be said that risks associated with the lean & green philosophy are
different in many respects compared to classical supply chain risks. Therefore, the
types of precautions and actions to be taken depending on the values to be obtained
from risk management differ greatly. For example, the frequency of visits and the
types of inspection that the key industry will make to a high risk level firm will vary
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from that of a lower one. In addition, the quality and competence of the teams to
be assigned by the key industry for the solution of problems in sub-industries will
also vary according to the risk level, and the measures to be taken against possible
problems will be shaped according to these data.

Based on the literature search, it appears that there is a gap in the literature on
risk management for lean & green supply chain operations. Therefore, an attempt
has been made to fill this gap in this study. The main contribution of current
research is developing a new fuzzy linguistic risk assessment approach based on
the application fuzzy AHP method. This approach provides action plans to the
decision makers according to the risk levels of suppliers. The study consists of
five main sections. General information is provided in the first section. In section
two, the studies conducted on risk management in supply chain operations, and
risk types were examined. In the third section, the proposed fuzzy linguistic risk
assessment methodology and the criteria to be used in the study are explained.
In section four, the data related to case analysis is obtained and then the binary
comparison matrix calculations made by taking expert opinions are presented and
the managerial conclusions are defined. In the fifth and last section, the conclusions
on the findings are presented.

2 Literature Review

Most of studies about lean and green supply chain management practices focus
on the performance of supply chains (Azevedo et al. 2012; Carvalho et al. 2010;
Carvalho et al. 2011) and analyze their impact on environmental performance
(Carvalho et al. 2017; King and Lenox 2001; Mollenkopf et al. 2010; Simpson
and Power 2005). Based on a literature survey ten different types of risk can be
identified. A detailed classification is presented in Table 1.

The literature is analyzed and classified with respect to the risk types as well as
the MCDM methods (Table 2).

When we look at the areas on which the abovementioned studies focus and
the criteria they have identified, we see that (Bochao 2010) have established and
classified a risk assessment index system based on supply chain risk sources. He
then dealt with the risks in supply chain using AHP and Fuzzy comprehensive
assessment method, and measured risk indicators with this approach. The aim
of this study was to make supply chain risks measurable in the evaluation and
decision making processes. The risks addressed in the study were addressed in
two categories, as internal and external risk, and classified into different groups
according to their risk levels and a correlation model was established. Both the
systematic of the entire supply chain and the independence of the members were
taken into account in this study where quantitative and qualitative approaches were
employed.

Tang and Nurmaya Musa (2011) have identified a period of 14 years as a review
period in their review on supply chain risk management and related studies and
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developments. Based on the literature scan they conducted in terms of citation
and co-citation, the most important risks were defined in three sub-titles; material,
financial, and information flow risk. At the same time, they also categorized the
studies in literature in terms of the use of qualitative and quantitative approaches. In
this study, many risks encountered in supply chain management were classified and
defined based on years.

Wang et al. (2012) proposed a two-stage Fuzzy AHP model to assess the risks
that may arise during the application of green activities in their study dealing with
demand fluctuations and uncertainties inherent in the clothing industry supply chain.
In this study, a nine level evaluation scale and triangular fuzzy numbers were
used, and risks were collected under nine main headings. These were; delivery,
quality, procurement warranty, flexibility, cost, production, purchasing, logistics,
and marketing, and the proposed criteria were evaluated in three different scenarios.

In his study dealing with increasing management risks in supply chain man-
agement approaches, (Tao 2012) proposed a Fuzzy AHP approach for a holistic
evaluation of decision-making processes in risk management. In the risk index
proposed for supply chain management; operation, technology, finance, and market
risks were handled, and classified into 14 sub-criteria. As a result of the study, Tao
(2012) found that operational risk has the highest priority and that relations with
suppliers should be strengthened in order to reduce risk.

In their case analysis study on plastics industry (Venkatesan and Kumanan
2012), categorized the risks inherent in supply chains under six categories as
organizational, supply chain, financial, political, social, and natural disasters, and
used the Hybrid AHP PROMETHEE method to prioritize these risks.

In his study, Aggarwal and Sharma (2013) points out that defining and assessing
the risks involved in supply chains is a multipurpose problem and suggested a multi-
criteria assessment method. In this context, he identified procurement, process,
demand, control and environmental risks and proposed the Fuzzy AHP approach
to determine the importance levels and priority relations between these risks. As a
result of the case analysis, demand fluctuations, preference changes, inconsistencies
in suppliers and payment problems were identified as the most important criteria in
evaluating supplier risks.

Ganguly and Guin (2013) used the Fuzzy AHP approach in their study to assess
supply risks on a product basis. In order to determine the risks of procurement and
the possible effects on the purchasers, five criteria were proposed. These criteria
were defined as delivery, order completion, order correctness, defect-free delivery,
and cost, and it the aim of the proposed approach was to prioritize these objectives.
Five linguistic variables and triangular fuzzy numbers were used and evaluators
working in different fields were included. Based on the results, it was stated that
the proposed approach was an appropriate solution to allow for the handling of
subjective judgments during the supply chain risk assessment process.

In their study, Badea et al. (2014) pointed out that risk factors impede the
establishment of effective supply chains. The hierarchy of vertical and horizontal
assistance was defined at the core of the study, and therefore, five alternatives were
proposed in the fields of information sharing, decision synchronization, resource
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and skill sharing, adaptation promotion and information management for good
communication and reducing risks. Afterwards, the most commonly used 16 risk
factors were identified by a literature search and the AHP approach with a 9 level
evaluation scale was used as the assessment method.

Kumar et al. (2015) identified and emphasized the risks that arise in the
implementation of green supply chains. A two-stage approach was proposed in the
study, and in the first stage they identified 25 sub-risks of green supply chain in 6
main categories. In the classification of the risks, the opinions of experts working
in four different manufacturing firms in India were used. In the second stage, the
classified risks were analyzed quantitatively and qualitatively by the Fuzzy AHP
approach and the priority levels were determined. Talking about the importance of
the use of Fuzzy AHP approach when incorporating subjective judgments into the
risk analysis process, the study stated that the risks in the operational category were
the most important risk group in terms of Green supply chain.

Nazam et al. (2015) stated that risks are a natural source of uncertainty, and
they negatively affect green supply chain operations, reducing the success rate in
the industry. The fuzzy multi-criteria decision making model (FMCGDM) was
proposed in order to reduce these adverse effects and to assess the potential risks
that are identified. In order for GSCM applications to be evaluated under fuzzy
conditions and to determine the weights of each risk and sub-criteria, the fuzzy
AHP method was proposed, and in order for the performance rankings to be made,
an integrated model consisting of TOPSIS approaches was proposed. The proposed
model was applied as a case study in a textile manufacturing industry and its results
were evaluated. Five headings were identified as the main criteria; production,
procurement, logistics, flexibility, and retail. Logistic risk factors were identified
as the most important criteria in the study and flexibility criteria were determined as
the least important criteria.

Ho et al. (2015) conducted a comprehensive literature review of the studies put
forward in the field of supply chain risk management between 2003 and 2013.
With this study, they initially made a presentation and categorization of publications
related to supply chain risk management. Secondly, they analyzed risk management
strategies, risk factors, risk definitions, strategies for risk types, and thirdly, they
performed an analysis for identifying possible deficiencies when analyzing the
literature on supply chain risk management. Within the scope of the study, they
defined large and small factors and seven different criteria under these.

Dong and Cooper (2016) proposed the AHP (OM–AHP) model based on the
importance of orders in order to solve the problems encountered especially in the
analysis of abstract criteria and they discussed the difficulties in identifying the
risks in supply chains. It was stated that evaluation of concrete and abstract criteria
together was possible with this method. Risks are identified in the first stage of the
three-stage model, risks are assessed in the second stage, and risks are ranked and
analyzed in the final stage. In order to show the effectiveness of the results, a two-
way risk matrix based on the likelihood and the significance of the result was used
and sensitivity analysis was performed. In the case analysis, 31 different risks were
identified and these risks were grouped and evaluated fewer than 7 different clusters.
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The results showed that the grouping of risks resulted in a significant reduction in
assessment and analysis time, and that the proposed OM–AHP approach had many
advantages over classical AHP.

In their study emphasizing the importance of supplier choices with increasing
competition conditions in recent years, (Chatterjee and Kar 2016) stated that more
emphasis should be placed on suppliers with a strategic importance. In order
to evaluate and rank the risks related to the suppliers, they used the TOPSIS
approach from the MCDM methods. Uncertainties were modeled through linguistic
variables and data obtained from decision makers was refined by this method. The
effectiveness and feasibility of the work were evaluated by a case study dealing
with electronic supply chain through six basic risks (environmental, demand,
procurement, control, process, insurance) and four alternatives. As a result of the
study, supply risk was determined as the highest risk criterion while the lowest risk
criterion was found to be control risk.

Xiaoping (2016) addressed the food supply chain, and aimed to identify the
supply chain safety risks associated with this industry and grade these risks. For
this purpose, he identified eight main risk groups and divided them into various
sub-criteria. As a solution method, an integrated Fuzzy AHP evaluation method that
included a new scale was proposed.

According to Radivojević and Gajović (2017), the complex and dynamic struc-
ture of supply chains may not always be reliable, and for this reason supply
chain risk management can be used as a crucial tool to reduce risks and eliminate
ambiguities. For this reason, in this study where they defined the basic structure
of supply chain, they used the AHP and Fuzzy AHP approaches to rank the
risk categories and determine the level of each risk category within total risk.
Within the scope of the study, the risks were dealt with in five basic categories as
operational/technological, economic/competition, natural disasters, social risks, and
laws/policies, and the knowledge and experiences of experts working in insurance
companies were used during the evaluation process. Based on the results, it was
determined that there was a great similarity between the results obtained with AHP
and Fuzzy AHP, and the operational/technological risks were identified as the most
important risk category.

Mital et al. (2017) mentioned that the basic philosophy of risk management is
achieved by establishing a safety stock margin and a safe time limit. However, it was
mentioned that changing circumstances reversed this situation and organizations
worked in short time periods with less stock, and did not establish safe structures,
and the importance of risk management for this purpose was emphasized. For
this purpose, the different risks studied under four categories (milk, rice, mobile
phone and cigarettes) were evaluated using cognitive mapping and AHP methods
for managing and evaluating risks. Within the scope of the study, sub-criteria were
identified under the five main criteria within the first level risk category: quality,
cost, supply continuity, supplier service, and supplier customer partnership.
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3 Proposed Fuzzy Linguistic Risk Assessment Approach

The proposed solution approach consists of four steps: In the first step, the risk
criteria used for evaluating the suppliers are compared in a binary manner and the
importance weights are obtained for each other. In the second stage, the fuzzy scale
is used to evaluate existing suppliers according to various risk criteria and to obtain
assessment scores. In the assessment process, decision makers use triangular fuzzy
numbers to evaluate suppliers. In the third step, the level of risk for each supplier is
determined using the scores and criteria weights obtained. In the final step, suppliers
are assigned to risk groups according to their risk levels and a separate action plan
is developed for each supplier. The steps of the proposed solution approach and the
flow diagram are given in Fig. 1.

STAGE I STAGE II

STAGE IV

Start

Review of literatıre

Construct decision-

making group

Determine

Evaluation 

criteria

Alternatives

Experts

Make pairwise 

comparisons

Obtain the criteria 

weights

Obtain experts 

assesments

Aggregate experts’ 

preference

Calculate fuzzy 

scores

Calculate 

aggreageated fuzzy 

scores

Determine linguistic 

variables

Defuzzify and obtain 

crisp scores

STAGE III

Determine risk levels

Identify risk groups

Determine action 

plans

Fig. 1 Framework of proposed approach
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3.1 Identification of Problem and Binary Comparison
of Criteria and Obtaining Relative Importance Weights

In this step, the Fuzzy AHP method to be used in determining the risk criteria and
criteria weights, which is the aim of the research, is explained. As a result of the
literature survey, nine criteria were selected for the risk assessment of suppliers, and
the definitions of these criteria are presented as follows:

Experience Level of Suppliers The level of experience is determined by the year
of establishment, sectoral contribution, specialization and the experience of the
personnel employed. The risk level is low if the supplier is specialized in its job
and delivers smooth shipments without defects. In other cases, if supplier causes
significant production deficits and is having difficulty to supply the desired products,
the risk level is high.

Criticality Level of Parts Supplied The risk level of the suppliers that produce the
high importance and indispensable parts in the manufactured product is higher. The
technical know-how level determines the risk levels according to whether a supplied
part is a standard part, a simple part, or a more complex part related to module and
system safety.

Manufacturing Technical Requirements and Complexity of Parts Supplied If the
technology used by the supplier in the production of the supplied part is a new and
non-established technology, or if the parts to be supplied are very complex, the risk
level of the supplier will be high. In other cases, the risk level will be defined as low
if the use of a newly proven and known production technology is needed.

Effect of the Deviations on the Final Product Function The effect of the deviations
of the purchased part from the supplier on the function and visual quality of the final
product determines the supplier risk level. For example, if the effect of the deviations
on function and visual quality are small, the risk level will be low. If these deviations
pose a risk to the final product, or affect/disrupt visual specifications such as gaps,
surface roughness, color, etc. then the risk level of the supplier will be high.

Flexibility and Demand Risk Failure to comply with the current production plan
and delays in production delivery times, together with uncertainties in the demand
structure of the suppliers, instantaneous changes and misplaced demand forecasts,
will result in lost sales. However, according to lean manufacturing, the level of
continuing and responding to just-in-time deliveries determines the level of risk
for suppliers. Despite all these uncertainties, the supplier must have a robust
infrastructure to support on-time delivery.
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Cooperation Level of Suppliers IT infrastructure of suppliers, their know-how
sharing levels, information transmission channels being developed and the level of
establishment of a fast and effective communication channel in solving problems
determine this level.

Green Activity Level of Suppliers and Environmental Risk Criteria such as the
CO2 emission rate that the supplier attacks on the environment during production,
the energy efficiency level of the equipment used and the production technology,
whether supplier has the standards and certifications related to environmental
management (ISO 14001, ecolabel, etc.), the level of utilization of renewable
technology resources, the level of waste management, the capacity to dispose of
hazardous materials used determine the risk level.

Product Recovery Risk The level of development of the recall system, the level of
success in the checks and inspection of collected parts, and the competence of the
recycling centers affect the risk level of the supplier. At the same time, risk level in
this category is determined by whether the product produced by the supplier can be
easily demounted or not, and the level of renewability of the product.

Occupational Health Safety (OHS) Interruptions or breakdowns in production
occur depending on whether the suppliers take the necessary safety precautions
in the context of occupational health and safety practices. These efforts and the
occupational health and safety certifications obtained (ISO 18001) reveal the risk
levels of suppliers.

The Fuzzy AHP method to be used in determining criteria weights once the
criteria are defined is described along with its steps. The linguistic variables to be
used in the binary comparison of the criteria are shown in Table 3.

Table 3 The linguistic variables to be used in evaluating the criteria (Awasthi and Chauhan 2012)

Linguistic terms Crisp scale Triangular fuzzy scale
Triangular fuzzy
reciprocal scale

Equal importance (E) 1 (1, 1, 1) (1/1, 1/1, 1/1)
Moderate importance (M) 3 (1, 3, 5) (1/5, 1/3, 1/1)
Strong importance (S) 5 (3, 5, 7) (1/7, 1/5, 1/3)
Very strong importance (VS) 7 (5, 7, 9) (1/9, 1/7, 1/5)
Extreme importance (EX) 9 (7, 9, 9) (1/9, 1/9, 1/7)
Intermediate values between two
adjacent judgments (IV)

2 (1, 2, 3) (1/3, 1/2, 1)

4 (3, 4, 5) (1/5, 1/4, 1/3)
6 (5, 6, 7) (1/7, 1/6, 1/5)
8 (7, 8, 9) (1/9, 1/8, 1/7)
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To obtain the importance weights of lower level DMs, we used the Buckley’s
FAHP method. The steps of the method can be summarized as follows:

Step 1 A fuzzy pair-wise comparison matrix (Ã = [
aij

]
) is constructed as:

Ã =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 · · · ã1j · · · ã1n

...
...

...

ãi1 · · · 1 · · · ãin

...
...

...

ãn1 ãnj · · · 1

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

1 · · · ã1j · · · ã1n

...
...

...

1/ãi1 · · · 1 · · · ãin

...
...

...

1/ãn1 1/ãnj · · · 1

⎤
⎥⎥⎥⎥⎥⎥⎦

where; ãij = (
lij ,mij , uij

)
is a triangular fuzzy numbers (i = 1, 2, . . . , n, j = 1,

2, . . . , m).

Step 2 The fuzzy weight matrix is calculated as

ãi = (ãi1 ⊗ ãi2 ⊗ · · · ⊗ ãin)
1/n

m is the number of alternatives, n is the number of criteria.

Step 3 The fuzzy weights of each criterion/alternative is calculated by

wi = ãi ⊗ (ã1 ⊕ ã2 ⊕ · · · ⊕ ãn)
−1

where; ⊕ is a fuzzy addition operator, and ⊗ is a fuzzy multiplication operator
(Buckley 1985).

3.2 Obtaining Assessment Scores of Suppliers

Since the evaluations of decision makers involve subjective judgments, they do not
give exact numerical values and exact results. Therefore, fuzzy set theory has been
incorporated into decision-making methods to overcome linguistic uncertainties.
At this stage, a five-point scale was used to evaluate the alternatives under each
criterion, that is, to obtain the assessment scores of the alternatives. Five linguistic
expressions as Very poor (VP), Poor (P), Fair (F), Good (G) and Very good (VG)
given in Table 4 were chosen. In a group of K decision makers, each decision maker
express their evaluation under each criterion using a triangular fuzzy number, and
the aggregated evaluations of the decision makers were calculated according to the
following equations:

x̃kl = (akl, bkl, ckl) = 1

N

[
x̃1
kl + x̃2

kl + · · · + x̃N
kl

]
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Table 4 The linguistic
variables to be used in
evaluating the alternatives
(Awasthi and Chauhan 2012)

Linguistic variable Corresponding triangular fuzzy number

Very poor (VP) (1, 1, 3)
Poor (P) (1, 3, 5)
Fair (F) (3, 5, 7)
Good (G) (5, 7, 9)
Very good (VG) (7, 9, 9)

Here, x̃N
kl is the fuzzy number indicating the assessment of alternative l under cri-

terion k by decision maker N. Afterwards defuzzification procedure was performed
on the x̃kl triangular fuzzy number according to Center of Area (gravity)—CoA,

d = (akl + bkl + ckl)

3

using the equation.

3.3 Determining the Risk Levels of Suppliers

The risk levels of suppliers are calculated as follows using the weights obtained in
Sect. 3.1 and the assessment scores obtained in Sect. 3.2:

RLi =
∑J

j=1
Sij � Wj

Sij: Assessment score of supplier i according to criteria j
Wj: Weight of criteria j
RLi: Risk level of supplier i

3.4 Assigning Suppliers to Risk Groups and Determination
of Action Plans

Pre-determination of the possible risks to be encountered in the supplier risk
management process and taking necessary precautions for these risks have a critical
importance. In this way, possible future problems will be defined in advance and the
key industry will be able to take necessary measures against these problems. Action
plans will be determined for the suppliers by using the risk levels obtained during
the identification of risk groups. Suppliers with a risk level of 8 or above belong in
group A, suppliers with a risk level of 5–7 belong in group B, suppliers with a risk
level of 3–5 belong in group C, and lastly, suppliers with a risk level of less than
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three belong in group D. After the determination of risk groups, managerial impacts
and different action plans such as effective sharing of information, developing
Corrective–Preventive Action plan (CPA), more reliable cooperation, cost-effective
implementations for each risk group will be developed and these processes will be
continued until the risk levels are brought to an acceptable level.

4 Case Study

4.1 Data of the Company

We have to take precautions against the risks that may arise in the network since
supply chain management is responsible for the movement of materials, parts and
products from procurement until delivery to customers. Risk modeling in supply
chain management is a difficult process to deal with because of the complexity
of the risk structure in the network and the large number of decision makers. The
difficulty mentioned in this study was tried to be overcome by using Fuzzy AHP
and multi-purpose linear programming models together. In order to investigate the
performance of the proposed supplier risk assessment model, a case study that was
influenced by an automobile company operating in Turkey was conducted. The
aim of this case study was to determine how companies handle risk criteria as the
supplier risk assessment model described in the conceptual framework is applied in
the real world.

Case study company is located in Bursa, a region in Turkey. The ABC Company
supplies the 70% of the automotive parts needed for production from different cities
in Turkey, and the rest of the parts 15%, 9%, 4%, 2% along with countries such as
Germany, Italy, Belgium, and India respectively.

In the risk assessment of ABC, it is aimed to determine the risk levels of
the suppliers in Turkey that the company purchases different parts from. After a
preliminary review with company managers, five potential auto parts suppliers (A1,
A2, A3, A4, A5) were identified for risk assessment. Nine criteria considered in the
assessment process are as follows: C1: (EXT) Experience level of suppliers; C2: (S)
Criticality level of parts supplied; C3: (M/O) Manufacturing technical requirements
and complexity of parts supplied; C4: (M/O) Effect of the deviations on the final
product function; C5: (FD) Flexibility and demand risk; C6: (I) Cooperation level
of suppliers; C7: (EN) Green activity level of suppliers and environmental risk;
C8: (PR) Product recovery risk; C9: (SO) Occupational Health Safety (OHS). The
hierarchical structure of the problem is given in Fig. 2. Three experts from the
managers of the company with at least 5 years of experience were involved in
the study to address the risk assessment. All specialists are people with different
expertise who have worked in various departments within the company such as
procurement, planning, production, finance, quality, and logistics. For the risk
assessment of the suppliers, personal interviews were conducted in order to gather
the data needed by these experts.
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Obtain weights 

of the crteria

C9C8C7C6C5C4

A5A4A2A1 A3

C3C2C1

Fig. 2 Hierarchical structure of problem

Table 5 Pairwise
comparison matrix for the
criteria

C1 C2 C3 C4 C5 C6 C7 C8 C9

C1 – IV IV IV IV M IV IV S
C2 – IV IV IV S IV IV VS
C3 – M S IV VS EX IV
C4 – IV IV S EX IV
C5 – IV M S IV
C6 – IV IV M
C7 – M IV
C8 – IV
C9 –

4.2 Stages of Assessment

Step 1 In order to calculate the risk scores of the suppliers, the criteria weights
must first be obtained. At this stage, weights were calculated for the determined
risk criteria using the geometric mean method of Buckley (1985). The linguistic
scale shown in Table 4 was used to determine the relative weights of the criteria.
The binary comparison matrix and the fuzzy counterparts of the criteria are given in
Tables 5 and 6.
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Table 7 The geometric
mean of each criteria

∼
a1 (0.9448, 1.4133, 1.9504)
∼
a2 (2.2660, 3.1057, 4.0569)
∼
a3 (2.8129, 4.1472, 5.1787)
∼
a4 (1.3511, 2.0200, 3.0027)
∼
a5 (0.6737, 1.0461, 1.5711)
∼
a6 (0.4538, 0.6853, 1.0584)
∼
a7 (0.3147, 0.4732, 0.7402)
∼
a8 (0.1931, 0.2411, 0.3555)
∼
a9 (0.2465, 0.3324, 0.4986)
SUM (9.2565, 13.4644, 18.4125)

Table 8 Fuzzy weights of
criteria

∼
w1 (0.0513, 0.1050, 0.2107)
∼
w2 (0.1231, 0.2307, 0.4383)
∼
w3 (0.1528, 0.3080, 0.5595)
∼
w4 (0.0734, 0.1500, 0.3244)
∼
w5 (0.0366, 0.0777, 0.1697)
∼
w6 (0.0246, 0.0509, 0.1143)
∼
w7 (0.0171, 0.0351, 0.0800)
∼
w8 (0.0105, 0.0179, 0.0384)
∼
w9 (0.0134, 0.0247, 0.0539)

According to decision makers’ views, the consistency ratio of the pair-wise
comparison matrix was found to be 0.0364. This value was found to be less than
10%. For this reason, the pair-wise comparison matrix can be regarded as consistent.

After the consistency of the binary comparison matrix was found,
∼
ai values were

calculated by taking the geometric mean of each criterion and the results are given in
Table 7. Using the geometric means, the related fuzzy weights (w̃i) were calculated.

Sample calculations were made for
∼
a1 and

∼
w1 and the general results were given

below (Table 8):

∼
a1 =

(∼
a11 × ∼

a12 × · · · × ∼
a19

) 1
9

∼
a1 =

[(
1 × 1

/
5 × · · · × 3

) 1
9
,
(

1 × 1
/

4 × · · · × 5
) 1

9
,
(

1 × 1
/

3 × · · · × 7
) 1

9
]

∼
a1 = (0.9448, 1.4133, 1.9503)

∼
w1 =

[
∼
a1 ⊗

(∼
a1 ⊕ ∼

a2 ⊕ · · · ⊕ ∼
a9

)−1
]

∼
w1 = (0.0513, 0.1049, 0.2107)
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Table 9 Relative weight of
criteria

Defuzzified weights Normalized weights

C1 0.1223 0.1051
C2 0.2640 0.2268
C3 0.3400 0.2922
C4 0.1825 0.1569
C5 0.0946 0.0813
C6 0.0632 0.0544
C7 0.0440 0.0379
C8 0.0222 0.0191
C9 0.0306 0.0263

Fuzzy criterion weights are refined by defuzzification to obtain exact values. The
criteria weights are given in Table 9.

Based on the calculation results, “Manufacturing technical requirements and
complexity of parts supplied (C3)”, “Criticality level of parts supplied (C2)” and
“effect of the deviations on the final product function (C4)” were identified as the
most important criteria.

Step 2 To obtain the risk levels, we use the five-point scale in the second step
to determine the assessment scores of alternatives under each criterion. The three
decision makers assessed the alternatives under the nine criteria using the linguistic
variables shown in Table 4. The assessment scores obtained are shown in Table 10:

While the decision makers’ assessment scores were obtained, the following steps
were taken in Table 3, respectively. The sample calculations here are made for the
evaluation of the 1st supplier (S1) under the 1st criterion (C1).

Step 2.1: Fuzzy numbers corresponding to the assessments of the decision
makers in the study, in other words the linguistic variables, are obtained.

First decision makers assessed S1 as “F” while second and third decision makers
assessed as “G”. The corresponding fuzzy numbers for these linguistic variables are,
respectively:

x̃1
11 = (3, 5, 7) , x̃2

11 = (5, 7, 9) , x̃3
11 = (5, 7, 9)

Step 2.2: Fuzzy assessments of decision makers are added up and divided by the
number of decision makers to obtain the added fuzzy assessment score.

x̃kl = 1

N

[
x̃1
kl + x̃2

kl + · · · + x̃N
kl

]

x̃11 = 1

3

[
x̃1

11 + x̃2
11 + x̃3

11

]
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Table 10 Suppliers’ evaluation according to the criterion

Decision makers

Suppliers DM1 DM2 DM3 Fuzzy scores Crisp scores

C1 S1 F G G (4.33, 6.33, 8.33) 6.33

S2 F F P (2.33, 4.33, 6.33) 4.33

S3 F G F (3.66, 5.66, 7.66) 5.66

S4 VG VG G (6.33, 8.33, 9.66) 8.106

S5 G G VG (5.66, 7.66, 9.33) 7.55

C2 S1 F F P (2.33, 4.33, 6.33) 4.33

S2 G G VG (5.66, 7.66, 9.33) 7.55

S3 P VP P (0.66, 2.33, 4.33) 2.44

S4 VG G VG (6.33, 8.33, 9.66) 8.106

S5 G G VG (5.66, 7.66, 9.33) 7.55

C3 S1 F F G (3.66, 5.66, 7.66) 5.66

S2 G G F (4.33, 6.33, 8.33) 6.33

S3 P P F (1.66, 3.66, 5.66) 3.66

S4 VG G VG (6.33, 8.33, 9.66) 8.106

S5 VG G G (5.66, 7.66, 9.33) 7.55

C4 S1 P P P (1, 3, 5) 3

S2 F F G (3.66, 5.66, 7.66) 5.66

S3 VP VP P (0.33, 1.66, 3.66) 1.883

S4 VG VG G (6.33, 8.33, 9.66) 8.106

S5 G G VG (5.66, 7.66, 9.33) 7.55

C5 S1 P F P (1.66, 3.66, 5.66) 3.66

S2 F F G (3.66, 5.66, 7.66) 5.66

S3 VP VP P (0.33, 1.66, 3.66) 1.883

S4 VG VG G (6.33, 8.33, 9.66) 8.106

S5 G G VG (5.66, 7.66, 9.33) 7.55

C6 S1 F F F (3, 5, 7) 5

S2 G G G (5, 7, 9) 7

S3 P VP P (0.66, 2.33, 4.33) 2.44

S4 G VG G (5.66, 7.66, 9.33) 7.55

S5 G G G (5, 7, 9) 7

C7 S1 VP P P (0.66, 2.33, 4.33) 2.44

S2 P F F (2.33, 4.33, 6.33) 4.33

S3 VP P P (0.66, 2.33, 4.33) 2.44

S4 G G VG (5.66, 7.66, 9.33) 7.55

S5 F F F (3, 5, 7) 5

C8 S1 VP P P (0.66, 2.33, 4.33) 2.44

S2 F P F (2.33, 4.33, 6.33) 4.33

S3 VP P VP (0.33, 1.66, 3.66) 1.883

S4 G VG G (5.66, 7.66, 9.33) 7.55

S5 F F G (3.66, 5.66, 7.66) 5.66

C9 S1 VP F P (1.33, 3, 5) 3.11

S2 VG G VG (6.33, 8.33, 9.66) 8.106

S3 F G F (3.66, 5.66, 7.66) 5.66

S4 G VG G (5.66, 7.66, 9.33) 7.55

S5 G VG VG (6.33, 8.33, 9.66) 8.106
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x̃11 = 1

3
(13, 19, 25)

x̃11 = (4.33, 6.33, 8.33)

Step 2.3: Obtained fuzzy numbers are refined by the Center of gravity method.

a = (4.33 + 6.33 + 8.33)

3

a = 6.33

Step 3 The risk level for the first supplier can be calculated as follows.

RS1 =
∑J

j=1
Sij � Wj=

∑9

j=1
S1j � Wj=S11 � W1+S12 � W2+ · · · + S19 � W9

= 6.33 • 0.1051 + 4.33 • 0.2268 + · · · + 3.11 • 0.0263

= 4.56231

Risk levels of other suppliers can be calculated similarly, and the following
values are obtained after the calculations (Table 11):

Step 4 Determination of supplier risk levels

GROUP A

0 – 3 Point 

GROUP B

3 – 5 Point 

GROUP C

5 - 7 Point

GROUP D

>7 Point

Step 5 Determination of action plans according to Risk Levels:

Group A Risk level
• Corrective–Preventative Action (CPA) plan should be filled in for suppliers and

kept under record after sharing with the key industry.

Table 11 Risk scores of
suppliers

Suppliers Risk levels Risk group

S1 4.56231 GROUP B
S2 6.20605 GROUP C
S3 3.07627 GROUP B
S4 8.02943 GROUP D
S5 7.40195 GROUP D
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• Supplier should prepare together with competent supervisors in the field of
Emergency action plans under the supervision of the key industry for high risk
activities and should be inspected every 3 months.

• Key industry and inspectors will determine whether the proposed plan meets the
requirements to reduce Supplier Risks, and will provide necessary guidance if
not.

• Inspectors competent in their fields should be assigned to minimize or eliminate
the high risks identified during the process of guiding the suppliers.

• Effective sharing of information, personnel and expertise should be provided
between the key industry and the suppliers until the suppliers’ transition to green
color class.

• Specialists should be appointed by the key industry to ensure that the limits and
boundaries of the supplier companies are determined accurately and rationally.

• Cost-effective implementations should be developed with efficient use of data
flow channels created with suppliers, which should enable suppliers to focus on
reducing risks.

• The identified risks should be corrected according to the agreed Corrective–
Preventive Action Plan (CPA) and monitored by the key industry on a monthly
basis.

• Visits to be made by the key industry to the suppliers should be made on an
informed – uninformed manner, and planned to include all departments.

• After the initial assessment, a monitoring-assessment date should be determined
once every 3 months.

• The assessment process should continue until the suppliers enter the green color
class or their agreement is terminated.

• Longer lasting and more reliable cooperation should be established with suppli-
ers.

Group B Risk level
• A (CPA) plan should be filled in for suppliers and shared with the key industry.
• Key industry and inspectors will determine whether the proposed plan meets the

requirements to reduce Supplier Risks, and will provide necessary guidance if
not.

• Inspectors competent in their fields should be assigned to minimize or eliminate
the high risks identified during the process of guiding the suppliers.

• Emergency action plans for high risk and risky activities should be prepared
together with competent supervisors in their fields under the supervision of the
key industry and should be inspected every 6 months.

• Key industry and inspectors will determine whether the proposed plan meets the
requirements to reduce Supplier Risks, and will provide necessary guidance if
not.

• Inspectors competent in their fields should be assigned to minimize or eliminate
the high risks identified during the process of guiding the suppliers.

• The identified risks should be corrected as defined in the agreed CPA plan.
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• After the initial assessment, a monitoring-assessment date should be determined
within 6 months, and the modifications in the CPA plan should be investigated.

• The assessment process should continue until the suppliers enter the green color
class.

Group C Risk level
• In order to join the green status that is the Group D Risk level, findings that are

identified as high risk or risky should be corrected.
• An approval agreement should be made between the key industry and suppliers

and a corrective preventive action report should be prepared.
• Focus groups should be formed by suppliers to eliminate risks, and the annual

assessment results should be shared with the key industry.
• Feedback to the key industry and inspectors should be made with the necessary

findings proving that corrective actions have been taken within the period
specified in the corrective preventive action report.

• Suppliers should be assessed on an annual basis.

Group D Risk level
• No precautions are required.
• Suppliers should be re-assessed within 1–3 years.

5 Conclusion

In this study, a new solution method was proposed to determine the risk scores
of the suppliers in supply chain management. With the proposed method, the risk
levels of the suppliers are determined according to the risk scores obtained, and the
risks of the suppliers can be deduced. Through identification, understanding, and
prioritization of supplier risks, this approach will be beneficial for companies in
terms of being more flexible and capable in issues that reduce the effectiveness of
businesses.

The main steps of the proposed solution method are as follows: First, the relative
weights of the criteria considered in the risk assessment method are determined by
binary comparison matrices. In the second stage, risk-based assessments of suppliers
were obtained using linguistic variables. At this stage, a five-point scale is used to
obtain assessment scores. In the final stage, the risk assessment model is constructed
using the values obtained in the first two stages.

The proposed method can be extended for future studies as follows: Uncertainties
can be addressed by using different forms of fuzzy sets (type-2 fuzzy sets,
Intuitionistic fuzzy sets, and hesitant fuzzy sets, etc.). Different criteria can be added
to the risk assessment model and a new risk level calculation can be made when
the risk groups are identified A decision support system can be developed so that
decision makers can be supported in real life applications.
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A New Multi Objective Linear
Programming Model for Lean and Green
Supplier Selection with Fuzzy TOPSIS

Belkız Torğul and Turan Paksoy

1 Introduction

The success of a company is not only dependent on its performance. The perfor-
mance of other members in the supply chain directly affects this success, too. For
this reason, in order for success to be achieved and sustained, companies must give
importance and effectively manage their supply chains. Supplier, the first step and an
important link in the supply chain, plays an important role in achieving the aims of
companies (Akman and Alkan 2006; Yildiz 2013). Within the new global market,
managers have recognized the prominence of choosing the most proper suppliers
(Galankashi et al. 2016).

The supplier selection can be defined as the process of deciding on how to receive
the raw materials, semi products and materials needed for production and from
which supplier, what quantities and at what time (Yildiz 2013). In other words,
supplier selection is the choosing the best supplier that will provide competitive
advantage among alternative suppliers considering the short and long term plans
of the company (Dağdeviren and Erarslan 2008). When a supplier is selected, full
compliance with the supplier may not always be possible, in such cases, the supplier
that is closest to the ideal supplier is selected and if possible this supplier can be
developed later (Şenocak and Gören 2016).

For business, it has been needed to work with suppliers who adopt lean
thinking since the suppliers’ performance on product cost, quality and delivery
is of great importance. As an operational strategy, lean suppliers allow a firm to
meet customer expectations at faster delivery, better quality and lower cost than
its competitors. However, in order to have a long-term success and presence in
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the global market, organizations should not only focus on financial situation but
also should take environmental and social concerns into account when evaluating
suppliers. As environmental awareness increases by stakeholders, governments,
customers, employees, and competitors, organizations are learning to buy goods
and services from lean suppliers that can provide low cost, high quality, fast delivery
and from green suppliers that can simultaneously provide environmental and social
responsibility (Shaik and Abdul-Kader 2011).

Green suppliers collaborate with organizations on environment friendly
approaches through green materials, recycled materials, environmental management
systems, life cycle assessments, waste prevention and control practices (Shen et al.
2013). In this context, lean and green supplier selection has attracted ever-growing
attention recently, which is a multi-criteria decision-making problem that requires
consideration of many qualitative and quantitative factors.

Attributes for supplier selection are well documented in the literature, but there
is a lack of relevant attributes in the field of lean and green supplier selection. This
has led to the development of criteria and general framework for lean and green
supplier selection (Shaik and Abdul-Kader 2011). The most popular approaches
accepted in the supplier evaluation and selection literature are AHP followed by
ANP, Data Envelopment Analysis (DEA), Case-Based Reasoning (CBR), Genetic
Algorithm (GA), Artificial Neural Networks, Gray Relational Analysis, Mathemat-
ical Programming, other methods and combinations thereof (Junior et al. 2014;
Govindan et al. 2015). Along with Multi-Criteria Decision Making (MCDM)
methods, Fuzzy Set Theory has been widely used to deal with uncertainty in the
supplier selection decision process because it provides a suitable language for
processing uncertain criteria, which can integrate the analysis of qualitative and
quantitative factors (Junior et al. 2014). The integrated fuzzy methods used in the
studies are Fuzzy TOPSIS (FTOPSIS), Fuzzy AHP (FAHP), Fuzzy ANP, Fuzzy
SMART (simple multi-attribute rating technique), Fuzzy QFD (Quality Function
Deployment), Fuzzy ART (Fuzzy Adaptive Resonance Theory) and Fuzzy multi-
objective programming (Yildiz 2013).

1.1 Brief Review of the Literature

Traditionally, the focus of supplier selection is usually on business performance
evaluating the lean criteria in a deterministic model with single objective or multi-
objective in supply chain management. For example; Talluri and Narasimhan
(2003) proposed max–min approach for vendor selection by incorporating per-
formance variability into the evaluation process. They considered product price,
quality, and delivery as the most important (lean) factors in evaluating alternative
vendors. Birgün Barla (2003) studied the supplier selection and evaluation for a
manufacturing company under lean philosophy. She conducted by multi-attribute
selection model (MSM) in five basic steps and determined important attributes for
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the company under lean supply principles, which are reliability, capability, quality
organization, geographic location, financial condition, service level and price.

Amid et al. (2006) developed a fuzzy multi objective linear model by applying
an asymmetric fuzzy-decision making technique to assign different weights to
various lean criteria (price, quality and service). Kumar et al. (2006) treated a
fuzzy multi-objective integer programming vendor selection problem formulation
that facilitates the vendor selection and their quota allocation under different degrees
of information vagueness in the decision parameters that are Net cost, Rejection and
Late deliveries objectives, Capacity and Budget constraints.

Ng (2008) proposed a weighted linear program for the multi-criteria supplier
selection problem and studied a transformation technique for the proposed model to
be solved without an optimizer. He considered five lean criteria, including supply
variety, quality, distance, delivery and price for a firm manufacturing agricultural
and construction equipment. Jadidi et al. (2008) proposed a single objective
function and used TOPSIS to solve the fuzzy multi-item multi-objective model in
order to calculate the optimum order quantities to each supplier. They evaluated
three alternative suppliers against four lean attributes (e.g., special factor, on-time
delivery, performance history and technical capability).

Wang and Yang (2009) introduced the AHP and fuzzy compromise programming
for allocating order quantities among suppliers with their quantity discount rate
offered. They considered three important lean criteria (Net price, Delivery, Quality)
for formulating three objective functions. Amid et al. (2011) developed a weighted
max–min fuzzy model which help the decision maker to find out the appropriate
order to each supplier, and manage supply chain performance on cost, quality and
service. They used AHP to determine the weights of lean criteria that are net
price, quality and service. Lin (2012) used the fuzzy ANP (FANP) approach first
to identify top suppliers and then integrated FANP with fuzzy multi-objective linear
programming in selecting the best suppliers for achieving optimal order allocation
under fuzzy conditions. They evaluated four alternative suppliers influenced by four
lean criteria of Price, Quality, Delivery, and Technique.

Erginel and Gecer (2016) presented a systematic approach for a calibration
supplier selection problem and represented the criteria with a questionnaire and
proposed the fuzzy multi-objective linear programming model for selecting the
calibration supplier. Warranties and complaint policy, Communication, Service
features, Quality and Performance history are the important criteria they deal with.
Galankashi et al. (2016) developed an integrated lean-based Data Envelopment
Analysis (DEA) model for assessing and selecting suppliers. They designated
performance perspectives (cost, quality, lead time and service level) in addition to
16 related metrics as substitutes for leanness.

The decision models have become more complex because of many new dimen-
sions brought in by green paradigms, where the tradeoffs become more apparent
and numerous. These new criteria required rethinking some of the more fixed
approaches and models. The supplier selection process has only recently started to



104 B. Torǧul and T. Paksoy

integrate various environmental dimensions by researchers (Govindan et al. 2015).
For example; Lee et al. (2009) proposed a model for evaluating green suppliers
with environmental performance criteria including Green image, Pollution control,
Environment management, Green product and Green competencies. They applied
Delphi method to differentiate the criteria for evaluating traditional suppliers and
green suppliers and used FAHP to consider the vagueness of experts’ opinions.
Kuo et al. (2010) developed a green supplier selection model which integrates
Artificial Neural Network (ANN) and two Multi-Attribute Decision Analysis
(MADA) methods: Data Envelopment Analysis (DEA) and Analytic Network
Process (ANP). This hybrid method considers both traditional and environmental
supplier selection criteria. Shaik and Abdul-Kader (2011) proposed a framework
consisting of environmental, green and organizational factors that are required for
the green supplier selection process and applied the multiple attribute utility theory.

Shaw et al. (2012) presented an integrated approach for selecting the appropriate
supplier in the supply chain, addressing the carbon emission issue, using FAHP and
fuzzy multi-objective linear programming. Büyüközkan and Çifçi (2012) proposed
a case study for green supplier evaluation in Ford Otosan. They formulated a new
model defining possible green supplier evaluation criteria and used a combination
of DEMATEL, ANP, and TOPSIS in fuzzy environment for the solution of the
problem. Kannan et al. (2014) proposed a framework using three types of FTOPSIS
to select green suppliers for a Brazilian electronics company. They collected the
data from a set of 12 available suppliers according to 17 identified green criteria.
Dobos and Vörösmarty (2014) used composite indicators (CI) method to study
the extension of traditional supplier selection methods with green factors. In this
method, they handled the managerial and environmental criteria separately.

Kannan et al. (2015) proposed a Multi-Criteria Decision-Making (MCDM)
approach called Fuzzy Axiomatic Design (FAD) to select the best green supplier for
a Singapore-based plastic manufacturing company. They developed environmental
criteria which included Environment protection/Environment Management, Corpo-
rate social responsibility, Pollution control, Green Product, Green Image, Green
Innovation, Environmental Performance, Hazardous Substance Management and
their Sub-Criteria with the traditional criteria. Banaeian et al. (2015) formulated an
integrated framework to decide on the green criteria for food supply chain using the
Analytic Hierarchy Process and Delphi method and also proposed different methods
-Fuzzy Grey Relational Analysis and linear programming- for single and multiple
supplier selection.

Wu and Barnes (2016) presented a model for green partner selection by
combining ANP and multi-objective programming methodologies and developed
an additional decision-making tool in the form of the environmental difference,
the business difference and the eco-efficiency ratio which quantify the trade-offs
between environmental and business performances. Liao et al. (2016) proposed new
integrated fuzzy techniques for FAHP, Fuzzy Additive Ratio Assessment (ARASF)
and Multi-Segment Goal Programming (MSGP) approach to evaluate and select the
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best (green) supplier. Hamdan and Cheaitou (2017) proposed a decision-making
tool to solve a multi-period green supplier selection and order allocation problem.
They used FTOPSIS to rank potential suppliers on the basis of traditional and green
criteria separately and used AHP to assign importance weights of criteria. Then, they
compared proposed ranking approach with the classic approach adopted in which all
the criteria are considered in a single set. They solved mathematical models using
the weighted comprehensive criterion method and the branch-and-cut algorithm.

1.2 Contributions of the Study

Although the supplier assessment and selection have been deliberated by numerous
scholars, both lean and green supplier selection frameworks and integrating them
into mathematical models is less widely investigated (Galankashi et al. 2016).
Hence, this study presents an integrated approach for the selection of the appropriate
suppliers in a supply chain, aiming to maximize lean and green value of purchasing
simultaneously by using integration of FAHP-FTOPSIS and fuzzy multi-objective
linear programming.

The rest of the paper is organized as follows. Section 2 provides the problem
definition and the main steps of the solution procedure. Section 3 presents Fuzzy
set theory, FAHP, FTOPSIS and fuzzy linear programming methodologies. In Sect.
4, developed mathematical model is explained. Then related model is tested with a
case study in GAMS package program and obtained results are interpreted in Sect.
2. Section 3 presents the conclusions of the study with suggestions for future work.

2 Problem Definition

A supplier selection model will be designed for the supply of materials that a
firm will use in the production process. The firm wants to work with suppliers
who have lean and green management practices to improve its environmental and
economic performance. Besides the complementarities that exist between lean and
green, the relationships between them can also reflect some trade-offs (Carvalho et
al. 2017). In fact, firms may have to compromise some of their lean practices in
order to be environment friendly. Nevertheless, while companies can deal with the
environment on the one hand, they try to improve their profits on the other hand. This
balance varies according to the lean and green tools of their suppliers. Therefore,
in this study, potential suppliers will be evaluated separately in terms of lean and
green tools that are important for the firm and will be selected according to the
assumptions of lean-green balance determined by the firm.

This study proposes a two-stage mathematical model to evaluate suppliers, given
a number of lean and green tools. In the first stage, FAHP is used to obtain
the relative weights for lean and green criteria and FTOPSIS is used for ranking
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(weights) of suppliers. Then, formulation of multi objective linear programming
of supplier selection is constructed using fuzzy linear programming. In the second
stage, the weights of suppliers are incorporated into the multi-objective linear
programming model to determine the optimal order quantity from each supplier
with some resource constraints. The weights of suppliers are used as coefficients
of objective functions to increase the lean or green or both of their values for the
company so that the sum of the purchasing value is maximized and order quantities
are allocated between suppliers. The main steps in the solution procedure adopted
for this study are presented in Fig. 1.

All cost, demand, capacity, CO2 emission, lead time and budget information
were assumed fixed and already known. Also, it was assumed that only one type of
product can be purchased from each supplier and there is no provision for quantity
reduction in this model.

3 Methodologies

Fuzzy set theory, FAHP, FTOPSIS and fuzzy linear programming that were utilized
in the current study are elaborated in this section.

Fuzzy set theory: Fuzzy sets were interpreted by Lotfi A. Zadeh who noted in
1965 that human thinking is mostly fuzzy. Fuzzy set theory has been used for
modeling decision making processes based on uncertain and vague information such
as judgment of decision makers. Fuzzy set theory removes uncertainty in decision
making through quantification to qualitative values (Junior et al. 2014; Kumar et al.
2017).

A fuzzy set is defined with a membership function and all its elements have
membership degrees that vary between zero and one (Zadeh 1965). In this study,
triangular fuzzy numbers have been used as well as the possibility of different fuzzy
numbers. A triangular fuzzy number is shown in Fig. 2. A triangular fuzzy number
is shown as (l, m, u) with l < m < u (Junior et al. 2014; Kargi 2016).

A triangular membership function and its elements are represented as follows:

μA(x) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

0 for x < l,
x−l
m−l

for l ≤ x ≤ m,
u−x
u−m

for m ≤ x ≤ u,

0 for x > u,

(1)

Fuzzy AHP: In this study, Buckley’s method was used to determine the relative
importance weights for the lean and green tools. Buckley (1985) used the geometric
mean method to obtain fuzzy weights and performance scores. This method can
be easily generalized to fuzzy situations and it obtains a single solution from



A New Multi Objective Linear Programming Model for Lean and Green. . . 107

DEFINITION OF PROBLEM 
Identification of the available 

suppliers (More/fewer supplier  or 

replacing current supplier?)

DEFINITION OF 
CRITERIA

Identification of the 

relevant criteria by 

the decision maker

(Lean or Green?)

DEFINITION OF GREEN TOOLS
Set of practices to improve firm’s 

environmental performance

FUZZY AHP
Calcula�on of the fuzzy importance 

weight of the green criteria 

DEFINITION OF LEAN TOOLS
Set of practices to improve firm’s 

business performance

FUZZY AHP
Calcula�on of the fuzzy importance 

weight of the lean criteria 

FUZZY TOPSIS
Calcula�on of the green ranking of 

the suppliers based on fuzzy 
importance weights of green criteria

FUZZY TOPSIS
Calcula�on of the lean ranking of the 
suppliers based on fuzzy importance 

weights of lean criteria

Integrating the green value weights of 

suppliers that found by using 

FTOPSIS into the model

Integrating the lean value weights of 

suppliers that found by using 

FTOPSIS into the model

IMPLEMENTING 
THE MOLP 

MODEL

Solving MOLP as a single-objective 

problems to calculate the membership 

functions by organizing pay-off table.

REFORMULATING
THE MOLP INTO A FUZZY 
LINEAR PROGRAMMING 

MODEL

Finding the optimal order allocation 

for each supplier 

OPTIMIZING 
THE FUZZY MOLP

Choosing a suitable approach to 

transform fuzzy model into crisp 

formulation

STEP 1

STEP 2

STEP 3

STEP 4

STEP 5

STEP 6

STEP 7

E
G

ATS
TSRIF

E
G

ATS
D

N
OCES

Fig. 1 The lean and green supplier selection framework
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Fig. 2 Triangular membership function

comparison matrices. The method consists of the following steps (Hsieh et al.
2004);

1. A matrix of comparison to the opinion of the decision maker is obtained. If the
fuzzy positive comparison matrix is given as follows;

A =
⎡
⎢⎣

a11 . . . a1n

...
. . .

...

an1 . . . ann

⎤
⎥⎦ (2)

2. In order to calculate wi fuzzy weights, geometric averages are calculated for each
row first.

Zi =
⎡
⎣

n∏
j=1

aij

⎤
⎦

1/n

,∀i. (3)

3. After finding the geometric mean of each row, wi is calculated using (4).

wi = zi

zi + · · · + zn

,∀i. (4)

wi, can be shown as wi = (lwi, mwi, uwi,) where lwi, mwi and uwi are the lower,
middle and upper fuzzy values.

4. The defuzzification value of the fuzzy number wi can be found by the following
equation.

Fi = [(uwi − lwi) + (uwi − lwi)]

(3 + lwi)
,∀i. (5)
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According to this calculated Fi value, the ranking of each alternative is made.
Fuzzy TOPSIS: The FTOPSIS proposed by Chen (2000) was developed to

solve group decision problems under fuzzy environment. In this method, linguistic
expressions are used instead of numerical values in order to reflect the environment
more realistically. Linguistic variables are used by the decision makers, Dr (r = 1,
. . . , k), to assess the weights of the criteria and the ratings of the alternatives. Thus,
∼
W

j

r describes the weight of the jth criterion, Cj ( j = 1, . . . , m), given by the rth

decision maker. Similarly,
∼
X

r

ij describes the rating of the ith alternative, Ai (i = 1,
. . . , n), with respect to criterion j, given by the rth decision maker. Given that, the
method comprises the following steps (Junior et al. 2014; Kargi 2016; Kannan et al.
2013; Chen et al. 2006):

1. Aggregate the weights of criteria and ratings of alternatives given by k decision
makers, as expressed in (6) and (7) respectively:

∼
wj = 1/k

[
∼
w

1
j + ∼

w
2
j + · · · + ∼

w
k

j

]
(6)

∼
x ij = 1/k

[
∼
x

1
ij +

∼
x

2
ij + · · · + ∼

x
k

ij

]
(7)

2. Assemble the fuzzy decision matrix of the alternatives (
∼
D) and the criteria (

∼
W ),

according to (8) and (9):

C1 C2 Cj Cm

∼
D =

A1

Ai

An

⎡
⎢⎢⎣

∼
x11

∼
x12

∼
x1j

∼
x1m

...
...

...
...

∼
xn1

∼
xn2

∼
xnj

∼
xnm

⎤
⎥⎥⎦ (8)

∼
W =

[∼
w1 + ∼

w2 + · · · + ∼
wm

]
(9)

3. Normalize the fuzzy decision matrix of the alternatives (
∼
D) using linear scale

transformation. The normalized fuzzy decision matrix
∼
R is given by:

∼
R =

[∼
r ij

]
m×n

(10)
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∼
r ij =

(
lij

u+
j

,
mij

u+
j

,
uij

u+
j

)
and u+

j = maxiuij (benefit criteria) (11)

∼
r ij =

(
l−j
uij

,
l−j
mij

,
l−j
lij

)
and l−j = mini lij (cost criteria) (12)

4. Compute the weighted normalized decision matrix,
∼
V by multiplying the weights

of the evaluation criteria,
∼
wj , by the elements

∼
r ij of the normalized fuzzy

decision matrix.

∼
V =

[∼
v ij

]
m×n

(13)

where
∼
v ij is given by (14)

∼
v ij = ∼

x ij × ∼
wj (14)

5. Define the Fuzzy Positive Ideal Solution (FPIS, A+) and the Fuzzy Negative Ideal
Solution (FNIS, A−), according to (15) and (16).

A+ =
{∼
v

+
1 ,

∼
v

+
j , . . . ,

∼
v

+
m

}
(15)

A− =
{∼
v

−
1 ,

∼
v

−
j , . . . ,

∼
v

−
m

}
(16)

where
∼
v

+
j = max{∼vij 3} and

∼
v

−
j = min{∼vij 1}

6. Compute the distances d+
i and d−

i of each alternative from respectively
∼
v

+
j and

∼
v

−
j according to (17) and (18).

d+
i =

∑n

j=1
dv

(∼
v ij,

∼
v

+
j

)
(17)

d−
i =

∑n

j=1
dv

(∼
v ij,

∼
v

−
j

)
(18)

where d(., .) represents the distance between two fuzzy numbers according to the
vertex method. For triangular fuzzy numbers, this is expressed as in (19).

d
(∼
x,

∼
z
)

=
√

1

3

[
(lx − lz)

2 + (mx − mz)
2 + (ux − uz)

2] (19)
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7. Compute the closeness coefficient, CCi, according to (20).

CCi = d−
i

d+
i + d−

i

(20)

8. Define the ranking of the alternatives according to the closeness coefficient, CCi,
in decreasing order. The best alternative is closest to the FPIS and farthest to the
FNIS.

Fuzzy linear programming: Zimmermann (1978) proposed fuzzy linear program-
ming by using Bellman and Zadeh (1970) approach. After fuzzification, the fuzzy
linear program that included fuzzy goals and fuzzy constraints can be solved as a
linear programming problem. Zimmermann (1978) proposed a conventional linear
programming problem as fallows (21, 22 and 23):

Minimize Z = Cx (21)

Subject to,

Ax ≤ b (22)

x ≥ 0 (23)

After fuzzification the equation can be represented as (24, 25 and 26),

∼
Cx � Z (24)

∼
Ax � b (25)

x ≥ 0 (26)

The symbol � in the constraint set denotes ‘smaller than or equal to’ and allows

one to reach some aspiration level where
∼
C and

∼
A represent the fuzzy values.

According to Bellman and Zadeh (1970) approach, the fuzzy set A in X is defined
as: A = {x, μA(x)/x ε X}. Where μA(x) : x→ [0, 1] is called the membership function
of A and μA(x) is the degree of membership to which x belongs to A.

A fuzzy objective
∼
Z ε X is a fuzzy subset of X characterized by its member-

ship function μZ(x) : x→ [0, 1]. In this approach, Zimmermann formulated the
membership function of objectives by separating every objective function into its
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maximum and minimum values. The linear membership functions for minimization
and maximization objectives are given as:

μZj (x) =

⎧
⎪⎨
⎪⎩

1 if Zj (x) ≤ Zmin
j

Zmax
j

−Zj (x)

Zmax
j −Zmin

j

if Zmin
j ≤ Zj(x) ≤ Zmax

j ,where j = 1, 2, . . . , j

0 if Zj(x) ≥ Zmax
j

(for minimization)

(27)

μZj (x) =

⎧
⎪⎨
⎪⎩

0 if Zj(x) ≤ Zmin
j

Zj (x)−Zmin
j

Zmax
j

−Zmin
j

if Zmin
j ≤ Zj (x) ≤ Zmax

j ,where j = 1, 2, . . . , j

1 if Zj (x) ≥ Zmax
j

(for maximization)

(28)

In Eqs. (27) and (28), Zmin
j is minj Zj (x*) and Zmax

j is maxj Zj (x*) and x* is the
optimum solution.

A fuzzy constraint
∼
C ε X is a fuzzy subset of X characterized by its membership

function μC(x) : x→ [0, 1]. The linear membership function for the fuzzy
constraints is given by (29):

μck(x) =
⎧⎨
⎩

1 if gk(x) ≤ bk

[1 − {gk(x) − bk} /dk] if bk ≤ gk(x) ≤ bk + dk

0 if bk + dk ≥ gk(x)

(29)

According to Zimmermann (1978) each objective function should be solved as a
single objective function by using each time only one of the objectives and ignoring
all others. This process is repeated j times for j different objective functions. All
found solutions are used to construct a pay-off matrix of size j by j. Then the lower
bound (Zmin

j ) and the upper bound (Zmax
j ) are estimated from the pay-off matrix for

the jth objective function Zj as (Behera and Nayak 2011):

Zmin
j ≤ Zj ≤ Zmax

j for all j, j = 1, 2, . . . , J (30)

Crisp formulation: With Zimmermann’s approach, the fuzzy programming
model for j objectives and k constraints are transformed into the crisp formulation
as fallows (Kumar et al. 2006, 2017; Shaw et al. 2012).

Maximize λ (31)

Subject to,

λ
(
Zmax

j − Zmin
j

)
+ Zj(x) ≤ Zmax

j for all j, j = 1, 2, . . . , J, (for minimization)

(32)
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λ
(
Zmax

j − Zmin
j

)
+ Zmin

j ≤ Zj(x) for all j, j = 1, 2, . . . , J, (for maximization)

(33)

λ (dx) + gk(x) ≤ bk + dk for all k, k = 1, 2, . . . ,K, (34)

Ax ≤ b for all the deterministic constant, (35)

x ≥ 0 and integer, (36)

0 ≤ λ ≤ 1. (37)

In Zimmermann approach, all factors are assigned the same weight. However, the
weights of all objectives may not be same in a real-life supplier selection problem.
For example, if the work of the study is considered, the lean value may be more
important than the green value for an organization. Thus, the organization should
assign a higher weight for the objective that maximizes lean value than for the other.
To deal with such situations, many researchers have used a weighted additive model
for multi-objective optimization problems. The weighted additive model proposed
by Tiwari et al. (1987) is shown in (38, 39, 40, 41, 42 and 43).

Maximize
J∑
j

wj λj (38)

Subject to,

λj ≤ μZj (x) for all j, j = 1, 2, . . . , J, (39)

Ax ≤ b for all the deterministic constant, (40)

J∑
j

wj = 1 (41)

wj , x ≥ 0 and integer, f or all j, j = 1, 2, . . . , J, (42)

0 ≤ λ ≤ 1. (43)

Where wj is the coefficient weighting that presents the relative importance among
the fuzzy goals.
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4 Mathematical Model

Indices
i: Set of suppliers (i = 1, 2, . . . , I)
j: Set of objectives ( j = 1, 2, . . . , J)

Parameters
D: Total demand of the product
N: Number of suppliers
B: Total budget allocated to suppliers
O: Total carbon emission limit for supply
R: Maximum acceptable ratio (percent) of the late delivered products
Pi: Unit purchasing cost of product from supplier i
Li : The ratio (percent) of the late delivered products by the supplier i
Ci: The capacity of the supplier i
Gi : The carbon emission for product supplied by supplier i
Wli: The lean weight (lean priority value) of the supplier i
Wgi: The green weight (green priority value) of the supplier I

Decision Variables
Xi: The amount of product ordered from supplier i

Objective Functions

Max Z1 =
N∑
i

Wli Xi (44)

Max Z2 =
N∑
i

Wgi Xi (45)

Constraints

N∑
i

Xi ≥ D (46)

Xi ≤ Ci ∀i (47)

N∑
i

Li Xi ≤ RD (48)
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N∑
i

Gi Xi ≤ O (49)

N∑
i

Pi Xi ≤ B (50)

Xi ≥ 0 and integer ∀i (51)

Objective function (44) maximizes the total lean value of purchasing. Objective
function (45) maximizes the total green value of purchasing. Constraint (46) is the
demand constraint which ensures that the total demand is satisfied. Constraint (47)
is the capacity constraint of suppliers, meaning that the amount of product ordered
from each supplier cannot exceed its capacity. Constraint (48) is the lead time
constraint, meaning that the total late delivered products cannot exceed maximum
total acceptable for late delivered products. Constraint (49) is the carbon footprint
constraint, meaning that the amount of carbon emission released by each supplier
cannot exceed maximum total carbon emission limit. Constraint (50) is the budget
constraint which means that total purchasing cost of products cannot exceed budget
amount allocated to the suppliers. Constraint (51) is the non-negativity and integrity
constraint.

4.1 Application of Fuzzy Linear Programming

A fuzzy multi objective linear programming model is proposed for lean and green
supplier selection. Fuzzy set theory is used for modelling and solving the multi
objective linear programming due to the vagueness of the model parameters. The
lean and green value of purchasing are considered fuzzy numbers because of their
inherent uncertainty and vague structure. After fuzzification, the equations can be
represented as follows (52, 53, 54, 55, 56, 57, 58 and 59).

N∑
i

Wli Xi �
∼
Z1 (52)

N∑
i

Wgi Xi �
∼
Z2 (53)

N∑
i

Xi ≥ D (54)
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Xi ≤ Ci ∀i (55)

N∑
i

Li Xi ≤ RD (56)

N∑
i

Gi Xi ≤ O (57)

N∑
i

Pi Xi ≤ B (58)

Xi ≥ 0 and integer ∀i (59)

where ∼ denotes the fuzzy number.

5 A Case Study

STEP 1: Definition of Problem; Supplier selection problem can be defined as
searching for new suppliers or choosing suppliers from the pool of suppliers.

The case study is about an automotive supply chain which consists of one buyer
(OEM) and suppliers (OES) in Turkey (Process illustration of the case study is given
in Fig. 3). But the real-life data is distorted because of firm’s privacy policy. In
the case study, 10 potential suppliers will be evaluated separately according to 12
lean and 12 green tools. The lean and green tools identified by the organization
are given in Table 1. The importance weights of decision criteria and alternatives
are defined with linguistic variables by the decision maker. The triangular fuzzy
numbers and linguistic expressions indicating the importance ratings of the criteria
and alternatives are given in Table 2 (Chen 2000; Kannan et al. 2013). The fuzzy
pair wise comparisons among the lean and green criteria are given in Tables 3 and 4
respectively. Weights of the lean and green criteria are found separately by the FAHP
method by using the pair wise comparison matrixes. The evaluation of alternative
suppliers with linguistic variables by the decision maker on lean and green criteria
are given in Tables 5 and 6 respectively. Tables 7 and 8 represent the conversion
of these linguistic evaluations made by the decision maker into triangular fuzzy
numbers as shown in Table 2.

Lean and green weights of the suppliers are found by the FTOPSIS method by
using fuzzy decision matrixes and fuzzy weights of criteria (as shown in Tables
7 and 8). To perform optimal order allocation, the lean and green weights of the
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OEM(Original Equipment Manufacturer)

OES(Original Equipment Supplier)
-automo�ve plas�c parts-

-automo�ve-

Fig. 3 The depiction of the case study

suppliers based on the results of FTOPSIS are used as coefficients in the objective
functions of the fuzzy multi objective linear programing model.

The normalized fuzzy decision matrixes for lean and green tools are given in
Tables 16 and 17 respectively. The weighted normalized fuzzy decision matrixes
for lean and green tools are given in Tables 18 and 19 respectively. The distances
of each alternative from A+ and A− with respect to each criterion for lean tools
are given in Tables 20 and 21. The distances of each alternative from A+ and A−
with respect to each criterion for green tools are given in Tables 22 and 23. The
outranking of alternative suppliers for lean and green tools are given in Tables 9 and
10 respectively.

STEP 2: Definition of Criteria; Converting the requirements of the decision
maker into decision criteria and defining them.

STEP 3: FAHP
STEP 4: FTOPSIS
See Appendix for Tables 16, 17, 18, 19, 20, 21, 22 and 23.
STEP 5: Implementing the MOLP model
Supplier quantitative information is given in Table 11. Additionally, the total

budget (B) is taken 180,000 and the total demand value (D) is taken 20,400,
maximum acceptable ratio of the late delivered products value (R) is taken 0.08
and the total carbon emission limit value (O) is taken 36,000 in this model. The
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Table 1 Lean and green tools (Shaik and Abdul-Kader 2011; Shen et al. 2013; Kuo et al. 2010;
Kannan et al. 2015; Hamdan and Cheaitou 2017; Carvalho et al. 2017; Anvari et al. 2014; Pandya
et al. 2017)

No Criteria name Code Definition

Lean tools

1 JIT (Pull system)a and
Kanbanb

C1 a The delivering of raw materials,
work in process, and finished goods,
at the exact time they are necessary
b The method of production control
in which downstream activities
signal their needs to upstream
activities

2 One-piece-
flow/continuous
flow

C2 The production and moving of one
item/items at a time through a series
of processing steps as continuously
as possible, with each step making
just what is requested by the next
step

3 TPMc & OEEd C3 c The set of techniques to ensure
that every machine in a production
process is always able to perform its
required tasks
d The metric that identifies the
percentage of planned production
time that is truly productive

4 Jidoka (Autonomation) C4 The design equipment to partially
automate the manufacturing
process- stopping a line
automatically when a defective part
is detected

5 Kaizen & Continues
Improvement Techniques

C5 The practice of continuous
improvement in quality,
productivity, safety and workplace
culture

6 5S C6 Eliminating the waste that occurs
because of poorly designed
workplace- the term 5S refers to
five steps (sort, set in order, shine,
standardize, and sustain)

7 Value stream mapping C7 Visually mapping the flow of
production- the current and future
state of processes in a way that
highlights opportunities for
improvement

8 Poka-Yoke C8 The mistake-proofing device or
procedure used to prevent a defect
during the production process

9 Visual management &
Andons

C9 The visual feedback system for the
plant floor that indicates production
status

(continued)
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Table 1 (continued)

No Criteria name Code Definition

10 SMED C10 The reduction of set up time to less
than 10 min- the quick and efficient
way of converting a manufacturing
process from running the current
product to running the following
product

11 Employee engagement C11 The workplace approach resulting
in the right conditions for all
members of an organization to give
of their best each day, committed to
their organization’s goals and
values, motivated to contribute to
organizational success, with an
enhanced sense of their own
well-being

12 Heijunka C12 The form of production scheduling
that purposely manufactures in
much smaller batches by
sequencing (mixing) product
variants within the same process

Green tools

13 CO2 emission C13 The quantity control and treatment
of hazardous emission, such as SO2,
NH3, CO and HCl

14 Energy consumption C14 The efforts and controls to reduce
energy consumption- use of
efficient energy, low energy
consumption and energy saving

15 Hazardous substance
management (RoHS)

C15 The quantity control and treatment
of chemical waste, restriction of
hazardous substance

16 Environment
management system

C16 The environmental certifications
such as ISO 14000, environmental
policies, planning of environmental
objectives, practice, checking and
control of environmental activities

17 Green image C17 The ratio of green customers to total
customers- the measuring effort and
success in protecting the
environment, implementing
environmental friendly products and
green programs indicating
competitive advantage

18 Environment friendly
transportation

C18 The greener transport system-more
efficient use of traditional fuels, the
utilization of electric vehicle
technologies and using bio-gas

(continued)
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Table 1 (continued)

No Criteria name Code Definition

19 Green CSR projects C19 The business approach, culture and
voluntary role that contributes to
sustainable development by
delivering economic, social and
environmental benefits for all
stakeholders

20 Recovery of company’s
end of life products

C20 The level of recycling, reusing,
refurbishing, remanufacturing,
disassembly and disposal of the
products

21 Environment friendly
packaging

C21 The level of green recyclable,
reusable, returnable, packing
materials (boxes, bags, pallets,
racks, containers, among others)
used in packaging of goods

22 Green design and
innovation

C22 The design for environment which
includes checking the supplier’s
design for environment capability-
the level of implementation of green
and clean technologies

23 Waste management C23 The control and treatment of the
amount, collection-accumulation,
transport-transfer,
processing-recovery, disposal-final
away and storage of waste

24 Environment friendly raw
materials

C24 The use of materials in the products
which have a lower impact on
natural resources- the level of green
recyclable material used in
manufacturing of goods

Table 2 Linguistic variables and fuzzy numbers used in the evaluation of criteria and alternatives

Linguistic variables for the importance
weight of each criterion

Linguistic variables for the ratings of
alternatives

Linguistic variables
Triangular fuzzy
numbers Linguistic variables

Triangular fuzzy
numbers

Equally strong (1, 1, 1) Very poor (VP) (0, 0, 1)
Intermediate (1, 2, 3) Poor (P) (0, 1, 3)
Moderately strong (2, 3, 4) Medium poor (MP) (1, 3, 5)
Intermediate (3, 4, 5) Fair (F) (3, 5, 7)
Strong (4, 5, 6) Medium good (MG) (5, 7, 9)
Intermediate (5, 6, 7) Good (G) (7, 9, 10)
Very strong (6, 7, 8) Very good (VG) (9, 10, 10)
Intermediate (7, 8, 9)
Extremely strong (9, 9, 9)
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Table 5 Linguistic ratings of the alternative suppliers by decision maker on lean criteria

Suppliers C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

1 F G F F MP VP MP F F VG G MG
2 VG VG MG G MG P F MP P F MG MP
3 P MP VG MP F MP P F MG VG VG P
4 VG G F MG F P VP P VP F MG F
5 MG F G P G MP P F F G VG G
6 MP P F F MP G MG P VG MG F F
7 F G VP MG P F F MG VG VP G G
8 G VG MP F P VP F MG G P P MG
9 VP P F MP F G VG G VG F MP F
10 G F G F MP P F F MG G G F

Table 6 Linguistic ratings of the alternative suppliers by decision maker on green criteria

Suppliers C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24

1 G MG F MG F P P VP P G G F
2 G MG F P MP F P MG F G VP MG
3 F F G F MG F G G MP MP F F
4 P MP F G VG VG F F P MP MP VP
5 F MG MP G G MP P F VP MG VG P
6 VP P P F F MG VG MG MG F G G
7 VG G MG G G MP P MP VP F F MG
8 MG MG G P F MP MG MG F F MP VP
9 MP G MG F F F VG P MP MP G G
10 G VG P P F VP MG MG MG MP F G

multi objective linear formulation of case study is presented as the following.

Z1 = 0.109x1 + 0.143x2 + 0.075x3 + 0.129x4 + 0.113x5 + 0.064x6 + 0.101x7

+0.107x8 + 0.043x9 + 0.116x10

Z2 = 0.121x1 + 0.092x2 + 0.101x3 + 0.085x4 + 0.116x5 + 0.051x6 + 0.138x7

+0.094x8 + 0.104x9 + 0.098x10

Subject to;

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 ≥ 20400

x1 ≤ 7500
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Table 9 Outranking of
alternative suppliers for lean
tools

Suppliers d+
j d−

j CCj Normal weights Rank

1 0.33 0.63 0.654 0.109 5
2 0.14 0.83 0.856 0.143 1
3 0.54 0.44 0.449 0.075 8
4 0.22 0.75 0.771 0.129 2
5 0.31 0.64 0.673 0.113 4
6 0.57 0.35 0.382 0.064 9
7 0.39 0.59 0.602 0.101 7
8 0.36 0.64 0.643 0.107 6
9 0.67 0.24 0.259 0.043 10

10 0.29 0.66 0.693 0.116 3

Table 10 Outranking of
alternative suppliers for green
tools

Suppliers d+
j d−

j CCj Normal weights Rank

1 0.27 0.73 0.727 0.121 2
2 0.44 0.54 0.551 0.092 8
3 0.38 0.58 0.606 0.101 5
4 0.52 0.54 0.511 0.085 9
5 0.31 0.71 0.698 0.116 3
6 0.61 0.27 0.303 0.051 10
7 0.17 0.81 0.825 0.138 1
8 0.45 0.58 0.564 0.094 7
9 0.37 0.60 0.621 0.104 4

10 0.39 0.56 0.590 0.098 6

Table 11 Supplier’s
quantitative information

Suppliers Pi ($/unit) Ci (kg) Gi (kg/unit) Li (%)

1 8 7500 1.3 0.08
2 7.5 7200 2.1 0.03
3 6.8 7000 1.7 0.15
4 8.5 9950 2.3 0.04
5 9.5 11500 1.4 0.07
6 7 7000 2.5 0.17
7 8 8000 1.2 0.13
8 9 13500 2.0 0.11
9 10 15000 1.5 0.18

10 7.8 9000 1.8 0.50

x2 ≤ 7200

x3 ≤ 7000

x4 ≤ 9950
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x5 ≤ 11500

x6 ≤ 7000

x7 ≤ 8000

x8 ≤ 13500

x9 ≤ 15000

x10 ≤ 9000

0.09x1 + 0.03x2 + 0.15x3 + 0.04x4 + 0.08x5 + 0.17x6 + 0.13x7 + 0.11x8

+0.18x9 + 0.50x10 ≤ 0.08 ∗ 20400

1.2x1 + 2.1x2 + 1.7x3 + 2.3x4 + 1.4x5 + 2.5x6 + 1.2x7 + 2x8 + 1.5x9 + 1.8x10 ≤ 36000

8x1 + 7.5x2 + 6.8x3 + 8.5x4 + 9.5x5 + 7x6 + 8x7 + 9x8 + 10x9 + 7.8x10 ≤ 180000

x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, x4 ≥ 0, x5 ≥ 0, x6 ≥ 0, x7 ≥ 0, x8 ≥ 0, x9 ≥ 0, x10 ≥ 0

x1, x2, x3, x4, x5, x6, x7, x8, x9, x10 are integer.

The multi objective supplier selection problem is solved as a single-objective
supplier selection problem by using only one objective each time. Firstly, the
objective function Z1 is maximized by using all constraints for getting the upper-
bound of the objective function—this value is the best value for this objective as
other objectives are absent—and Z2 gets one of its lower bounds on the other hand.
This procedure is repeated for objective functions Z2 to get its upper bound and
Z1’s lower bound. The data set for pay-offs matrix and the lower bounds and upper
bounds values of the objective functions are given in Tables 12 and 13 respectively.
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Table 12 The pay-offs matrix

Objective functions Z1 Z2 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

Z1(max) 2563.87 2110.93 0 7200.00 0 2666.67 10533.33 0 0 0 0 0

Z2(max) 2249.40 2451.20 7500.00 0 0 0 10750.00 0 2150.00 0 0 0

Table 13 The data set for membership functions

Objective functions Lower boundsμ = 1 Upper boundsμ = 0

Z1 2249.40 2563.87
Z2 2110.93 2451.20

Table 14 The optimal solutions according to each weight pairs

Number of
experiment w1 w2 Z1 Z2

Total
purchasing
cost

Total CO2
emission

Total late
delivery

1 0 1 2249.40 2451.20 179325 27380 1632
2 0.1 0.9 2249.40 2451.20 179325 27380 1632
3 0.2 0.8 2249.40 2451.20 179325 27380 1632
4 0.3 0.7 2391.30 2391.00 159975 31035 1632
5 0.4 0.6 2410.80 2382.00 159600 31560 1632
6 0.5 0.5 2425.20 2369.60 167400 32000 1620
7 0.6 0.4 2425.20 2369.60 167400 32000 1620
8 0.7 0.3 2563.86 2110.95 176734 35999.40 1060.02
9 0.8 0.2 2563.86 2110.95 176734 35999.40 1060.02

10 0.9 0.1 2563.86 2110.94 176728.50 36000 1060.02
11 1 0 2563.86 2110.94 176728.50 36000 1060.02

STEP 6: Reformulating the MOLP into a fuzzy linear programming model
Setting up an appropriate weight for objective functions depends on the pro-

portion of each objective’s relative importance in the problem. According to
the expectations of the organizations, 11 different weight pairs were determined
considering different supplier profiles and the results in Table 14 were obtained
by the use of Tiwari method. Based on the weighted additive method, the crisp
formulation of the case study (for the experiment 3) is presented as follows. The
following crisp single objective programming is equivalent to the above fuzzy
model.

Maximize 0, 2∗λ1 + 0, 8∗λ2

Subject to

λ1 ≤ (0.109x1 + 0.143x2 + 0.075x3 + 0.129x4 + 0.113x5 + 0.064x6 + 0.101x7 + 0.107x8 + 0.043x9 + 0.116x10) − 2249.40

314.47
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λ2 ≤ (0.121x1 + 0.092x2 + 0.101x3 + 0.085x4 + 0.116x5 + 0.051x6 + 0.138x7 + 0.094x8 + 0.104x9 + 0.098x10) − 2110.93

340.27

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 ≥ 20400

x1 ≤ 7500

x2 ≤ 7200

x3 ≤ 7000

x4 ≤ 9950

x5 ≤ 11500

x6 ≤ 7000

x7 ≤ 8000

x8 ≤ 13500

x9 ≤ 15000

x10 ≤ 9000

0.09x1 + 0.03x2 + 0.15x3 + 0.04x4 + 0.08x5 + 0.17x6 + 0.13x7 + 0.11x8 + 0.18x9 + 0.50x10 ≤ 0.08 ∗ 20400

1.2x1 + 2.1x2 + 1.7x3 + 2.3x4 + 1.4x5 + 2.5x6 + 1.2x7 + 2x8 + 1.5x9 + 1.8x10 ≤ 36000

8x1 + 7.5x2 + 6.8x3 + 8.5x4 + 9.5x5 + 7x6 + 8x7 + 9x8 + 10x9 + 7.8x10 ≤ 180000
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x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, x4 ≥ 0, x5 ≥ 0, x6 ≥ 0, x7 ≥ 0, x8 ≥ 0, x9 ≥ 0, x10 ≥ 0

x1, x2, x3, x4, x5, x6, x7, x8, x9, x10 are integer.

STEP 7: Optimizing the fuzzy MOLP
Fuzzy multi objective linear programming model developed in accordance with

these data which was solved in GAMS/CPLEX 24.0 software package.
The optimal solution for the above formulation is given below (Tables 14 and

15):
In this solution, no products were purchased from suppliers 3, 6, 8, 9 and

10, because the supplier 3 is below average in terms of both gas release-speed
performance and lean-green value ranking compared to other suppliers, despite
having low procurement cost, and supplier 6 has the worst ranks (9 and 10
respectively) in the lean and green rankings. Suppliers 8 and 9 have the highest
procurement costs and as well it can be said that they have bad positions in terms of
gas release and speed performance. Also, supplier 9 has the worst ranking for lean
value. Supplier 10 was not preferred by the firm for providing all the constraints
despite having good (third) ranking for lean value.

The results of experiments 1, 2 and 3 are identical and the firm has worked with
suppliers 1 (with maximum capacity), 5 and 7, because they are the best 3 green
suppliers. In the experiments 4 and 5, the firm has worked with suppliers 1, 2 and 7.
The results of experiments 6 and 7, where the weights are equal or too close (0.5–
0.5 and 0.6–0.4), are identical and as this means that the aim of the firm is to work
with both lean and green suppliers simultaneously, so it has preferred supplier 2 that
is the first in the lean rankings, supplier 7 that is the first in the green rankings, and
supplier 5 that is both lean and green. In the experiments 8, 9, 10 and 11, the firm

Table 15 The optimal order quantities and λ values

Number of experiment λ1 λ2 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

1 0 1 7500 0 0 0 10750 0 2150 0 0 0
2 0 1 7500 0 0 0 10750 0 2150 0 0 0
3 0 1 7500 0 0 0 10750 0 2150 0 0 0
4 0.45 0.82 7500 6450 0 0 0 0 6450 0 0 0
5 0.51 0.80 6000 7200 0 0 0 0 7200 0 0 0
6 0.56 0.76 0 7200 0 0 5200 0 8000 0 0 0
7 0.56 0.76 0 7200 0 0 5200 0 8000 0 0 0
8 1 0 0 7200 0 2666 10534 0 0 0 0 0
9 1 0 0 7200 0 2666 10534 0 0 0 0 0

10 1 0 3 7200 0 2667 10530 0 0 0 0 0
11 1 0 3 7200 0 2667 10530 0 0 0 0 0
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Fig. 4 The optimal solutions of different weights—for lean value (Z1), green value (Z2),
purchasing cost, CO2 emission and late delivery

has preferred suppliers 2, 4 and 5, because they are the first, second and fourth green
suppliers respectively.

In Fig. 4, it can be clearly seen how the optimal solutions change according to
different weight pairs. As expected, the lean value moved up by increasing lean
weight (w1) while decreasing green weight (w2) and green value moved up in the
opposite situation. Similarly, it can be observed that the CO2 emission moved up
while the late delivery moved down by increasing lean weight (w1) in Fig. 4(a) and
vice versa in Fig. 4(b). Other than these, some fluctuations are observed in total
purchasing cost. However, in the experiments 4 and 5, the total purchasing cost is
low as well as the lean and green values are close to each other. Thus, it can be said
that these weight pairs are suitable for firms that want to work with lean and green
suppliers. Nevertheless, in the existence of multiple and conflictive objectives, it
will be inevitable that multiple solutions exist because no one solution may be the
optimal for all changing and conflicting aims.

Figure 5 illustrates the values of total purchasing cost, total CO2 emission and
total late delivery according to lean value weights in the form of a smile curve. When
looking at the graph, it can be seen that total CO2 emission shows an increasing
slope, total late delivery shows a decreasing slope and total purchasing cost first
shows a decreasing slope then an increasing slope as the lean value weight increases.
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Fig. 5 Smile curve graph for optimal solution

As a main implication of these experiments, it is possible to say that if decision
maker does not give up one of the initiatives, lean and green, and if they give similar
priorities to both of them, the total purchasing cost could get better values and the
firm would get benefit of this hybrid strategy that includes lean and green approaches
simultaneously.

6 Conclusions

The multiple supplier selection problems include both selecting suppliers and
achieving optimal order allocation among the selected suppliers. According to the
literature, few papers have developed practical methods that combine lean and green
supplier selection criteria and considered order allocation methods (Kannan et al.
2013). Therefore, the lack of an efficient approach to develop lean and green specific
measures handled simultaneously for supplier selection activated us to do this study
although there are numerous measures in the literature.

Integration of the lean and green paradigms on supplier operations results in
the improvement of total performance of organizations. However, the organizations
encounter the challenge of benchmarking on lean and green value because it may
bring some trade-offs between them according to the priorities of the organizations.
Therefore, we evaluated eleven assumptions of lean and green balance that were
determined for different company perspectives.

In this study, we proposed a fuzzy multi objective linear programing model for
lean and green supplier selection problem. We summarized the possible 12 lean
and 12 green tools and considered them as two separate groups. The problem
includes two objective functions: maximizing lean and green value of purchasing
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individually while satisfying demand, capacity carbon emission limit, on-time
delivery performance and budget requirement constraints. At first, we used FAHP
to obtain the relative weights for lean criteria and also for green criteria and then
we used them in FTOPSIS method to evaluate the selected suppliers according to
the lean and green criteria separately. Next, we developed a fuzzy multi objective
linear programming model to find out the optimum solution of the problem. Finally,
we verified our model with the aid of a case study that had different experiments by
solving in GAMS/CPLEX 24.0 software package. The main findings of this study
are; (1) lean and green practices have an overall positive effect on each other. (2)
If both practices are applied simultaneously, they can bring greater benefits on the
total purchasing cost than applied separately.

In practice, decision makers may not have certain and complete information
related to sources and constraints, too; thus, for future research, some constraints
such as demand and capacity can be considered fuzzy as well as objective functions.
Also, other than the FTOPSIS method used in this study, different multi-criteria
decision making methods can be used in a fuzzy environment and compared in terms
of suitability. In addition, the proposed model approach can be applied to broader
real-life situations in order to obtain more complex and realistic models.
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Table 20 Distances of the ratings of each alternative from A+ with respect to each criterion for
lean tools

Suppliers C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

d(A1,A+) 0.12 0.02 0.03 0.06 0.06 0.02 0.01 0.01 0.01 0.00 0.01 0.01
d(A2,A+) 0.00 0.00 0.02 0.00 0.02 0.01 0.01 0.01 0.01 0.02 0.02 0.02
d(A3,A+) 0.22 0.13 0.00 0.09 0.04 0.01 0.01 0.01 0.00 0.00 0.00 0.03
d(A4,A+) 0.00 0.02 0.03 0.02 0.04 0.01 0.01 0.02 0.01 0.02 0.02 0.01
d(A5,A+) 0.06 0.09 0.01 0.12 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00
d(A6,A+) 0.17 0.17 0.03 0.06 0.06 0.00 0.00 0.02 0.00 0.01 0.04 0.01
d(A7,A+) 0.12 0.02 0.07 0.02 0.08 0.01 0.01 0.00 0.00 0.05 0.01 0.00
d(A8,A+) 0.03 0.00 0.05 0.06 0.08 0.02 0.01 0.00 0.00 0.04 0.07 0.01
d(A9,A+) 0.26 0.17 0.03 0.09 0.04 0.00 0.00 0.00 0.00 0.02 0.05 0.01
d(A10,A+) 0.03 0.09 0.01 0.06 0.06 0.01 0.01 0.01 0.00 0.00 0.01 0.01

Table 21 Distances of the ratings of each alternative from A− with respect to each criterion for
lean tools

Suppliers C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

d(A1,A−) 0.15 0.16 0.04 0.06 0.02 0.02 0.04 0.01 0.03 0.03 0.05 0.01
d(A2,A−) 0.26 0.17 0.06 0.12 0.07 0.02 0.04 0.00 0.03 0.01 0.04 0.01
d(A3,A−) 0.04 0.04 0.07 0.03 0.04 0.01 0.05 0.01 0.03 0.03 0.06 0.02
d(A4,A−) 0.26 0.16 0.04 0.09 0.04 0.02 0.05 0.00 0.04 0.01 0.04 0.01
d(A5,A−) 0.20 0.08 0.07 0.00 0.08 0.01 0.05 0.01 0.03 0.03 0.06 0.02
d(A6,A−) 0.09 0.00 0.04 0.06 0.02 0.01 0.04 0.00 0.03 0.02 0.02 0.01
d(A7,A−) 0.24 0.16 0.00 0.09 0.00 0.01 0.04 0.01 0.03 0.02 0.05 0.02
d(A8,A−) 0.24 0.17 0.03 0.06 0.00 0.02 0.04 0.01 0.03 0.01 0.01 0.01
d(A9,A−) 0.00 0.00 0.04 0.03 0.04 0.01 0.04 0.02 0.03 0.01 0.01 0.01
d(A10,A−) 0.24 0.08 0.07 0.06 0.02 0.02 0.04 0.01 0.03 0.03 0.05 0.01

Table 22 Distances of the ratings of each alternative from A+ with respect to each criterion for
green tools

Suppliers C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24

d(A1,A+) 0.02 0.04 0.03 0.03 0.05 0.02 0.01 0.03 0.01 0.00 0.01 0.02
d(A2,A+) 0.02 0.04 0.03 0.14 0.08 0.01 0.01 0.00 0.00 0.00 0.09 0.01
d(A3,A+) 0.09 0.08 0.00 0.07 0.03 0.01 0.00 0.00 0.01 0.04 0.04 0.02
d(A4,A+) 0.18 0.13 0.03 0.00 0.00 0.00 0.01 0.01 0.01 0.04 0.05 0.06
d(A5,A+) 0.09 0.04 0.05 0.00 0.01 0.01 0.01 0.01 0.02 0.01 0.00 0.05
d(A6,A+) 0.21 0.17 0.07 0.07 0.05 0.00 0.00 0.00 0.00 0.02 0.01 0.00
d(A7,A+) 0.00 0.02 0.01 0.00 0.01 0.01 0.01 0.02 0.02 0.02 0.04 0.01
d(A8,A+) 0.05 0.04 0.00 0.14 0.05 0.01 0.00 0.00 0.00 0.02 0.05 0.06
d(A9,A+) 0.13 0.02 0.01 0.07 0.05 0.01 0.00 0.02 0.01 0.04 0.01 0.00
d(A10,A+) 0.02 0.00 0.07 0.14 0.05 0.02 0.00 0.00 0.00 0.04 0.04 0.00
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Table 23 Distances of the ratings of each alternative from A− with respect to each criterion for
green tools

Suppliers C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24

d(A1,A−) 0.21 0.13 0.04 0.12 0.03 0.01 0.05 0.02 0.04 0.02 0.05 0.02
d(A2,A−) 0.21 0.13 0.04 0.00 0.00 0.01 0.05 0.01 0.04 0.02 0.04 0.01
d(A3,A−) 0.13 0.09 0.07 0.08 0.05 0.01 0.04 0.01 0.04 0.03 0.02 0.02
d(A4,A−) 0.04 0.04 0.04 0.14 0.08 0.01 0.04 0.01 0.04 0.03 0.01 0.05
d(A5,A−) 0.13 0.13 0.02 0.14 0.07 0.01 0.05 0.01 0.05 0.01 0.05 0.04
d(A6,A−) 0.00 0.00 0.00 0.08 0.03 0.01 0.04 0.01 0.03 0.01 0.05 0.01
d(A7,A−) 0.21 0.16 0.06 0.14 0.07 0.01 0.05 0.01 0.05 0.01 0.02 0.01
d(A8,A−) 0.18 0.13 0.07 0.00 0.03 0.01 0.04 0.01 0.04 0.01 0.01 0.05
d(A9,A−) 0.08 0.16 0.06 0.08 0.03 0.01 0.04 0.02 0.04 0.03 0.05 0.01
d(A10,A−) 0.21 0.17 0.00 0.00 0.03 0.02 0.04 0.01 0.03 0.03 0.02 0.01
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The Impact of Routing on CO2 Emissions
at a Retail Grocery Store Chain:
A GIS-Based Solution Approach

Çağrı Koç, Mehmet Erbaş, and Eren Özceylan

1 Introduction

In the last decade, the impact of environmental issues in the context of the road
freight transportation has been extensively studied. Minimizing the fuel consump-
tion and CO2 emissions cost in the Vehicle Routing Problem (VRP) may result in
different customer assignments and route selections than the traditional version. The
classical VRP aims to determine an optimal routing plan for a fleet of homogeneous
vehicles to serve a set of customers, such that each vehicle route starts and ends at
the depot, each customer is visited once by one vehicle, and some side constraints
are satisfied. Many variants and extensions of the VRP have been intensively studied
in the literature (see Laporte, 2009; Toth and Vigo, 2014).

Bektaş and Laporte (2011) introduced the Pollution-Routing Problem (PRP)
which is an extension of the classical VRP with time windows. It is assumed
that load and speed may change from one arc to another, but all parameters will
remain constant on a given arc. The objective approximates the total amount of
energy consumed on a given road segment, which directly translates into fuel
consumption and further into GHG emissions. An adaptive large neighbourhood
search (ALNS) metaheuristic is proposed by Demir et al. (2012) for the PRP.
This metaheuristic first applies the classical ALNS scheme to construct vehicle
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routes, and then applies the speed optimization algorithm (SOA) to compute the
speed on each arc. In a later study, the Bi-Objective PRP is introduced by same
authors (Demir et al., 2014), which jointly minimizes fuel consumption and driving
time. The authors developed an adapted version of their ALNS metaheuristic, and
compared four a posteriori methods, namely the weighting method, the weighting
method with normalization, the epsilon-constraint method and a new hybrid method,
using a scalarization of the two objective functions. The Time-Dependent PRP is
introduced by Franceschetti et al. (2013) under a two-stage planning horizon. The
authors developed an explicit congestion model in addition to the PRP objectives
and presented a mathematical formulation in which vehicle speeds are optimally
selected from a set of discrete values. Koç et al. (2014) introduced the Fleet Size
and Mix PRP where the objective is a linear combination of vehicle, fixed cost, fuel
cost and CO2 emissions, and driver cost. The authors formally defined the problem,
presented a mathematical model and developed a hybrid evolutionary metaheuristic
which several algorithmic features. Kramer et al. (2015) developed a metaheuristic
for the PRP, as well as for the Fuel Consumption VRP and the Energy Minimizing
VRP. The authors integrated the iterated local search with a set partitioning
procedure and the SOA. Koç et al. (2016b) studied and analyzed the combined
impact of depot location, fleet composition and routing on vehicle emissions in
city logistics. The authors introduced a variant of the PRP without time windows
and developed an ALNS metaheuristic to solve it. Koç and Karaoglan (2016)
studied the green VRP and developed an exact algorithm based on branch-and-
cut. Baykasoğlu and Subulan (2016) developed a novel mathematical programming
model for a real-life intermodal freight transportation planning problem of a large-
scaled international logistics company in Turkey. This study also handles various
critical decisions such as transportation mode selection and fleet consolidation.
Furthermore, environmental conscious load plans are generated by minimizing
the amounts of total CO2 emitted by the different transportation modes. Dabia et
al. (2017) developed a branch-and-price algorithm for a variant of the PRP. The
authors considered the master problem as a set-partitioning problem, and the pricing
problem as a speed and start time elementary shortest path problem with resource
constraints. Column generation and a tailored labeling algorithms are used to solve
the master and pricing problems, respectively.

Fleet composition is a common problem in practice and its decisions pre-
dominantly involve choosing the number, types, and capacities of vehicles to be
used. These are affected by several market variables such as transportation rates,
transportation costs and expected demand. Heterogeneous fleet of vehicles are used
to serve for customer demands (see Baldacci et al., 2008; Koç et al., 2016a). Another
practical side of the VRP considers multi-trip where vehicles can perform several
trips per day, because of their limited number and capacity (see Cattaruzza et al.,
2016; Olivera and Viera, 2007). Prins (2002) studied the multi-trip heterogeneous
fixed fleet VRP and developed sequential heuristics, a new merge heuristic, steepest
descent local search and tabu search. The method is applied to the case of a furniture
manufacturer located near Nantes on the Atlantic coast of France.
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In recent years, several authors have used GIS-based solution methods to solve
the VRP and its variants. Bozkaya et al. (2010) studied the competitive multi-facility
location-routing problem. A hybrid heuristic method which combines genetic
algorithm and tabu search is developed. Genetic algorithm is used for the location
part, and tabu search of GIS-based solution method is used for the VRP part. The
method is applied on a case study arising at a supermarket store chain in the city of
Istanbul. Yanik et al. (2014) later studied the capacitated VRP with multiple pickup,
single delivery and time windows. A hybrid metaheuristic approach is developed
which integrates a genetic algorithm for vendor selection and allocation, and a GIS-
based solution method which uses a modified savings algorithm for the routing part.
Krichen et al. (2014) used a GIS-based method to solve the VRP with loading and
distance constraints.

Fleet composition, multi-trip and vehicle routing decisions all bear on CO2
emissions in road freight transportation. Some of their interactions are already
well documented (see Koç et al., 2014; Koç, 2016; Kramer et al., 2015). To our
knowledge, the interplay between multi-trip, fleet composition and vehicle routing
decisions and their influence on environment has not yet been investigated. Our
purpose is to analyze these interrelated components within a unified framework.

This paper makes three main scientific contributions. Its first contribution is
to formally define and mathematically model this new problem and solve it by
means of a GIS-based solution method using a tabu search heuristic which can
be used to store, analyze and visualize all data as well as model solutions in
geographic format. Its second contribution is to carry out extensive computational
experiments and analyses on a real dataset of a company which is one of the major
retail grocery store chain in Turkey in order to gain a deep understanding into the
interactions between the components of the problem. Its third contribution is to
provide several managerial and policy insights by exploring the trade-offs between
various parameters such as number of vehicles and shop demand.

The remainder of this paper is structured as follows. Section 2 present the prob-
lem setting. Section 3 presents the solution method, a case study, and computational
experiments. Finally, conclusions are presented in Sect. 4.

2 Problem Setting

We now briefly provide our fuel consumption and CO2 emissions model in Sect. 2.1,
followed by the problem definition and mathematical formulation in Sect. 2.2.

2.1 Fuel Consumption and CO2 Emissions

The comprehensive emissions model of Barth et al. (2005), Scora and Barth (2006),
and Barth and Boriboonsomsin (2008) is used and applied to the PRP (Bektaş and
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Laporte, 2011; Demir et al., 2012) and to some of its extensions (Franceschetti
et al., 2013; Demir et al., 2014; Koç et al., 2014, 2016b). This model estimates
fuel consumption and emissions at a given time instant. We now briefly recall the
modified heterogeneous fleet version of the model where the index set of vehicle
types is denoted by H. The fuel consumption rate FRh (L/s) of a vehicle of type
h ∈ H is given by

FRh = ξ(kNV + Ph/η)/κ, (1)

where the variable Ph is the second-by-second engine power output (in kW) of
vehicle type h. Variable Ph can be calculated as

Ph = Ph
tract/ntf + Pacc, (2)

where the engine power demand Pacc is associated with the running losses of
the engine and the operation of vehicle accessories such as air conditioning and
electrical loads. We assume that Pacc = 0. The total tractive power requirement
Ph

tract (in kW) for a vehicle of type h is

Ph
tract = (Mhτ + Mhg sin θ + 0.5CdρAν2 + MhgCr cos θ)ν/1000, (3)

where Mh is the total vehicle weight (in kg) and v is the vehicle speed (m/s). The
fuel consumption Fh (L) of vehicle type h over a distance d traveling at constant
speed v is calculated as

Fh =kNV λd/ν + Phλγ d/ν, (4)

where λ = ξ/κψ and γ = 1/1000ntf η are constants. Let β = 0.5CdρA be a
vehicle-specific constant and α = τ + g sin θ + gCr cos θ be a vehicle-arc specific
constant. Therefore, Fh can be rewritten as

Fh = λ(kNV d/ν + Mhγαd + βγ dν2) (5)

where the first term kNV d/ν is the engine module, the second term Mhγαd is the
weight module, and the third term βγ dν2 is the speed module.

2.2 Problem Definition and Mathematical Formulation

The problem is defined on a complete directed graph G = (N ,A), where A =
{(i, j) : i ∈ N , j ∈ N , i �= j } is the set of arcs. N = 0 ∪ Nc is a set of nodes in
which “0” is the depot node and Nc is a set of shop nodes. Each arc (i, j) ∈ A has
a nonnegative distance dij . The distance matrix is asymmetric dij �= dji between i
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and j . Each arc (i, j) ∈ A has a nonnegative travel time cij . Each shop i ∈ Nc has a
demand qi and a service time pi . The index set of vehicle types is denoted by H and
for each vehicle type a fixed number of limited identical vehicles mh are available.
The index set of routes is denoted by R = {1, . . . , r, . . .}. The capacity of a vehicle
of type h ∈ H is denoted by Qh. The curb weight of a vehicle of type h ∈ H is
denoted by wh. The maximum allowed working duration is Tmax for each vehicle.
Fuel and CO2 emissions cost is denoted by fc. Driver wage is denoted by fd .

The objective of the problem is to minimize a total cost function encompassing
fuel and CO2 emissions costs and driver costs. A feasible solution contains a set
of routes for a heterogeneous fleet of vehicles that meet the demands of all shops.
Each shop is visited once by a single vehicle, each vehicle must depart from and
return to the depot, to serve a quantity of demand that does not exceed its capacity.
Furthermore, vehicles can perform several trips per day.

To formulate the problem, we define the following decision variables. Let xh
ijr be

equal to 1 if a vehicle of type h ∈ H travels directly from node i to node j on route
r ∈ R. Let f h

ijr be the amount of commodity flowing on arc (i, j) ∈ A by a vehicle
of type h ∈ H on route r ∈ R. Therefore, the total load of vehicle of type h on arc
(i, j) is wh + f h

ij . We now present the mathematical formulation for the problem:

Minimize
∑

(i,j)∈A
fcλkNV dij /ν (6)

+
∑
h∈H

∑
(i,j)∈A

∑
r∈R

fcλγ αij dij (w
hxh

ijr + f h
ijr ) (7)

+
∑

(i,j)∈A
fcλβγ dij ν

2 (8)

+
∑
h∈H

∑
(i,j)∈A

∑
r∈R

fdcij x
h
ijr (9)

subject to

∑
j∈N

xh
0j1 ≤ mh h ∈ H (10)

∑
h∈H

∑
j∈N

∑
r∈R

xh
ijr = 1 i ∈ Nc (11)

∑
h∈H

∑
i∈N

∑
r∈R

xh
ijr = 1 j ∈ Nc (12)

∑
h∈H

∑
j∈Nc

xh
0jr ≥

∑
h∈H

∑
j∈Nc

xh
0j,r+1 r ∈ R : r < |R| (13)

∑
h∈H

∑
j∈N

∑
r∈R

f h
jir −

∑
h∈H

∑
j∈N

∑
r∈R

f h
ijr = qi i ∈ Nc (14)
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qj x
h
ijr ≤ f h

ijr ≤ (Qh − qi)x
h
ijr (i, j) ∈ A, h ∈ H, r ∈ R (15)

xh
ijr +

∑
q∈H,q �=h

∑
u∈N ,j �=u

x
q

jur ≤ 1 h ∈ H, i ∈ N , j ∈ Nc, i �= j, r ∈ R (16)

∑
(i,j)∈A

∑
r∈R

cij x
h
ijr ≤ Tmax h ∈ H (17)

xh
ijr ∈ {0, 1} (i, j) ∈ A, h ∈ H, r ∈ R (18)

f h
ijr ≥ 0 (i, j) ∈ A, h ∈ H, r ∈ R. (19)

In the objective function, the first three terms represent the cost of fuel consump-
tion and of CO2 emissions. In particular, term (6) computes the cost induced by the
engine module, term (7) reflects the cost induced by the weight module, and term (8)
measures the cost induced by the speed module. Finally, term (9) computes the total
driver wage.

Constraints (10) bounds the number of vehicles for each type. Constraints (11)
and (12) ensure that each customer is visited exactly once. Constraints (13) impose
that a vehicle cannot start route r +1 before finish route r . Constraints (14) and (15)
define the flows. Constraints (16) state that each customer is assigned to only one
vehicle type. Constraints (17) ensure that the total travel time cannot exceed the
maximum allowed working duration. Finally, constraints (18) and (19) enforce the
integrality and nonnegativity restrictions on the variables.

3 A Case Study

This section presents the ArcGIS solution method in Sect. 3.1, case study and its
input data in Sect. 3.2, and the associated results obtained with the ArcGIS in
Sect. 3.3.

3.1 ArcGIS Solution Approach

Many commercial software packages are available to solve the VRP. In our paper,
we use the ArcGIS 10.2 commercial GIS package to solve our problem and build
our GIS-based decision support framework. This package is used in many broad
areas where spatially-enabled data need to be stored, retrieved, analyzed, visualized
and even served online.

ArcGIS stores all problem data in geographic format and visualize them as well
as the solutions obtained through the metaheuristic approach. It uses the Network
Analyst Extension (NAE) repeatedly to solve the problem. The NAE defines the
problem and specify its parameters such as network restrictions, costs, demands,
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vehicle capacities, and type of output. The ArcGIS uses a tabu search metaheuristic
which follows the classical tabu search principles such as non-improving solutions
are accepted along the way, but cycling of solutions are avoided using tabu lists and
tabu tenure parameters (see Glover and Laguna, 1998).

The ArcGIS first creates an origin-destination matrix of shortest travel costs
between all nodes that must be visited by a route. In the second step, the ArcGIS
generates a feasible initial solution by inserting each location one at a time into the
most suitable route. In the third phase, the ArcGIS aims to obtain better solution by
applying the following three procedures.

1. Changing the sequence nodes on a single route.
2. Moving a single node from its current route to a better route.
3. Swapping two nodes between their respective routes.

For further details about the ArcGIS, the NAE and its application on the VRP,
we refer the reader to the ArcGIS (2017).

3.2 Input Data

We consider the input data of BİM Inc. which is one of the major retail grocery
store chain in Turkey. The company sells a wide range of food items and consumer
goods at competitive prices. It limits its product portfolio to approximately 600
items and aims at having diverse private label products in such a way that they
satisfy 80% of the basic daily requirements of a household. Products are displayed
on pallets and not on shelves in such a way as to provide easy access for the
customer. Each store has simple systems and minimalist interior design. Store sizes,
lighting systems, and positioning are designed to reflect a cozy and comfortable
shopping atmosphere which provides a non-stressful and no hassle environment for
customers. The company is the pioneer of discount store model in Turkey where it
began in 1995 with 21 stores and by the end of 2016 had reached 5530 stores (BİM
Inc., 2017).

A well-designed logistic network between depots and stores is the one of the
main of the company to speed up decision-making and implementation processes.
The company has a depot and 90 stores in the city of Gaziantep that is an important
commercial and industrial center for Turkey and considered stores are located in two
districts cover 85% of total population of Gaziantep. Figure 1 presents an illustration
of the depot and shops locations.

Four types of vehicles, A, B, C and D, each with a fixed number, are operating
in the city. A list of and values for the common parameters for all vehicle types and
specific parameters for each vehicle type are given in Tables 1 and 2, respectively.
The demand of each store is expressed in kg and each vehicle are designed to satisfy
these specific store demands. In total, there are 10 benchmark instances which
includes from 36 to 75 shops. Each shop has a service time which includes the
unloading time (6 min per 500 kg), and parking time and handling paperwork for
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Fig. 1 Illustration of the depot and shops locations

shipment (30 min per shop). As a company policy, the maximum allowed working
duration for each vehicle is 8 h. The vehicle speed is fixed at 50 km/h. In the original
PRP, the road angle for each arc is considered as zero. However, we consider a
specific real road angle for each arc. OpenStreetMap (2018) is built by a community
of mappers that contribute and maintain data about roads, trails, cafs, railway
stations, and much more, all over the world. In this study, Gaziantep road network
is downloaded from OpenStreetMap (2018) data. Figure 2 presents an illustration
of elevation with roads.
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Table 1 Common
parameters for all vehicle
types

ξ Fuel-to-air mass ratio 1

g Gravitational constant (m/s2) 9.81

ρ Air density (kg/m3) 1.2041

Cr Coefficient of rolling resistance 0.01

η Efficiency parameter for diesel engines 0.45

fc Fuel and CO2 emissions cost (£/l) 1.4

fd Driver wage (£/s) 0.0022

κ Heating value of a typical diesel fuel (kj/g) 44

ψ Conversion factor (g/s to L/s) 737

ntf Vehicle drive train efficiency 0.45

τ Acceleration (m/s2) 0

k Engine friction factor (kj/rev/l) 0.2

N Engine speed (rev/s) 36.67

V Engine displacement (l) 6.9

Cd Coefficient of aerodynamics drag 0.7

A Frontal surface area (m2) 8

Table 2 Vehicle specific parameters

Type wh—curb weight (kg) Qh—max payload (kg) # of vehicles

A 2830 5100 2

B 3235 9800 2

C 3615 12,500 8

D 4513 15,700 6

3.3 Computational Experiments and Analyses

This section presents the results of computational experiments. We conduct all
experiments on a server with an Intel Core i7 CPU 3.07 Ghz processor. We consider
fixed parameters during the analyses of the ArcGIS for the case study. However, we
will explore the effects of possible changes in the values of the main parameters on
the total cost of the system. In particular, we will investigate whether the solution
method yields cost-effective solutions when there is increase or decrease in the
values of these parameters.

The aim of the computational experiments is three; (1) to solve the problem
described in Sect. 2.2, and in particular to empirically calculate the effect of any
changes in: (2) the shop demand, and (3) number of vehicles.

3.3.1 Results Obtained on the Instances

Table 3 presents the results obtained on 10 benchmark instances of the company. The
first column shows the instance name, and the other columns display the number of
shops (|Nc|), fleet composition, the total distance (km), CO2 (kg), fuel and CO2
emissions cost (£), driver cost (£), total cost (£), and finally total CPU time (s).
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Fig. 2 Illustration of roads with elevation

The column “Fleet composition” shows the actual number of vehicles used in the
solution. The letters A–D correspond to the vehicle types and the number denote
the number of each type of vehicle used. For example, “A1 B2” indicates that one
vehicles of type A and two vehicles of type B are used in the solution. To evaluate
the environmental impact of the solutions, we also report the average amount of
CO2 emissions (kg) based on the assumption that 1 l of gasoline contains 2.32 kg of
CO2 (Coe, 2005).

Table 3 shows that CO2 emissions ranges between 225.11 and 293.73 kg for
instances Gaziantep-BIM-1,2,3,4,5,6,7 and 8. However, in instance Gaziantep-BIM-
9 vehicles emit 467.17 kg of CO2, and in instance Gaziantep-BIM-10 vehicles emit
705.26 kg of CO2, which are quite higher than the first eight instances. For instances
Gaziantep-BIM-1,2,3,4,5,6,7 and 8, C and D vehicle types frequently used which
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Fig. 3 Illustration of the routes of the instance Gaziantep-BIM-1

indicates that types of vehicles are more suitable for medium-size instances. For
large-size instances, Gaziantep-BIM-9 and Gaziantep-BIM-10, all vehicle types are
used to satisfy the shop demands. One can see that all computation times are below
0.14 s, which is fast for our problem. Figure 3 presents an illustration of the routes
of the instance Gaziantep-BIM-1.

3.3.2 The Effect of the Shop Demand

This section investigates the effect of the shop demand on solution quality. To do so,
we decrease and increase the demand of each shop by 10 and 20%. Table 4 presents
the average results for these experiments. The detailed results of these experiments
can be found in Appendix. Columns DevT D , DevCO2 , DevFCE , DevDC , and



The Impact of Routing on CO2 Emissions at a Retail Grocery Store Chain:. . . 155

Table 4 The effect of the shop demand

Change in shop

demand (%) DevT D (%) DevCO2 (%) DevFCE (%) DevDC (%) DevT C

−20 −16.61 −15.70 −15.70 −11.09 −12.74

−10 −11.28 −10.77 −10.77 −6.04 −7.74

0 0.00 0.00 0.00 0.00 0.00

+10 9.87 9.99 9.99 5.42 7.06

+20 18.02 16.34 16.34 11.24 13.07

DevT C shows the percentage deviations in total distance, CO2 emissions, fuel and
CO2 emissions cost, driver cost, and total cost of each scenario over the base case
(0%), respectively.

Table 4 shows that CO2 emissions are decreased by −15.70% and −10.77%,
when we decrease the shop demand by −20% and −10%, respectively. When we
increase the shop demand by 10% and 20%, CO2 emissions increased by 9.99%
and 16.34%, respectively. Driver costs are decreased by −11.09% and −6.04%,
when we decrease the shop demand by −20% and −10%, respectively. On the other
hand, driver costs are increased by 5.42% and 11.24%, when we increase the shop
demand by 10% and 20%, respectively. Total costs are decreased by −12.74% and
−7.74%, when we decrease the shop demand by −20% and −10%, respectively. On
the other hand, total costs are increased by 7.06% and 13.07%, when we increase
the shop demand by 10% and 20%, respectively. It is important to note that 10 and
20% increases in shop demand result in infeasible solutions for a large-size (i.e.,
Gaziantep-BIM-10) instance. In other words, the vehicle fleet becomes insufficient
when the total shop demand is higher than the base case for benchmark instances
which has 75 shops or more. As can be clearly seen in Table 4, any changes in shop
demand directly effects CO2 emissions, fuel and CO2 emissions costs, driver costs
and total costs as well as traveled distance in similar manner.

3.3.3 The Effect of the Number of Vehicles

We now analyze the effect of the number of vehicles on solution quality. To do so,
we decrease and increase the fixed numbers of each vehicle type by “1” and “2”.
Table 5 presents the average results for these experiments. The detailed results of
each experiments can be found in Appendix.

Table 5 shows that CO2 emissions are increased by 3.91% and 4.04%, when we
decrease the number of vehicles by −2 and −1, respectively. When we increase
the number of vehicles by +1 and +2, CO2 emissions are decreased by −2.96%
and −1.04%, respectively. Driver costs are increased by 0.54% and 0.31%, when
we decrease the number of vehicles by −2 and −1, respectively. On the other hand,
driver costs are decreased by −0.14% and −0.85%, when we increase the number of
vehicles by +1 and +2, respectively. Total costs are increased by 1.74% and 1.65%,
when we decrease the number of vehicles by −2 and −1, respectively. On the other
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Table 5 The effect of the number of vehicles

Change in # of vehicles DevT D (%) DevCO2 (%) DevFCE (%) DevDC (%) DevT C (%)

−2 4.98 3.91 3.91 0.54 1.74

−1 2.90 4.04 4.04 0.31 1.65

0 0.00 0.00 0.00 0.00 0.00

+1 −1.26 −2.96 −2.96 −0.14 −1.14

+2 −3.13 −1.04 −1.04 −0.85 −0.92

hand, total costs are decreased by −1.14% and −0.92%, when we increase the
number of vehicles by +1 and +2, respectively. The detailed results show that −2
and −1 decreases in the number of each vehicle type result in infeasible solutions
for instances with have 70 or more shops. It is clear that the vehicle fleet becomes
insufficient to satisfy the shop demands when we decrease the number of vehicles.
These results demonstrates it is required to increase the fixed number of vehicles for
solving the instances which has more than 70 shops. Furthermore, our results show
that any increase in fixed number of vehicles reduces the total cost. On the other
hand, any decrease in fixed number of vehicles increases the total cost.

4 Conclusions

We have formally and mathematically modeled a new problem variant of the
Pollution-Routing Problem. We have solved it by means of a GIS-based solution
method using a tabu search heuristic which can be used to store, analyze and visu-
alize all data as well as model solutions in geographic format. We have carried out
extensive computational experiments and analyses on a real dataset of a company
which is one of the major retail grocery store chain in Turkey in order to gain a
deep understanding into the interactions between the components of the problem.
We have finally provided several managerial and policy insights by exploring the
trade-offs between number of vehicles and shop demand. Beyond the computational
comparisons we have just made, we showed the flexibility of ArcGIS which is a
commercial decision support tool and capable of analyzing the trade-offs that can
be established between various parameters within quite short computation time.

Acknowledgements The authors are indebted to two anonymous referees whose comments have
greatly helped to improve the paper.

Appendix

Table 6 presents the detailed results of the effect of changes in the shop demand.
Table 7 presents the detailed results of the effect of changes in number of vehicles.
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Table 6 Detailed results of the effect of changes in the shop demand

Change # of Total Fuel and CO2

in shop unserved distance CO2 emissions Driver Total

Instance demand (%) |Nc| shops (km) (kg) cost (£) cost (£) cost (£)

Gaziantep-BIM-1 −20 41 − 229.54 331.36 199.96 345.63 545.59

Gaziantep-BIM-2 −20 37 − 196.95 261.67 157.90 305.75 463.66

Gaziantep-BIM-3 −20 37 − 201.82 261.79 157.98 307.18 465.16

Gaziantep-BIM-4 −20 37 − 195.58 266.12 160.59 308.57 469.16

Gaziantep-BIM-5 −20 36 − 200.09 282.74 170.62 303.48 474.10

Gaziantep-BIM-6 −20 40 − 213.23 307.12 185.33 334.86 520.20

Gaziantep-BIM-7 −20 42 − 211.19 275.60 166.31 323.19 489.50

Gaziantep-BIM-8 −20 50 − 239.13 324.11 195.58 404.30 599.89

Gaziantep-BIM-9 −20 70 − 382.33 502.94 303.50 577.60 881.09

Gaziantep-BIM-10 −20 75 − 497.65 636.01 383.80 749.11 1132.91

Gaziantep-BIM-1 −10 41 − 262.30 353.49 213.31 368.51 581.82

Gaziantep-BIM-2 −10 37 − 210.12 285.21 172.11 323.81 495.92

Gaziantep-BIM-3 −10 37 − 200.32 267.38 161.349 321.99 483.34

Gaziantep-BIM-4 −10 37 − 218.97 304.84 183.95 327.46 511.41

Gaziantep-BIM-5 −10 36 − 213.96 293.29 176.99 320.86 497.84

Gaziantep-BIM-6 −10 40 − 237.92 325.07 196.16 355.27 551.43

Gaziantep-BIM-7 −10 42 − 210.19 292.39 176.44 338.74 515.18

Gaziantep-BIM-8 −10 50 − 252.39 333.86 201.46 426.86 628.33

Gaziantep-BIM-9 −10 70 − 395.98 522.32 315.20 609.33 924.52

Gaziantep-BIM-10 −10 75 − 586.29 767.25 463.00 801.83 1264.82

Gaziantep-BIM-1 +10 41 − 308.87 427.08 257.72 414.16 671.88

Gaziantep-BIM-2 +10 37 − 254.11 346.53 209.11 362.72 571.84

Gaziantep-BIM-3 +10 37 − 255.61 327.24 197.474 364.81 562.28

Gaziantep-BIM-4 +10 37 − 225.11 301.40 181.88 345.32 527.20

Gaziantep-BIM-5 +10 36 − 269.74 386.71 233.36 364.01 597.37

Gaziantep-BIM-6 +10 40 − 308.67 406.01 245.00 404.49 649.50

Gaziantep-BIM-7 +10 42 − 253.83 347.82 209.89 377.86 587.75

Gaziantep-BIM-8 +10 50 − 321.37 434.35 262.11 481.35 743.46

Gaziantep-BIM-9 +10 70 − 529.59 693.79 418.67 692.00 1110.67

Gaziantep-BIM-10 +10 75 3 − − − − −
Gaziantep-BIM-1 +20 41 − 327.90 425.68 256.88 434.86 691.74

Gaziantep-BIM-2 +20 37 − 278.48 361.95 218.42 382.55 600.97

Gaziantep-BIM-3 +20 37 − 267.42 359.73 217.076 381.73 598.80

Gaziantep-BIM-4 +20 37 − 280.45 378.67 228.51 386.17 614.67

Gaziantep-BIM-5 +20 36 − 278.81 373.21 225.22 380.63 605.84

Gaziantep-BIM-6 +20 40 − 314.13 419.67 253.25 421.86 675.11

Gaziantep-BIM-7 +20 42 − 290.14 382.98 231.11 399.32 630.42

Gaziantep-BIM-8 +20 50 − 335.13 450.28 271.72 503.99 775.71

Gaziantep-BIM-9 +20 70 − 556.89 730.49 440.81 725.89 1166.70

Gaziantep-BIM-10 +20 75 9 − − − − −
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Table 7 Detailed results of the effect of changes in number of vehicles

Change # of Total Fuel and CO2

in # of unserved distance CO2 emissions Driver Total

Instance vehicles |Nc| shops (km) (kg) cost (£) cost (£) cost (£)

Gaziantep-BIM-1 −2 41 − 282.34 382.07 230.56 390.82 621.38

Gaziantep-BIM-2 −2 37 − 253.63 333.63 201.33 346.67 548.00

Gaziantep-BIM-3 −2 37 − 249.25 334.77 202.02 346.77 548.79

Gaziantep-BIM-4 −2 37 − 249.64 330.66 199.53 349.21 548.74

Gaziantep-BIM-5 −2 36 − 255.48 332.85 200.86 344.59 545.45

Gaziantep-BIM-6 −2 40 − 291.79 387.36 233.75 382.81 616.56

Gaziantep-BIM-7 −2 42 − 242.53 332.41 200.59 359.96 560.55

Gaziantep-BIM-8 −2 50 − 290.64 401.35 242.19 454.70 696.90

Gaziantep-BIM-9 −2 70 11 − − − − −
Gaziantep-BIM-10 −2 75 30 − − − − −
Gaziantep-BIM-1 −1 41 − 287.32 390.51 235.65 391.61 627.26

Gaziantep-BIM-2 −1 37 − 250.32 328.83 198.43 346.15 544.58

Gaziantep-BIM-3 −1 37 − 236.19 325.19 196.23 344.70 540.94

Gaziantep-BIM-4 −1 37 − 247.40 334.52 201.87 348.85 550.72

Gaziantep-BIM-5 −1 36 − 246.70 331.91 200.29 343.20 543.49

Gaziantep-BIM-6 −1 40 − 276.76 379.40 228.95 380.43 609.38

Gaziantep-BIM-7 −1 42 − 240.28 348.18 210.11 359.61 569.71

Gaziantep-BIM-8 −1 50 − 288.43 400.16 241.47 454.35 695.83

Gaziantep-BIM-9 −1 70 − 472.05 623.36 376.16 652.13 1028.29

Gaziantep-BIM-10 −1 75 10 − − − − −
Gaziantep-BIM-1 1 41 − 264.23 387.38 233.76 387.95 621.71

Gaziantep-BIM-2 1 37 − 231.54 302.79 182.72 343.17 525.89

Gaziantep-BIM-3 1 37 − 231.88 227.27 137.15 344.02 481.17

Gaziantep-BIM-4 1 37 − 225.11 314.77 189.95 345.32 535.27

Gaziantep-BIM-5 1 36 − 251.76 336.97 203.34 344.00 547.34

Gaziantep-BIM-6 1 40 − 259.88 356.82 215.32 377.76 593.08

Gaziantep-BIM-7 1 42 − 237.59 326.91 197.27 359.18 556.45

Gaziantep-BIM-8 1 50 − 287.45 394.89 238.30 454.20 692.50

Gaziantep-BIM-9 1 70 − 446.03 604.67 364.89 648.01 1012.90

Gaziantep-BIM-10 1 75 − 645.65 823.94 497.21 851.49 1348.70

Gaziantep-BIM-1 2 41 − 264.23 387.38 233.76 387.95 621.71

Gaziantep-BIM-2 2 37 − 231.54 302.79 182.72 343.17 525.89

Gaziantep-BIM-3 2 37 − 231.88 318.68 192.31 344.02 536.33

Gaziantep-BIM-4 2 37 − 225.11 314.77 189.95 345.32 535.27

Gaziantep-BIM-5 2 36 − 251.76 336.97 203.34 344.00 547.34

Gaziantep-BIM-6 2 40 − 237.59 326.91 197.27 359.18 556.45

Gaziantep-BIM-7 2 42 − 237.59 326.91 197.27 359.18 556.45

Gaziantep-BIM-8 2 50 − 272.04 385.55 232.66 451.76 684.41

Gaziantep-BIM-9 2 70 − 424.26 595.09 359.11 644.56 1003.67

Gaziantep-BIM-10 2 75 − 594.21 799.06 482.19 843.34 1325.53
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A Simulated Annealing Algorithm Based
Solution Method for a Green Vehicle
Routing Problem with Fuel Consumption

Kenan Karagul, Yusuf Sahin, Erdal Aydemir, and Aykut Oral

1 Introduction

Logistics is a term describing essential components of a production process such
as transportation, storage, and handling of products from raw material to the
final consumption points (McKinnon 2010). Among these components, transport
activity is the most important. It is related to the movement and coordination of
goods. During the transport of goods, different vehicles can be used depending
on the type and specification of the product, the underlying technology, the
relevant infrastructure and the nature of the respective operations (Bektas 2017).
Transportation allows the carriage of loads from door-to-door, that is, between the
starting and arriving points, which is a significant effect as a complementary element
in other modes of transport.

Environmental pollution, which is widely spreading on a large area all over the
world, is one of the most critical threats to the survival of living beings. Because
of the processes such as electric power generation, industrial processes, heating,
and transportation, millions of kilograms of carbon dioxide (CO2) are spreading
to the atmosphere everyday. Electricity and industrial production areas are suitable
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for filtration systems due to high CO2 emission values. Numerous small energy
consumption points and vehicles used in transportation define other sectors that are
not currently available for filtration. In the coming years, the technological changes
in production technologies and the characteristics of transportation fuels may enable
the reduction of carbon dioxide emissions. Green logistics practices are also eco-
friendly business processes. Environmental management of the supply chain and
logistics activities (green logistics) is now becoming increasingly popular as an
enterprise practice.

The Vehicle Routing Problem (VRP) is a favorite and NP-Hard class combi-
natorial optimization problem. Depending on a set of constraints, it is a generalized
version of the Travelling Salesman Problem and defined as the problem of determin-
ing the lowest-cost routes for deliveries to geographically separate customers from
a warehouse. VRP is the primary element of many operational research problems
and has many variations. The exact solution methods and many common heuristics
have been proposed to solve VRPs.

In recent years, significant emphasis has been placed on sustainable logistics
practices in order to overcome environmental concerns. The version that focuses on
sustainable business practices is called Green Vehicle Routing Problem (G-VRP) in
general. Due to the fact that it is an important area within the logistics activities,
studies related to G-VRP has shown a significant increase in recent years. In this
type of VRP, unlike the original VRP, the effect of the routing on the environment
is being tried to be minimized. It is known that there is a direct effect of energy
(fuel) consumption on the CO2 emissions depending on the movement and the load
of vehicles.

Most of the vehicles in road transport work with diesel or gasoline fuel in Turkey.
Today, although vehicles that use alternative energy sources (LPG, electricity,
biodiesel etc.) have been developed, gasoline and diesel vehicles continue to be
used predominantly in this sector. Emissions from freight transport largely depend
on the type of fuel used (Piecyk 2010). Higher use of roads in freight and
passenger transport has led to increased traffic intensity and air pollution as well
as transportation costs (Aydemir and Cubuk 2016). According to the statistics of the
Turkish Statistical Institute (TSI) in 2014, total Green House Gas (GHG) emissions
as CO2 equivalent increased by 125% in 2014 compared to the emissions in 1990
and the share of the transportation sector in total greenhouse gas emission values is
about 19%. Figure 1 shows the change in emission values between 1990 and 2014.
Despite declining in some years, there is a tendency to increase in greenhouse gas
emissions per capita in general. The CO2 equivalent emission per capita was 6.08
tonnes in 2014, while it was 3.77 tonnes for the year 1990 (TSI 2014).

Investments and promotions that aim to direct drivers to public transport and
freight transport from road to rail have been the result of efforts to reduce the
use of fossil fuels. Although the effort being undertaken in this direction is
obviously beneficial, achieving the significant decline will only be possible with a
multi-perspective approach (Erdoğan and Miller-Hooks 2012). Governments should
continue to increase their promotional and financial support for the use of greener
energy resources. On the other hand, both public institutions and private sector
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Fig. 1 GHG emissions per capita in Turkey, 1990–2014 (TSI 2014)

companies should prefer eco-friendly energy sources in vehicles they use for
transportation.

Along with the increased emphasis on supply chain management in the envi-
ronmental sense, the need to develop models to reduce environmental pollution
has emerged. At this point, sustainable transport, which aims to efficiently transfer
goods, services and sustainable transport and delivery systems, has become an
important issue for companies. The development of theoretical models is the first
step in these studies. Factors such as travel distance, vehicle weight and vehicle
speed which affect the emission value produced by the vehicle should be controlled.
Another critical factor that determines the emission value is the total vehicle weight,
which is the sum of the cargo and the vehicle’s empty weight (Ayadi et al. 2014).
Improvements to the above factors will help to achieve sustainable transport goals.

In this section, three analytical models were used to identify the G-VRP. A
Simulated Annealing-based solution algorithm is preferred for the solution of large-
scale test instances. The results obtained from this solution algorithm are compared
with the results of the classical G-VRP model. Although there are many studies
in the literature for G-VRP, the current contribution of the study is to propose new
mathematical models alongside the classical models used for G-VRP and solve them
quickly and efficiently with the Simulated Annealing method.

2 Background

Vehicle Routing Problem (VRP), first described by Dantzig and Ramser (1959), is a
generalized version of the Travelling Salesman Problem and defined as the problem
of determining the lowest-cost routes for deliveries to geographically separated
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customers from geographical locations, depending on a number of factors (Cetin
and Gencer 2010). The main components of VRP are the road network, warehouses,
and vehicles. VRP is generally describes by vehicle capacity or route distance
constraints. If only capacity-related constraints are identified, the problem is named
as Capacitated Vehicle Routing Problem (CVRP).

CVRP has been a problem that has attracted many researchers since its first
definition. Many exact solution methods have been developed taking into account
the capacity constraints. Some of them are applied with the necessary modifications
to distance limited problems. However, the heuristics methods that are developed
often add accountability to both constraints (Barhant and Laporte 2006). One of
the first methods proposed for this problem is Clarke and Wright (1964) (C–W)
Savings Algorithm. They introduced the savings concept which is based on the
computation of savings for combining two customers into the same route (Pichpibul
and Kawtummachai 2013). Since then, many different types have been introduced
by adding new constraints to VRP, and many models and algorithms have been
developed for these types of problems. In order to obtain different types of VRP,
each component may be supplemented with different constraints and states, or each
can achieve specific goals.

The literature on VRP is extensive and to date, many different VRP variations
have been developed. The main types of VRP are Capacitated VRP (e.g., Bräysy and
Gendreau 2005), VRP with Time Windows (e.g., Alvarenga et al., 2007), VRP with
Backhauls (e.g., Gribkovskaia et al. 2008), VRP with Pick-up and Delivery (e.g.,
Ganesh and Narendran 2007), VRP with Heterogeneous Vehicle Fleet (e.g., Salhi
et al. 2014), Open VRP (e.g., Özyurt et al. 2006), Periodic VRP (e.g., Cacchiani
et al. 2014) and Stochastic VRP (e.g., Yan et al. 2006). The version that focuses
on sustainable business practices is named as Green Vehicle Routing in general.
Research on VRP, in which environmental issues such as fuel consumption and
greenhouse gases (GHG) were assessed, has begun quite recently. Since this study
is related to G-VRP, the following section only refers to the literature related to this
type of problems.

In the above-mentioned types of vehicle routing problems, variations of the
G-VRP arise when the objective function is formed by considering the fuel
consumption or emission values. During the last ten years period, a series of
literature reviews have been conducted on the G-VRP. Lin et al. (2014) presented
an extensive literature review of G-VRP. They provide a classification of G-VRP
that categorizes G-VRP into Green-VRP as Pollution-Routing Problem, VRP in
Reverse Logistics, and suggested research gaps between its state and more luxurious
models describing the complexity in real-world cases. Eglese and Bektaş (2014),
described the current fuel consumption and emission models in the literature and
the ways in which these models can be integrated into existing formulations or
approaches for VRP. As an extension of the classical VRP, the Pollution-Routing
Problem (PRP) accounts the amount of greenhouse emissions, fuel, travel times and
costs (Bektaş and Laporte 2011; Koç et al. 2014; Kramer et al. 2015). Demir et
al. (2014) provide a review of recent research on green road freight transportation.
In this research, they focus on the scientific literature related to fuel reduction in
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road freight transportation by means of operations research techniques. Park and
Chae (2014) focus on solution approaches for papers related to G-VRP which were
published after 2000. Zhang et al. (2014) reviewed 115 studies published over
the last 2 decades and observed the practice of Swarm Intelligence (SI) in Green
Logistics (GL). The integration of GL and SI has been systematically classified into
GL and SI categories by analyzing the context of the problem and the methodology
used. Toro et al. (2016) conducted a literature survey including variations, solution
models and methodologies of the VRP, in which the G-VRP is included. Recent
studies related to G-VRP are summarised in the following sections.

2.1 Exact Solution Methods for G-VRP

It is possible to obtain an optimal solution in small-scale problems with exact solu-
tion methods. However, it is difficult and time-consuming to find optimal solutions
in large-scale problems as the energy consumption or emission values assigning
a specific customer to a tour depend on the other customers that are assigned to
the tour. Studies using exact solution methods such as branch and bound dynamic
programming for solving the problem are included in the literature. Kara et al.
(2007) proposed a new cost function based on distance and load of the vehicle for the
Energy Minimizing Vehicle Routing Problem (EMVRP). They developed an Integer
Programming (IP) formulation with O(n2) binary variables and O(n2) constraints.
Bektaş and Laporte (2011) offered a new integer programming formulation for
the Pollution-Routing Problem which minimizes a total cost function composed of
labor, fuel and emission costs expressed as a function of load, speed, and other
parameters. The proposed model is solved by the branch-cut method, which is
an advantageous method for integer programming problems. Huang et al. (2012)
studied a G-VRP with simultaneous pickup and delivery problem (G-VRPSPD).
They suggested a linear integer programming model including CO2 emission and
fuel consumption costs for G-VRPSPD, modified from the commodity flow based
VRPSPD formulation.

Treitl et al. (2014) proposed an integer programming model for Inventory
Routing Problem to minimize total transport costs as well as costs for CO2 emissions
from transport activities and warehousing activities over the planning horizon.
Ramos et al. (2012) developed a modular and innovative solution approach for the
multi-depot VRP and applied to a real case-study in order to restructure the current
operation and achieve a more environmental-friendly solution. The primary goal of
the research is to define service areas and vehicle routes that minimize the CO2
emissions of a logistics system with multiple products and depots. They solved the
decomposition solution method using the branch-and-bound algorithm.

Pan et al. (2013) adopted the emissions functions in a Mixed Integer Linear
Programming (MILP) to minimize the CO2 emissions related to freight transport in
two extensive supply chains. Franceschetti et al. (2013) described an integer linear
programming formulation of The Time-Dependent Pollution-Routing Problem
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(TDPRP) consists of routing a fleet of vehicles in order to serve a set of customers
and determining the speeds on each leg of the routes. Taha et al. (2014) presented
an integer programming based exact solution model for the small size G-VRP.
Alkawaleet et al. (2014) investigated the effect of CO2 emissions on the inventory
and routing decisions determined over a given time horizon. They formulate a mixed
integer programming for the inventory routing problem of a product distributed to
a number of customers from a single distribution center. Andelmin and Bartolini
(2017) developed an exact algorithm for the G-VRP based on a set partitioning
formulation using a multigraph. They weakened their formulations by adding weak
subset sequence inequalities, subset sequence inequalities, and k-path cuts.

2.2 Heuristic and Meta-Heuristic Algorithms for G-VRP

Real-life optimization problems are very complex and require analysis of large
data sets. Although an exact solution model has been developed for G-VRP, it is
impossible to obtain a solution in an acceptable time. It is often enough to find
an approximate solution to real-life problems. Therefore, there are many heuristic
and meta-heuristic methods developed for G-VRP solutions. When the literature
is examined, it is seen that the proposed heuristic methods are based on the route
construction and neighborhood search. The Clark and Wright’s Saving Algorithm
(Clark and Wright 1964) is the most commonly used method to construct routes in
G-VRP. Faulin et al. (2011) and Ubeda et al. (2011) constructed some algorithms
with environmental criteria based on the Saving Algorithm to address the need for
solutions to real problems in delivery companies or logistic carriers. Aranda et al.
(2012) also developed an environmental performance method based on Life Cycle
Assessment (LCA) and complemented with the Saving Algorithm to qualify the
environmental performance of the end of life tyres (ELTs) management system, in
terms of CO2 emissions. Peiying et al. (2013) suggested a heuristic method called
Bi-directional Optimization Heuristic Algorithm (BOHA) to reduce the most cost
based on low carbon emissions. Zhou and Lee (2017) proposed a nonlinear mixed
integer programming model with vehicle speeds, vehicle weights, road grades, and
vehicle routes as decision variables. They used sweep algorithm for the initial
solution and 2-opt local search algorithm for the improvements to find vehicle routes
of G-VRP.

In recent years, many meta-heuristic methods are used to solve the G-VRP. The
most preferred methods in the G-VRP solution are Genetic Algorithms (GA), Tabu
Search (TS) and Simulated Annealing (SA). In addition to these methods, Scatter
Search (SS), Near-Exact (NEA), Local Search (LS), Iterative Route Construction
and Improvement (IRCI), Artificial Bee Colony (ABC) algorithms are also used
in the literature. Maden et al. (2010) described a TS based heuristic algorithm
for vehicle routing and scheduling problems to minimize the total travel time,
where the time required for a vehicle to travel along any road in the network
varies according to the time of travel. Kuo and Lin (2010) proposed a model to



A Simulated Annealing Algorithm Based Solution Method for a Green Vehicle. . . 167

calculate the total fuel consumption when given a routing plan. They consider three
factors that affect fuel consumption and used a simple Tabu Search to optimize the
routing plan. Jabali et al. (2012) presented a model that considers travel time, fuel
consumption, and CO2 emissions costs accounting for time-dependent travel times
between customers. They solved the model using a tabu search procedure. Li (2012)
presented a mathematical model for the VRP with time windows (VRPTW) with a
new objective function of minimizing the total fuel consumption and solved the
problem using a novel TS algorithm with a random variable neighborhood descent
procedure (RVND). This algorithm uses an adaptive parallel route construction
heuristic, introduces six neighborhood search methods and employs a random
neighborhood ordering and shaking mechanisms. Kwon et al. (2013) adopted a
mixed integer-programming model for the objective of minimizing the sum of
variable operation costs, including a cost-benefit assessment of acquiring carbon
rights under a cap-and-trade regime. They deployed TS algorithms were deployed
together with three neighborhood generation methods. Úbeda et al. (2014) proposed
a TS algorithm based on Gendreau et al.’s (1994) approach to solving the green
distance CVRP. They applied this approach on a set of instances obtained from
the company Eroski producing the cleanest solutions in all cases. Ene et al. (2016)
presented a SA and TS-based hybrid metaheuristic algorithm to analyze the effect
of a heterogeneous fleet on reducing fuel consumption. They used a time-oriented
nearest neighbour heuristic to generate the initial solution for the algorithm and
preferred local search method to generate neighbours.

Kuo (2010) suggested a model for calculating total fuel consumption for
the time-dependent vehicle routing problem (TDVRP). Then a SA algorithm is
used to find the vehicle routing with the lowest total fuel consumption. Suzuki
(2011) developed an approach to the time-constrained, multiple-stop, truck-routing
problem that minimizes the fuel consumption and pollutants emission. They used
the enumeration technique to find the optimal solutions for instances with n = 5
or n = 10 and the compressed annealing (Ohlmann and Thomas 2007) for
experiments in which n = 15. Xiao et al. (2012) presented a mathematical model
for Fuel Consumption Rate (FCR) considered CVRP (FCVRP) in which the fuel
consumption rate is added to the CVRP. They developed SA algorithm for the
proposed model. In this algorithm, Swap, Relocation, 2-opt, and Hybrid exchange
rules are used. Yasin and Vincent (2013) adopted a model using the mathematical
model of Erdoğan and Miller-Hooks (2012) and developed a SA based solution
method for the G-VRP. Küçükoğlu and Öztürk (2015) formulated G-VRP with
time windows (G-VRPTW) using a mixed integer linear programming model. They
adopted a memory structure SA (MSA-SA) meta-heuristic algorithm due to the
high complexity of the proposed problem. To calculate fuel consumption and CO2
emissions, they integrated proposed an algorithm with a calculation procedure. Koç
and Karaoglan (2016) proposed a SA heuristic based exact solution approach to
solve the G-VRP by considering a limited driving range of vehicles in conjunction
with limited refueling infrastructure. They used branch-and-cut algorithm based
exact algorithm to improve lower bounds and a heuristic algorithm based on SA
to obtain upper bounds. Vincent et al. (2017) generated a mathematical model to
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minimize the total cost of travel by driving Plug-in Hybrid Electric Vehicle (PHEV)
for the hybrid vehicle routing problem (HVRP), which is an extension of the G-VRP.

Urquhart et al. (2010) used an Evolutionary Multi-Objective Algorithm to
investigate the trade-off between CO2 savings, distance and number of vehicles
used in a typical vehicle routing problem with Time Windows (VRPTW). Omidvar
and Tavakkoli-Moghaddam (2012) used SA and GA methods along with a partial
heuristic method and an exact algorithm for solving small-scale problems. They
aimed to minimize the total cost of vehicles, traveled distance, travel time and
emissions solving time-dependent VRP. Jemai et al. (2012) implemented the NSGA-
II evolutionary algorithm to the bi-objective G-VRP to minimize the total traveled
distance and the total CO2 emissions with respect to classical routing constraints.
Ayadi et al. (2014) proposed a mathematical model for the G-VRP with multiple
trips developed a solution method by combining a GA with a local search procedure
to solve it. Oliveira et al. (2017) used GA that incorporates elements of local and
population search to minimize CO2 emission per route for G-VRP. Bouzekri et al.
(2014) defined the bi-objective G-VRP (bi-GVRP) in the context of sustainable
transportation and applied the genetic algorithm to solve bi-GVRP benchmarks.
Hsueh (2016) proposed a mathematical model considering heterogeneous fleet
which is affected several factors such as vehicle types and conditions, travel speeds,
roadway gradients, and payloads. They developed a customized GA for solving the
model. Cooray and Rupasinghe (2017) implemented a GA to solve the Energy-
Minimizing VRP and used machine learning techniques to determine the parameters
of the developed GA. Tunga et al. (2017) developed a mathematical model to
minimize the total energy consumed and balancing the routes, and proposed GA
for finding out a solution to the G-VRP with different constraints.

3 Mathematical Models

3.1 A Classical Green VRP Model

VRPs have many different forms; however, most of them minimize the distance cost
while visiting each customer once and with respect to vehicles capacity constraints.
Actually, the consumed fuel amount is more important than the traveled distance
for fuel cost savings (Xiao et al. 2012). In G-VRP, a set of delivery routes are
determined to satisfy the demand with a minimum distance costs and the minimum
volume of emitted CO2. The G-VRP is also an NP-hard problem due to the fact
that it is an extension of the standard VRP considering with green supply chain
preferences.
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Consider a G-VRP defined over a directed graph G = (V, A ) where V = { 0, 1,
2, . . . , n} the node set where is V=0 is the depot and A = { (i, j ) : i, j ∈ V, i �= j} is
the set of arcs the components of which are given as:

dij Distance between nodes iand j
qi Non-negative weight (demand and supply) of node i
cij Traveling cost between nodes i and j
Q Capacity of a vehicle (truck)
k Number of identical vehicles
K Number of vehicles
n Number of customers

An unlimited number of the homogeneous vehicle fleet is available at the depot
to serve customers with fuel tank capacity Q (liters) and fuel consumption rate r
(liters per km). The problem is to determine the corresponding vehicle routes so as
to minimize the total cost subject to the following assumptions (Kara et al. 2007;
Koç and Karaoglan 2016):

• Each vehicle is used for at most one route,
• Each route starts and ends at the depot,
• Each node is served exactly by one vehicle,
• Fuel level at the vehicle’s tank must be greater than or equal to the fuel

consumption between any two nodes,
• The amount of fuel in a vehicle’s tank is sufficient to be able to visit any pair of

nodes,
• The load of a vehicle does not exceed its capacity Q.

The decision variables are:

• qij: the amount filled to the vehicle k between nodes i and j

• xk
ij =

{
1
0

if vehicle k drives from customer i to customer j
otherwise

• yk
i =

{
1
0

if vehicle k visits customer i

otherwise

In the solution of a VRP, a matrix representation is used for distance, time and
cost parameters between nodes i and j. In G-VRP, a matrix representation also
requires showing CO2 emissions based on the estimation of CO2 emitted between
nodes i and j (Palmer 2007). About the linear formulation of emission volume,
considering the delivery with a distance for Heavy Duty Vehicle (HDV) which has
the average speed 80 km/h and fully loaded 25 tons (Hassel and Samaras 1999) Eq.
(1) is given as follows (Elbouzekri et al. 2013):

Eij (q, d) = dij ×
[(

ef − ee

Q

)
qij + ee

]
(1)
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Where:

Eij(q, d): the CO2 emissions from a vehicle in kg/km with the variable of load q in
ton and d in km

ef : the CO2 emissions of a fully loaded vehicle (1.096 kg/km for a HDV truck)
ee: the CO2 emissions of an empty vehicle (0.772 kg/km for a HDV truck)

The objectives are to find a set of m vehicle routes of minimum total cost
(distance) and minimum total emitted CO2 emission level. The mathematical model
is given as follows (modified from Xiao et al. 2012; Bouzekri and Alaoui 2014):

min T otalCost (f ) =
n∑

i=0

n∑
j=0

K∑
k=1

cij .x
k
ij (2)

min CO2Emission (g) =
n∑

i=0

n∑
j=0

K∑
k=1

dij .

[(
ef−ee

Q

)
.qk

ij + ee1.x
k
ij

]
(3)

Subject to:

n∑
i=0

xk
0i ≤ 1 ∀k = 1, . . . ,K (4)

n∑
i=0

xk
i0 ≤ 1 ∀k = 1, . . . ,K (5)

n∑
i=1

yk
i ≤ M.

n∑
j=1

xk
0j ∀k = 1, . . . ,K (6)

n∑
i=1

yk
i ≤ M.

n∑
j=1

xk
j0 ∀k = 1, . . . ,K (7)

n∑
k=1

yk
i ≤ 1 ∀k = 1, . . . ,K (8)

n∑
j=1

xk
ji =

n∑
j=1

xk
ij

∀k = 1, . . . ,K

∀i = 1, . . . ,K
(9)

n∑
i=0

n∑

j = 1
i �= j

qk
ij ≤ Q.xk

ij ∀k = 1, . . . ,K (10)
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n∑

j = 0
i �= j

qk
ij −

n∑

j = 0
i �= j

qk
ji = Di ∀i = 1, . . . , n (11)

The f function is related to minimize total traveling cost from i and jcan be
expressed as cij = c0 × dij, where c0 is the unit fuel cost from i to j. About the
g function, it is to minimize the sum of the total vehicle emitted CO2 emission level
considering as a green VRP. The mathematical model has two types of constraint set
which are routing and capacity. Constraints (4–9) are related to routing, Constraints
(4–7) of them have ensured that each vehicle tour begins and ends at the depot.
Constraint (8) also guarantees that each node (except the depot) is visited by a
single vehicle and by Constraint (9) each node is linked only with a pair of nodes
also except the depot which respects the Kirchhoff Law. Constraints (10 and 11)
are the capacity constraints which ensure that no vehicle can be over-loaded and
limits the maximal load when xk

ij = 0 respectively. As another feature of Constraint
(11), it indicates the reduced cargo of the vehicle and also doesn’t permit any illegal
sub-tours.

3.2 Proposed G-VRP Model

The proposed G-VRP model contains some differences compared to the classical
model described earlier. First, a new emission calculation equation for the G
function is proposed. Accordingly, the weight of the vehicle’s fuel deposit will
decrease as the vehicle travels, thus changing the overall weight of the vehicle. As
a result, it is predicted that the amount of emitted emissions will also vary. The new
emission equation is called G and it is given Eq. (12). In Eq. (12), an assumption of
fuel consumption for a truck per km is averagely obtained as 0.3 L from the actual
manufacturer’s technical datasets. Generally, this situation is also an assumption of
the mathematical models. However, using this approach can be founded in some
studies with different ways (Xiao et al. 2012; Koç and Karaoglan 2016).

min CO2Emission(G) =
n∑

i=0

n∑
j=0

K∑
k=1

dij .

[(
ef −ee

Q

)
.qk

ij − 0.3

(
ef−ee

Q

)
+ ee

]

(12)

Then, the second important difference of the proposed models in terms of
objective functions is the minimization the distance instead of a cost function which
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is formulated as:

min ObjFunc (F ) =
n∑

i=0

n∑
j=0

K∑
k=1

dk
ij (13)

3.3 Convex Composition Model

In fact, the proposed G-VRP mathematical model also has a bi-objective form.
At this phase, a convex composition approach is applied in order to obtain an
aggregation objective function as a single objective function that is given as follows:

min ObjFunc (H) = 1

3
F + 2

3
G (14)

According to H function, it composes with two objective functions that the
extended objective function (G) of emitted CO2 emission level affects twice as much
than the extended objective function (F) of total distance cost.

4 Solution Algorithm: Simulated Annealing

The determination of the optimal solution for the VRP using analytical methods
is a difficult task. Depending on this feature, metaheuristic methods are generally
referred for solving these problems. The purpose of these methods is to investigate
the solution space efficiently and to provide useful solutions close to the optimal
solution expeditiously. One of the heuristic methods that can be used to solve
vehicle routing problems is also SA, first applied with success on the Ising spin
glass problem by Kirkpatrick et al. (1983). It is the algorithmic counterpart to this
physical annealing process, using the well-known Metropolis algorithm as its inner
loop (Johnson et al. 1989). This method has an extensive use in solving advanced
optimization problems similar to other metaheuristic algorithms.

The basic of the algorithm is derived from the solid annealing principle. The
first step of the method consists of “melting” the system at a high and efficient
temperature. When it is heated, an internal particle of solid rise into disordered
shape with the high temperature. At the second step, the temperature of the system is
reduced until there is no change. At each temperature, particles reach an equilibrium
state. At the last, the temperature reaches the ground state in the room and then
internal energy is reduced to the minimum (Lin and Fei 2012). The method has
four parameters: the initial temperature, the number of solutions to be produced at
each temperature, the temperature reduction function, and the stop criterion. The SA
based solution algorithm is given as follows in Table 1 which includes Pseudo-Code
and the values of the run parameters in detail.
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Table 1 The SA based solution algorithm with proposed CO2 emission model

// Problem Definition
// Inputs
[ Read Problem ]

1- n customers with position coordinates and demand
2- m vehicles with capacity
3- one depot with position coordinates

// Select Cost Function (Given in Mathematical Definitions)
Cost Function-1 // Bozuekri and Alaoui (2014) Model
Cost Function-2 // Proposed Model-1
Cost Function-3 // Proposed Model-2
// Simulated Annealing Parameters
MaxIt = 1200 // Maximum Number of Iterations
MaxIt2 = 80 // Maximum Number of Inner Iterations
T0 = 100 // Initial Temperature
Alpha = 0.98 // Cooling ratio
// Initialization
// Create Initial Solution
solutionRandom = CreateRandomSolution(Inputs)

Cost, Solution = CostFunction(solutionRandom)
// Update Best Solution Ever Found

BestSol = Cost, Solution
// Array to Hold Best Cost Values

BestCostHistory = CreateZeroVector(MaxIt)
// Set Initial Temperature

T = T0
// Simulated Annealing Main Loop
for it = 1:MaxIt
for it2 = 1:MaxIt2

// Create Neighborhoods
newSolution = Shake(solutionRandom) // Create Neighbors
newCost, newSolution = CostFunction(newSolution) // Calculate Solutions Costs
if newCost<=Cost

// new is better, so it is accepted
solution = newSolution
Else

// new is not better, so it is accepted conditionally
delta = newCost-Cost
p = exp(-delta/T)
if rand<=p
solution = newSolution
End
End

(continued)
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Table 1 (continued)

// Update Best Solution
if Cost<=BestSolutionCost

BestSolution = newSolution
End
End
// Store Best Cost
BestCost[ it ] = BestSolutionCost
// Display Iteration Information
iterationNumber, BestCost

// Reduce Temperature
T = alpha*T

End
// Results
[ Outputs ]

1- Minimum Distance
2- Minimum CO2 (Xiao et al. 2012; Bouzekri and Alaoui 2014)
3- Minimum CO2 (Proposed Model)
4- Routes
5- Solution Graph
6- Performance Graph

5 Experimental Study

This section describes computational experiments obtained to investigate the per-
formance of the proposed model by using SA algorithm. The algorithm was coded
in MATLAB

®
and run on a computer with i7 2.9 GHz CPU and 8 GB RAM. In this

study, three models are used for the instances which are C1–C14 from Christofides
et al. (1979) and Set A–B–P from Augerat (1995) as CVRPs.

The investigated models are:

• Model 1: GVRP Model (Xiao et al. 2012; Bouzekri and Alaoui 2014)
• Model 2: Proposed GVRP Model
• Model 3: Convex Composition Model

First of all, in order to show the efficiency of the proposed G-VRP models, an
illustrative small example is given in below by Jaramillo (2011). The small instance
considers ten customers that will be served from a single depot and the usage of
two vehicles, each with a capacity of 12 tons, and a curb weight of 8 tons. Table 2
includes depot and customer locations coordinates, customer demands in tons, and
distances between locations in miles.

The results obtained for the sample data set detailed above are summarized in
Table 3. In addition, the graphics of solution performance and routes are combined
as in Fig. 2 for visualizing the small G-VRP’s best solutions from Model 3 in
Table 3.
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Table 2 Small VRP instance dataset (Jaramillo 2011)

Coordinates dij

L x y qij 0 1 2 3 4 5 6 7 8 9 10

0 15 6 0 0 84 75 90 23 59 57 42 33 100 74
1 85 54 2 0 50 43 61 61 39 43 61 23 81
2 90 4 2 0 89 54 89 66 42 72 73 111
3 56 87 3 0 74 38 34 63 57 31 48
4 37 15 1 0 51 40 18 25 79 71
5 24 65 2 0 24 50 27 63 21
6 46 54 3 0 30 25 46 46
7 53 24 3 0 30 62 71
8 26 38 2 0 71 45
9 86 77 4 0 78
10 8 80 1 0

According to results presented in Table 3, two CO2 emission calculation methods
are used for the comparison of the Models 1–3. One of them is developed by
Bouzekri and Alaoui (2014) and the other one is proposed by this study in Eq.
(12). In fact, Eq. (12) is also used as an objective function for the Model 2 and 3.
However, it is to be an emission calculation method that is used in Bouzekri and
Alaoui (2014) model (Model 1) within SA algorithm.

Computational results of the problems were compared using One-way ANOVA
and Tukey tests. The averages of the statistically significant results were tested with
the Tukey Test and the differences between the different models were investigated.
At first, the box-plot graphic is given for the small G-VRP example in Fig. 3 and
Differences between models were tested by one-way ANOVA that is given in Table
4. The hypotheses established for the analysis are presented below. H0 hypothesis
is that the averages of the models are equal to each other and, the H1 hypothesis is
that the averages of the models are not equal to each other and they are given Eqs.
(14 and 15).

H0 : μ1 = μ2 = μ3 (14)

H1 : μ1 �= μ2 �= μ3 (15)

According to the Table 4, the difference between the models for all parameters
is statistically significant for the small G-VRP problem. Before testing whether the
difference between the models is statistically significant, the Bartlett test was used
to test whether the variances of the models were homogeneous. The Bartlett’s test
results for the Small G-VRP problem are given in Table 5 .

H0 : σ1 = σ2 = σ3 (16)

H1 : σ1 �= σ2 �= σ3 (17)
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Fig. 2 The best solution for small G-VRP instance
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Fig. 3 Box-plot for the small G-VRP instance

As can be seen from Table 5, the hypothesis that the variances of the model for
distance, CO2_1, and CO2_2 are homogeneous is rejected. The hypothesis that the
variances are homogeneous for the solution time (Sol_Time) is accepted.
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Table 4 Results of one-way ANOVA

Problem name Parameter df1 df2 F value P(>F) alfa F-Crt H0

Small_G-VRP Distance 2 27 4.047 0.029 0.05 4.242 Rejecta

Small_G-VRP CO2_1 2 27 4.161 0.027 0.05 4.242 Rejecta

Small_G-VRP CO2_2 2 27 4.193 0.026 0.05 4.242 Rejecta

Small_G-VRP Sol_Time 2 27 11.195 0.000 0.05 4.242 Rejecta

aHypothesis was rejected significantly in two-tailed test at the 0.05 level

Table 5 Variance homogeneity test results (Bartlett test)

Problem Parameter df Chisq value P value alfa Chisq-crt H0

Small_G-VRP Distance 2 9.108 0.011 0.05 5.991 Rejecta

Small_G-VRP CO2_1 2 8.623 0.013 0.05 5.991 Rejecta

Small_G-VRP CO2_2 2 8.625 0.013 0.05 5.991 Rejecta

Small_G-VRP Sol_Time 2 4.243 0.12 0.05 5.991 Not reject
aHypothesis was rejected significantly in two-tailed test at the 0.05 level

In this study, the parameters of the SA algorithm, max # of iteration 1200, max
# of inner iteration 80, Initial temperature 100 and cooling ratio 0.99, are used on
the proposed method and each test instance is run 10 times and summarized with
the results of average values. About the test instances, Christofides et al. (1979) C1–
C14 datasets and Augerat (1995) Set A1–A3, B1–B3 and P1–P3 are used from and
their results are respectively given in Tables 6 and 7 which also show the emission
savings (kg).

When the SA solutions given in Tables 6 and 7 which are examined, there is
no difference between solution times in terms of absolute differences. However,
when examined from the point of view of CO2 emissions and distances, there is a
difference between the absolute differences. In Table 6, 9 of the 14 problems with
Model 3, 3 of them with Model 2 and 2 of them with Model 1 are superior to CO2
emissions. Then, the following solutions are compared in terms of distances: ten of
them with Model 3, three of them with Model 2 and one of them with Model 1 are
better. Similarly, the absolute differences in terms of CO2 emissions are shown in
Table 7, where four of nine problems with Model 3, three of them with Model 2
and two of them with Model 1 were better solutions for nine problems in Augerat
(1995) dataset. In the same way, when absolute differences are compared in terms
of distances, it is seen that six of them with Model 3, two of them with Model 1 and
one of them with Model 1 have better solutions, respectively.

The “t-test” is used to check whether the difference between the models’
averages is statistically significant. The hypothesizes are given below and the results
presented in Table 8.

H0 : μ1 = μ2 (18)

H1 : μ1 �= μ2 (19)
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According to the test results, the hypothesis that the mean values of objective
functions are equal for distance, CO2_1, CO2_2 for Model 1 and Model 2, and
Model 2 and Model 3 is accepted. On the other hand, the difference between Model
1 and Model 3 for these three objective functions was found to be statistically
significant at the 5% significance level for the two-tailed test. The difference
between Model 1and Model 3, and Model 2 and Model 3 for solution time is
found to be statistically significant at the 5% significance level and two-tailed
test. The H0 hypothesis cannot be rejected for the difference between Model 1
and Model 2. Consequently, the proposed G-VRP model is statistically significant
and has more efficient solutions. In addition, it can be predicted that it provides
some opportunities for challenges on the green supply chain and encourages the
researchers and industrial practitioners.

6 Conclusions and Further Research

The results of the research conducted were analyzed in terms of absolute differences
and statistical analysis. Two alternative models are proposed in the literature. The
Model 1 based on the literature is obtained by adding the effect of fuel consumption
as an extension of Model 2 from the proposed models. The Model 3 is obtained by
convex composition of two objective functions based on distance minimization with
Model 2.

The C1–C14 instances from Christofides et al. (1979) and set A, B and P
instances from Augerat (1995) were solved with SA algorithm. Each problem was
run 10 times and the best, worst and average solutions were summarized. The results
are compared with other solutions in the literature especially Bouzekri and Alaoui
(2014) solutions.

The solutions of Model 1, Model 2 and Model 3 with SA were statistically
analyzed in detail with absolute values. In absolute difference analysis, a total of
23 problems were compared with respect to CO2 emissions. Thirteen of them with
Model 3, 6 of them with Model 2 and 4 of them with Model 1 were better solutions.
About the total distances, 16 of them with Model 3, 4 of them with Model 2 and 3
of them with Model 1 were the best solutions.

In this study, the analysis was made using theoretical VRP test problems.
However, the proposed model for G-VRP is tried to be solved depending on vehicle
load and total distance relation. It is our expectation that this objective function is
considered to provide a more efficient CO2 emission minimization on real industrial
problems and the proposed models are suggested to address green thinking to
the researchers. As a further research, the load effect of these models in real life
problems, such as slope, altitude, load intensity, etc can be applied as different
extensions of G-VRP.
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Ene, S., Küçükoğlu, I., Aksoy, A., & Öztürk, N. (2016). A hybrid metaheuristic algorithm for
the green vehicle routing problem with a heterogeneous fleet. International Journal of Vehicle
Design, 71(1–4), 75–102.
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Development of a Web-Based Decision
Support System for Strategic and Tactical
Sustainable Fleet Management Problems
in Intermodal Transportation Networks

Adil Baykasoğlu, Kemal Subulan, A. Serdar Taşan, Nurhan Dudaklı,
Murat Turan, Erdin Çelik, and Özgür Ülker

1 Introduction

In recent years, modeling and solving fleet management problems in intermodal
transportation networks have received an increasing attention by both researchers
and practitioners in the global logistics sector. On the other hand, there are
still a few papers on intermodal fleet management problems when compared to
unimodal transportation systems. The fleet management problems need to be solved
by handling various complex decisions concurrently such as transportation mode
selection, load allocation, outsourcing, type and frequency of maritime and railway
transportation services, empty vehicle repositioning, fleet allocation/relocation, fleet
expansion/reduction decisions etc. which make the fleet management systems much
more complex in intermodal transportation environments. In fact, fleet planning
should be addressed in an integrated way with transportation mode selection,
load planning, vehicle routing, periodic vehicle inventory control, Ro-Ro and train
scheduling and empty vehicle repositioning issues. For this reason, fleet manage-
ment problems are much more complicated in intermodal transportation systems
than unimodal road freight transport which considers only trucking part of the over-
all transportation system. However, existing studies in the current literature handled
these aforementioned problems in a separated way (Baykasoğlu and Subulan 2016;
Baykasoğlu et al. 2015). Furthermore, empty vehicle repositioning problem should
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also be covered by the fleet management tools because of its positive effects on
increases in customer service level by decreasing the awaiting time. Unfortunately,
there is a lack of studies on dynamic positioning and repositioning problems of
multiple assets or resources such as trucks, trailers, containers etc. Moreover,
simultaneous planning of these multiple resources and integration of backward
flows (empty truck repositions) into forward flows (loaded truck movements) will
provide significant time saving and cost reduction. Additionally, multi-objective
intermodal fleet management which considers trade-offs among the cost, time
and environmental aspects may also find more research merit (SteadieSeifi et al.
2014). Real-life intermodal fleet management systems may be full of uncertainties
such as random freight demands, fuzzy transport capacities, fuzzy transit times
etc. Therefore, coping with these uncertainties such as stochasticity, dynamism
and fuzziness related to the elements of an intermodal transportation system can
be seen as the other major research challenges. According to a comprehensive
literature survey on decision support models in intermodal freight transportation
(Caris et al. 2013), there is still a lack of studies in the literature which utilized
advanced operations research and artificial intelligence techniques into a DSS for
intermodal fleet management problems. It was also emphasized by Schorpp (2011)
that application of a computer-based dynamic planning of a DSS can provide
potential savings in empty travelled distance and delay for international freight
transportation. Moreover, it should be noted here that most of the available studies
in the literature concentrated on developing DSS for only single mode or unimodal
fleet management. For the last decade, because of increasing attention to intermodal
transportation, DSS for intermodal fleet management problems have become an
attractive research topic and may provide future opportunities for the researchers.
Besides, many available DSS have just cover one of the strategic, tactical or
operational fleet management decisions of single decision maker. However, it is
needed to develop a DSS which covers various time horizons and integrates several
fleet management problems under responsibility of multiple decision makers.

Based on these motivations, this paper presents a web-based DSS including a
fuzzy-stochastic mathematical programming model for intermodal fleet manage-
ment system of a large-scaled international logistics company in Turkey. In addition
to determine fleet sizing and composition issues, transportation mode selection,
load planning, outsourcing, fleet allocation, fleet expansion/reduction, empty truck
repositioning, vehicle inventory control etc. are also incorporated into different
modules of the proposed DSS. Apart from the literature, both of the import and
export load flows are taken into account while satisfying the stochastic freight
demands of the customers. Transportation planning of multiple assets such as trucks,
trailers, Ro-Ro vessels and block trains is also included for performing importation
and exportation transport operations. Additionally, fuzziness embedded in marine
and railway transport capacities, transit times, vehicle availabilities, cost values
etc. are also incorporated into the proposed DSS for handling different types of
uncertainties simultaneously. Finally, it is able to generate sustainable fleet and
freight plans by making use of the proposed DSS since inclusion of economic, time
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and environmental oriented objectives. In other words, compromise solutions can be
produced with respect to transport cost, transit time and CO2 emission objectives.
To the best of our knowledge, there is no similar DSS which integrates several
strategic and tactical level intermodal fleet management problems of different
decision makers.

The remainder part of this paper is organized as follows. In Sect. 2, a compre-
hensive literature review on developing optimization-based DSS for fleet planning
issues in transportation systems is given. Section 3 presents the details of intermodal
fleet management with its relevant sub-problems. Framework and main components
of the proposed DSS are described in Sect. 4. In this section, development phases of
a fuzzy-stochastic mathematical programming model and database integration are
also included. In Sect. 5, the proposed DSS is implemented on a real world case
study of a large-scaled international logistics company. Moreover, web-based user
interface for visualization of different fleet management modules is also presented.
Finally, conclusions and future researches are discussed in Sect. 6.

2 Previous Related Work

This section presents a brief summary of the former researches on development of
optimization-based DSS for fleet planning issues in transportation environments.

First attempt at developing a DSS was performed by Avramovich et al. (1982)
based on a large scaled linear programming model for fleet management and
configuration of a truck transportation company in North America. In addition to
improve timeliness of the planning process and manpower savings, their proposed
DSS increased the profitability of the company and quality of fleet decisions. After
this research, Wayne (1988) developed a DSS framework for military vehicle fleet
management in order to provide cost effectiveness in transportation operations.
Saidane (2007) developed a fleet DSS to improve the management and control of a
military tracked and wheeled vehicles. Moreover, object-oriented analysis can also
be carried out within the DSS for vehicle assignment, maintenance, retirement and
inquiry issues. Couillard (1993) utilized a multi-criteria decision making approach
and a stochastic programming model for developing a DSS to solve vehicle fleet
planning problem including fleet size and mix decisions.

Basnet et al. (1996) developed a DSS which is named as FleetManager for
milk tanker routing in New Zealand dairy industry. In order to generate tanker
routes, sweep algorithm was used to form supplier clusters and allocation of these
clusters to the tankers according their capacity. Then, sequence of the suppliers
which minimizes the travelled distance was achieved by applying farthest insertion
algorithm. Another optimization-based DSS was proposed by Fagerholt (2004)
to solve vessel fleet scheduling problem of industrial shipping companies. The
proposed DSS incorporates a user-friendly graphical interface and an optimization
routine composed of insertion heuristic and hybrid local search algorithms. An
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interactive DSS based on a two-stage exact solution methodology was proposed
by Ruiz et al. (2004) to a real-life vehicle routing problem with heterogeneous fleet
of trucks. In the first stage, all of the feasible routes were generated via an implicit
enumeration algorithm whereas the best set of routes were selected in the second
stage by using an integer programming model. Another interactive optimization-
based DSS was developed by Fagerholt et al. (2007) for routing and scheduling of
Ro-Ro vessels and determining fleet size/mix decisions. They also took into account
negotiation between the DSS and user in the bidding process.

A DSS based on a maximal expected coverage location model was presented
by Repede (1994) in order to determine the size of ambulance fleet and allocation
and relocation of ambulances within their service area. Andersson (2005) developed
decision support tools for dynamic fleet management problems with real-world
applications in airline planning and ambulance logistics. In the first application,
the proposed DSS was based on a multi-commodity network flow model with side
constraints. As the solution methodology, column generation algorithm and path
relinking meta-heuristic were applied for generating aircraft fleet scheduling. In the
latter DSS, a simulation model was developed for dispatching and relocating the
ambulances dynamically (Andersson and Värbrand 2007). A stochastic dynamic
programming model based DSS was developed by El-Din et al. (2015) for auto-
matically planning of aircraft fleet capacity. Indeed, it was intended to determine
optimal fleet scheduling decisions related to purchasing, leasing and disposing of
the aircrafts over a planning horizon.

Matsatsinis (2004) developed a DSS which uses heuristic algorithms for dynamic
routing and scheduling of a heterogeneous vehicle fleet in a Greek concrete
distribution company. Zografos and Androutsopoulos (2008) presented a GIS-based
DSS for an integrated problem which combines distribution of hazardous materials
by a fleet of trucks, truck routing and appropriate deployment of emergency service
units for quick response. In the solution phase, two integer programming models
were incorporated into DSS for truck routing and emergency response unit location
problems and solved by a Lagrange relaxation heuristic algorithm.

A heuristic-based DSS which includes depot and fleet management issues was
presented by Jang et al. (2008) to locate depots, design sectors, vehicle routes
and fleet configuration of a transportation network in Missouri. They formulated
a mathematical program for fleet configuration and scheduling which aims at
serving routes with minimum number of vehicles. A three-phase optimization-
trend-simulation decision support system was presented by Kek et al. (2009) for
vehicle fleet in a car sharing system which aims at allocating the staff resource
by minimizing the vehicle relocation costs. Due to the unbalanced import/export
freight demands, Bandeira et al. (2009) proposed a network optimization-based
DSS for distribution of empty and loaded containers in an intermodal logistics
network. After decomposing the integrated network model into two sub-models,
they first formulated an integer program as a static model in order to handle
transshipment and allocation of empty/loaded containers. Then, a dynamic model
based on heuristic methods was also formulated for prioritizing the loaded container
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demands and dispatching empty containers. A combined Monte Carlo simulation
and mathematical programming based DSS was developed by Fagerholt et al. (2010)
for strategic planning decisions, i.e., fleet size and mix, contract analysis etc. in
maritime transportation system of a Norwegian shipping company.

Santos et al. (2011) offered a web-based spatial decision support system for
multiple vehicle routing problems by using Google Maps. Since the NP-hard nature
of the problem, they applied hybridization of a heuristic and ant-colony metaheuris-
tic algorithm by considering the fleet capacity and shift time limitations. Because
of the dynamic traffic conditions and variability in travel times, Grzybowska and
Barceló (2012) focused on real-time fleet management by making use of a DSS
depending on pickup/delivery vehicle routing with time windows and dynamic
traffic simulation models. Polo et al. (2014) presented a DSS for vehicle fleet
management based on Terrestrial Trunked Radio (TETRA) terminals geolocations.
By using a popular metaheuristic algorithm, i.e., Particle Swarm Optimization
(PSO), it was aimed to achieve the best distribution of vehicle fleet on the territory in
case of multiple requests received by a control center. Inghels et al. (2016) presented
a dynamic tactical planning model which also includes optimal number and mix
of ships in a fleet for service network design problem of a multimodal municipal
solid waste transport. Hill and Böse (2017) presented a DSS which is able to reduce
truck waiting time, traffic congestion and air pollution of an integrated resource
planning and truck routing problem. A web-based DSS was developed by Müller
and Tierney (2017) for a liner shipping fleet repositioning problem. First, a mixed-
integer programming formulation of the problem was proposed with time window
constraints, then a simulated annealing algorithm was employed to achieve the
near-optimal solutions. A mathematical programming model was also presented
by Martínez-López et al. (2018) for sustainable optimization of container vessel
fleets in intermodal transportation networks. In fact, they aimed to achieve the best
container vessel fleets options.

Based on the previous papers, following research contributions are made in this
paper. A web-based DSS was presented for a real-life intermodal fleet planning
problem of a large-scaled international logistics company. Apart from the available
studies in the literature, the proposed DSS based on a fuzzy-stochastic mathematical
program which provides the simultaneous optimization of several interactive fleet
planning problems such as freight or load planning, fleet sizing/composition,
fleet deployment, vehicle inventory management, fleet expansion/reduction, empty
vehicle repositioning etc. Moreover, sustainability objectives, multiple types of
resources (trucks, trailers, Ro-Ro vessels and trains) and different types of uncer-
tainties were also taken into account.

Finally, reviewed articles dealing with the intermodal freight transportation
are categorized with respect to problem/modelling features in Table 1. In fact,
fleet sizing/composition, empty repositioning, routing and scheduling issues in
intermodal transportation are also considered by this table.
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3 Overview of Intermodal Fleet Management

International logistics companies generally offer numerous transportation solutions
and services to its customers involving direct road freight transport, combined
marine-road transport and intermodal transportation due to some criteria such as
transit time, tonnage limitations and product characteristics etc. In direct road freight
transportation option, loads are transferred from origin to the consolidation centers
of these companies via highways and delivered again from these centers to the
final destinations. Moreover, import and export freight transportation operations
are generally carried out simultaneously in most of the real-life settings. For this
reason, importation of the loads can begin with the transfer of the loads to the
consolidation centers via highways for further transportation and then delivered to
the relevant origins. Furthermore, the combined marine and road freight transport
integrates two different transportation modes and serves as an alternative option
for particularly high tonnage products since the tonnage limitations imposed in
many countries. Firstly, the loads are transferred from the origins to the seaports
by Ro-Ro vessels and then delivered from these ports to the relevant destinations
via highways. Finally, intermodal is a transportation model wherein three distinct
means of transport are utilized, i.e., maritime, railway and road freight transports.
Intermodal transportation aims at transferring loads from one location to another
in a most effective, punctual, affordable and environment-friendly manner. In
intermodal transportation, trailers or containers arriving by Ro-Ro vessels are
loaded to block trains at the seaports and then transferred to the rail stations and
finally delivered to the destinations by road freight transport. A featured intermodal
transportation service provides lots of advantages to the company such as timely
delivery, cost effectiveness and environmental awareness. The configuration of
intermodal logistics network for the examined multi-objective, multiple resource
and multi-period intermodal fleet management problem can be given as depicted
in Fig. 1. At most of the seaports or railway stations, block trains and Ro-Ro
vessels arrive and depart in accordance with a fixed time schedule. The intermediate
transshipments are also possible for both marine and rail transportation services
based on the consolidation concept. In detail, some loads can be unloaded from
the Ro-Ro vessel at a transshipment seaport and then shipped to the destination
via road freight transport. Similarly, some extra loads can be loaded to the Ro-Ro
vessel at a transshipment seaport and then transferred to origins by Ro-Ro vessels.
In other words, intermediate stops may exist in marine transportation. Additionally,
some loads can also be exchanged between rail stations which correspond to rail-
rail exchange. In fact, some trailers can be unloaded from a block train at a
transshipment rail station and loaded to a public train which operates on a different
rail line.

The remaining trailers are delivered to the destinations via road freight transport.
On the other hand, exchange operations may increase transit time and transport
costs of the intermodal transportation system. For this reason, they should be
performed rapidly and efficiently (Baykasoğlu and Subulan 2016). In the light
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Fig. 1 Intermodal logistics network configuration of a logistics company

of these information, determining the appropriate fleet size and composition of
different kinds of resources is an essential problem encountered by the logistics
companies while realizing international transportation services for both importation
and exportation. In addition to fleet sizing, heterogeneous fleets are more common
for these resources because of the different license plates of trucks and various
types of trailers. When the fleet capacity of the companies is insufficient for
satisfying the customers’ freight demands, outsourcing option may be possible
in road, marine and railway transportation services. For instance, companies may
outsource the Ro-Ro vessels of the other logistics service providers and use the
public train services instead of fixed-schedule block trains. Moreover, additional
trucks and trailers can be hired in road freight transportation. Thus, outsourcing
decisions may also affect the supplier selection and contracting processes. However,
allocation of these resources (fleet allocation) to the hubs, routes and demand points
is the other important issue. Because, effective and efficient fleet allocation can
also decrease the empty or free movements. Actually, all of these fleet planning
activities can be performed after determining the load plans. For this reason,
multi-mode load planning which involves the transportation mode and service type
(Standard, express and super-express) selection, load allocation to different modes
of transport, frequency of the Ro-Ro vessel cruises and block train trips, intermodal
route selection, outsourcing etc. should be first accomplished. Furthermore, empty
vehicle repositioning issues may also arise due to the imbalance between the
import and export transport operations within the same time period. Besides,
difference between the fleet size and vehicle inventory at the time-space logistics
network may also cause extra empty vehicle repositions. Actually, there is a strong
interaction among fleet sizing, fleet allocation, vehicle inventory and empty vehicle
repositioning issues. In detail, fleet allocation and vehicle inventories on the logistics
network may affect the empty flows and this is also significantly connected with
fleet size optimization. It should be noted here that fleet sizing and composition are
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highly related to the load plans and loaded vehicle movements. In addition to all of
these, fleet capacity expansion/reduction decisions may come out according to the
increases in freight demands of the customers and business volume of the logistics
companies. Fleet expansion/reduction decisions may also influence the company
budget for investment on new resources and these decisions can also be overcome
by using the outsourcing options. Finally, all of the aforementioned issues constitute
the intermodal fleet management problems and inappropriate fleet and freight plans
may cause significant financial losses and decreases in customer service level.
For better understanding, intermodal fleet management incorporates the following
strategic, tactical and operational planning decisions (Dejax and Crainic 1987; Imai
and Rivera 2001; Macharis and Bontekoning 2004; Caris et al. 2013; Herrera et al.
2017):

Strategic Fleet Planning Decisions
– Fleet sizing and composition of resources (Trucks, trailers, Ro-Ro vessels, trains

etc.),
– Fleet expansion (purchasing new trucks/trailers) and fleet reduction decisions

(sales of second-hand trucks/trailers).

Tactical Fleet Planning Decisions
– Intermodal freight transportation planning (multi-mode load planning),
– Loaded movements, resource allocations to different transportation modes and

routes,
– Transportation mode and service type selection,
– Outsourcing alternatives for maritime and railway transportation services,
– Periodic resource inventories on the intermodal logistics network.

Operational Fleet Planning Decisions
– Empty truck/trailer repositioning problems,
– Load consolidation at transshipment seaports or rail stations,
– Truck routing and scheduling of block trains and Ro-Ro vessels.

In intermodal transportation, handling all the above fleet planning decisions
simultaneously makes the fleet management much more complex than unimodal
transportation systems. This is because all of these decisions should be undertaken
in an integrated manner because of the high interaction among them. Moreover,
intermodal fleet planning is composed of various sub-problems at different levels
and also incorporates the decisions under the responsibility of more than one deci-
sion maker. These are the other vital reasons which cause complexity in intermodal
fleet management. Based on these motivations, development of optimization-based
DSS is needed to support the decision making processes in intermodal fleet
planning. By making use of such a DSS, logistics companies may achieve optimal
fleet size and allocation and minimal empty flows. In addition to possible cost and
transit time reduction, logistics companies may also have environmental friendly
freight and fleet plans.
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4 Decision Support System Methodology

4.1 Framework and Main Components of the Proposed DSS

In this section, a web-based DSS based on a fuzzy-stochastic mathematical pro-
gramming model is introduced for a multi-objective, multi-resource and multi-
period intermodal fleet planning problem. As highly recommended by the existing
studies in the literature (Macharis and Bontekoning 2004; Caris et al. 2008, 2013;
SteadieSeifi et al. 2014; Baykasoğlu and Subulan 2016), development of a DSS is
quite needed to support the strategic, tactical and operational level fleet planning
activities of different actors/players in intermodal transportation. For this reason, an
architecture for the proposed DSS which incorporates a holistic optimization model
is presented in Fig. 2. Similar to the other decision support systems, the proposed
DSS consists of four main components.

1. Model component: This modeling and optimization component includes a mixed-
integer mathematical programming (MIP) model of the examined intermodal
fleet planning problem and the relevant fuzzy and stochastic model versions and

Fig. 2 Framework and components of the proposed decision support system for intermodal fleet
management
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their solution approaches for transforming the fuzzy-stochastic models into the
crisp equivalent form. Briefly, while developing the deterministic MIP model,
there are four substantial model development phases. In detail, multi-mode load
planning or intermodal freight transportation planning model is first formulated
afterwards extended by incorporating the fleet sizing and composition, loaded
and empty vehicle movements, vehicle inventories on the logistics network
and fleet expansion/reduction decisions. The internet integration of MIP model
was accomplished by connections between LINGO optimization software and
ASP.NET by using DLL libraries in LINGO 15.0 (Lindo Systems Inc. 2016).
Moreover, MVC (Model View Controller) was also used as a software architec-
tural pattern to implement the web-based user interface.

2. Decision component: This component is able to present various alternative
solutions to the company experts for freight and fleet planning activities under
different uncertainty levels and risk attitudes. This component is also needed
for obtaining just cost-oriented, customer-focused or environmental friendly fleet
plans and also compromise plans for these conflicting objectives. Furthermore,
it also contains risk analysis which can generate risky and risk-free fleet plans in
accordance with different feasibility degrees of model constraints under various
stochastic freight demand scenarios.

3. Data component: This component incorporates a database and information com-
munication technology which collect, store and process the crisp and imprecise
data as inputs of the mathematical programming model. This component also
maintains necessary subjective information (pessimistic, most likely and opti-
mistic values of fuzzy inputs) from the company experts, external information
from the intermodal transportation environment and organizational information
from the logistics company’s database and data warehouses.

4. User interface: This part is required for direct contract with end users. In other
words, effective and efficient usage and operation of a DSS by the users can
be achieved by this component. The web-based user interface of the proposed
DSS is designed by using .Net and C# programming languages on Microsoft
Visual Studio which is an integrated development environment. For graphical
reports and documents, DevExpress which builds highly configurable and well-
designed user interface controls is utilized. The graphical user interface of
the proposed DSS is able to visualize freight/fleet plans, load/fleet allocations,
monthly business volumes and trips of Ro-Ro vessels/block trains on a web-
based platform.

4.2 Development of a Fuzzy-Stochastic Mixed-Integer
Programming Model

Variability in freight demands, transit times and disruptions can be specified as the
main sources of uncertainty in intermodal transportation systems. Therefore, other
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major research challenge is to overcome these uncertainties such as stochasticity,
dynamism and fuzziness related to the elements of an intermodal transportation
system (stochastic transport demands, fuzzy transit times, mode capacities etc.).
Thus, monthly import/export freight demands of the customers cannot be exactly
known and may be considered as stochastic parameters since they have randomness
in nature. This paper ensures that total amounts of freights transferred by different
modes of transport should meet the random freight demands which are represented
by independent continuous random variables with cumulative distributions. The
amounts of import/export freight demands of the customers are assumed to fit
a normal distribution. Finally, construction of a chance-constrained stochastic
program is performed by making use of some private functions in LINGO 15.0
optimization software so as to identify random variables, declare probability
distribution functions, set sample size, assign probabilistic constraints to chance
constraint sets. Additionally, due to the epistemic uncertainty which is resulted from
unavailability or incompleteness of the historical and insufficient data, transporta-
tion cost parameters, capacities of marine and rail transports, transit times, number
of working days at each month, resource availabilities, CO2 emission values of
different transport modes etc. can also be stated as fuzzy parameters and described
by possibility distributions. In other words, these parameters can be represented
by triangular fuzzy numbers in which pessimistic, most likely and optimistic
values are specified by company experts. Due to this fact that, we proposed a
holistic optimization model by formulating a fuzzy and stochastic mixed-integer
program for the examined multi-objective, multi-stage, multi-resource, multi-period
intermodal fleet planning problem with strategic and tactical level decisions.
Afterwards, different types of uncertainties, i.e., randomness and fuzziness, can
also be taken into account by the proposed model concurrently. Because, real-life
intermodal fleet planning problems may involve different types of uncertainties
simultaneously. For this reason, the joint usage of stochastic programming and
fuzzy mathematical programming techniques is required to solve this kind of
problems. In this study, chance-constrained stochastic programming approach is
employed in order to handle the uncertainty of freight demands. Furthermore,
a popular fuzzy mathematical programming approach, i.e., interactive resolution
method of Jimenez et al. (2007) is selected from the literature so as to deal with the
fuzzy model parameters. In detail, this resolution method is used to transform the
proposed fuzzy model into the crisp equivalent form. The most important reason
for choosing this method is that one can achieve in a computationally efficient way
of solving possibilistic programming problems with its linearity and without any
increment in the objective functions and inequality constraints. In other words, it
preserves linearity and model dimension will not increase after the transformation
process. Furthermore, this method is able to provide feasible solutions in various
degrees of feasibility. Thus, it can present α-acceptable fuzzy efficient solutions
which make possible to handle various uncertainty levels. In addition, the fuzzy
efficient decision is made iteratively with the participation of the decision makers.
Moreover, the decision maker may also have extra information about the risk of
violation related to the model constraints. In general, the bigger the feasibility
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degree is, the worst the objective function value will be. In addition to minimize the
overall transportation costs, the proposed model also aims at optimizing total transit
time and environmental impact resulted from CO2 emitted by different modes of
transport. It is targeted to achieve maximal customer satisfaction or service level by
minimizing the total transit times. Alternatively, the amount of total CO2 emissions
resulting from the usage of different transportation modes is also minimized to
provide an environmental conscious fleet and freight plans. In order to handle
these conflicting objectives simultaneously and obtain compromise solutions, a
weighted additive fuzzy goal programming approach is applied. The constraints of
the proposed fuzzy-stochastic model can be listed as follows:

• Multi-mode load planning constraints

– Stochastic freight demand satisfaction constraints
– Maritime transportation capacity constraints and balance equations
– Railway transportation capacity and conservation of flow constraints

• Fleet sizing and composition constraints

– Constraints for relationship between load plans and loaded vehicle movements
– Constraints related to fleet sizing and composition of multiple resources
– Logical constraints for relationship between loaded truck movements and fleet

sizes

• Empty vehicle repositioning constraints

– Constraints for empty flows resulted from the imbalance of import/export load
quantities within the same time period

– Constraints for empty flows resulted from the difference between loaded
vehicle movements in the successive time periods

• Constraints of vehicle inventory on the intermodal logistics network

– Periodic inventory constraints of different resources
– Constraints for relationship between vehicle inventory levels and fleet sizes
– Constraints for idle vehicles awaiting at hubs, seaports, rail stations etc.
– Constraints of new vehicle purchasing and sales of second-hand vehicles

To the best of our knowledge, there is no a similar fleet planning model in the
literature which is studied through this paper. The mathematical nomenclature and
formulation of the proposed fuzzy-stochastic model can be accessed by the link
in Appendix 1. Some of the dataset of a real-life application in an international
logistics company can be accessed at the link in Appendix 2. The simplified LINGO
15.0 code of the proposed model can also be retrieved by the link in Appendix 3.
For more details on the mathematical model development refer to the following
references (Baykasoğlu et al. 2015; Dudaklı et al. 2015; Baykasoğlu and Subulan
2016, 2017).
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4.3 Data Modelling and Database Integration

In the data component of the proposed DSS, Oracle Database which is an object-
relational database management system is utilized. The schema of database consists
of four main tables named as “Upload”, “Entities”, “Enums” and “Run information”
and shown by Fig. 3. All of the relavent data for each month in intermodal fleet
planning is defined on “Entities” table. For representing the data types in “Entities”
table, “Enum” table is constructed.

All of the model outputs for the fleet and freight plans such as the objective
function values, lower bounds of these objectives, load and fleet sizing quantities
etc. were included in “Run information” table. Finally, all of the input data related
to the specific solution requests (Model type: deterministic, fuzzy, stochastic or
fuzzy-stochastic; number of samples and probability values for stochastic pro-
gram, feasibility degree-α for fuzzy mathematical program etc.) were involved by
“Upload” table.

The unified modeling language (UML) class diagrams for the database and all
inputs-outputs of the proposed DSS are also depicted in Fig. 4. As mentioned
previously, LINGO codes of the proposed mathematical models were run over
C# by making use its own of DLL libraries and scripts. The LINGO scripts
would be terminated when the termination criteria such as maximum run time,
threshold for optimality gap etc. were satisfied. Then, the model outputs were
obtained on different Excel spreadsheets. In order to provide graphs and output
tables dynamically into these spreadsheets, an Excel macro was written. These
Excel spreadsheets were also stored as a BLOB (Binary large object) data type
on the database. The Excel macros were run over C# via Microsoft Office Interop
Excel library. For the connection among Oracle Database and C#, object-oriented
matching was utilized instead of SQL queries. When the hardware requirements
of the DSS were evaluated, Windows server 2012 R2 64-bit was prepared for
solution of the fuzzy-stochastic program since LINGO 15.0 has a 64-bit operating

Fig. 3 Names of the user tables in Oracle Database
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Fig. 4 UML class diagrams for database, inputs and outputs of the DSS

system. The organized virtual machine has a RAM of 8 GB, 2.4 GHz Core i5
processor and 80 GB hard disk. Actually, fuzzy-stochastic programming model
required approximately 8 GB memory whereas deterministic model needed only
4 GB memory.

5 Case Study: Implementation of DSS in an International
Logistics Company

The proposed DSS methodology has been implemented for solving the underlying
intermodal fleet management problems of a large-sized international logistics com-
pany in Turkey. The company is the fastest growing Logistics Corporation in Europe
with over 100,000 m2 of own warehouses and 1200 multinational employees. In
addition, it is listed among the pioneering suppliers of integrated logistics services
in both Turkey and Europe with its distribution centers with more than 450,000 m2

indoor areas in Turkey and a fleet of over 4000 trucks, trailers and containers. The
company provides intermodal transportation services and intercontinental logistics
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Fig. 5 User login screen of
the proposed “FILOPT” DSS

solutions by carrying thousands of containers full of materials, finished products,
industrial and consumer goods between Turkey and Europe (Ekol Logistics Inc.
2017). The users can access FILOPT DSS via an internet browser. In detail, it is
possible to login the system by entering user name and password over a website
portal hosted at quadronet.ekol.com. The user login screen designed for FILOPT
DSS is depicted in Fig. 5.

5.1 User Interface for Visualization of Different Fleet
Management Modules

The proposed FILOPT DSS has multiple fleet management modules which cor-
respond to different intermodal fleet planning problems under responsibility of
distinct decision makers. In other words, FILOPT has a modular structure that
it contains number of modules accessible via one login to the proposed DSS.
Actually, these modules are classified into seven categories namely optimization,
load planning, fleet planning, cost planning, empty flow planning, transit time
planning and environmental impacts according to the logistics company’s user
requirements and system functionalities. The web interface of the general menu
for FILOPT is depicted in Fig. 6. At the lower left corner of this menu, the basic
modules of FILOPT are listed.

5.2 Fleet Optimizer: Optimization Module

The first and most vital module can be called as fleet optimizer. Actually, this
module belongs to the model component of the proposed DSS. The screen details of

http://quadronet.ekol.com
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Fig. 6 The general menu and web interface of the proposed DSS with modular structure

the optimization module can be seen as shown by Fig. 7. First of all, the users should
upload the current fleet management data by choosing Excel spreadsheets. On the
other hand, these data may change over time. Therefore, due to the dynamic changes
in fleet management data such as the variation in freight demands, re-optimization
is needed and the models which are background of FILOPT should be rerun. After
uploading the data file, the user is able to select the model type according to his/her
preferences and some uncertainty conditions. For instance, the user may disregard
the uncertain data and thus can run the deterministic mixed-integer program.

Alternatively, the user may only take into account stochastic freight demands
by excluding fuzzy input data. In this case, chance-constrained stochastic program
should be run. Before running the model, number of samples and probabilities for
both import/export freight demands should be determined. Otherwise, by running
the fuzzy-stochastic programming model, one can handle both stochastic and
fuzzy parameters while generating the fleet plans. Before running fuzzy or fuzzy-
stochastic mathematical program, risk level which is related to the feasibility degree
of fuzzy constraints should be specified. By making use of this module, the user can
also adjust the desired percentage of optimality gap and maximum running time of
the model.
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Fig. 7 Optimization module: details and settings options of the fuzzy-stochastic mathematical
program

5.3 Multi-Mode Load Planning Module

In this module, effective transportation mode selection and periodic load allocation
to different transportation services are completed. In detail, composition of direct
road freight transport, combined marine-road transport, intermodal transportation
and outsourcing option is determined for importation and exportation operations
simultaneously. The objective is to find the least costly, less time consuming
and environmental friendly load plans on the intermodal logistics network. The
proposed mathematical programming model which only incorporates multi-mode
load planning decisions of this module can be found in (Baykasoğlu and Subulan
2016). First of all, aggregated freight demands or business volume of different
customer zones are evaluated in Fig. 8. It is clear that there is no significant
difference between importation/exportation operations.

Additionally, deviation of the monthly import/export freight demands of the
customers can be seen in Fig. 9. After evaluation of the business volume, the
optimization model was run and it was stated in Fig. 10 that a large portion of the
customer freight demands should be met by using intermodal transportation where
the railway transportation services are involved.

In fact, it is the most preferred transport option and also presents the most
appropriate way of freighting in terms of economic, customer satisfaction and envi-
ronmental issues. After transportation mode and transportation service selection,
import and export loads are allocated to the relevant seaports and rail stations as
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Fig. 8 Percentages of the annual import/export freight demands of the customer zones

Fig. 9 Variation of the monthly import/export freight demands or total business volume

depicted in Fig. 11 for transferring by trains and Ro-Ro vessels. Actually, the loads
allocated to rail stations are relatively larger quantities than the loads assigned
to the seaports. This means that intermodal freight transportation which includes
road-marine-railway transportation services was largely utilized than combined
marine-road freight transportation. It should also be mentioned here that allocated
export loads are generally higher than the imported ones. The allocation of these
loads to the company resources and outsourcing alternatives is also so vital under
capacity limitations and transit time goals. Figures 12 and 13 present the total
load allocations to the company resources such as Ro-Ro vessels, trucks and
trailers etc. and an external outsourced transportation alternative, respectively. The
variation of monthly usage rate of outsourcing option for import/export can also be
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Fig. 10 Usage rates of different transportation modes or route types

Fig. 11 Monthly import and export load allocations to rail stations and seaports

Fig. 12 Monthly loaded truck/trailer positions among different locations on the intermodal
logistics network
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Fig. 13 Monthly variation of the loaded truck/trailer positions performed by an external outsourc-
ing option

Fig. 14 Monthly variation of the outsourcing rate for import/export transportation operations

demonstrated as in Fig. 14. In fact, amounts of the loads shipped by an outsourcing
option will increase when the transit time objective is optimized.

It is clearly seen from Fig. 14 that outsourcing quantities in freight exportation
are relatively higher than importation operations at the beginning of the planning
horizon. On the other hand, usage ratios of outsourcing for import operations will
increase dramatically after a quarter of the year. Then, these outsourcing amounts
may be almost the same for import/export operations to the end of the planning
period.

In Fig. 15, monthly import and export loaded positions performed by company-
owned Ro-Ro vessels and other logistics service providers Ro-Ro vessels are
presented. Due to the cost disadvantage of an external Ro-Ro vessel, it is rarely used
for exportation operations. The detailed monthly Ro-Ro cruises among the different
seaports of Europe and Turkey are given in the following Fig. 16.



Development of a Web-Based Decision Support System for Strategic. . . 211

Fig. 15 Monthly import/export loaded trailer positions by company-owned Ro-Ro vessels

Fig. 16 Number of monthly cruises by company-owned Ro-Ro vessels on the maritime trans-
portation network
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Fig. 17 Monthly utilization rates of the company-owned Ro-Ro vessels operated between differ-
ent seaports

In addition to these loaded positions and cruise numbers of the Ro-Ro vessels,
utilization rates of the company owned Ro-Ro vessels on each marine link at each
month are determined as in Fig. 17. These rates are computed by dividing the total
number of monthly load units shipped by Ro-Ro vessels into the multiplication of
maximum number of monthly cruises and capacity of a Ro-Ro vessel. Since some
agreements on marine tariffs and weekly fixed schedules, there are lower/upper
bounds available on these rates.

Finally, import/export loaded positions by the other logistics service providers’
Ro-Ro vessels are shown by Fig. 18. Similarly, monthly import and export loaded
train positions performed by block train and public train services are presented in
Fig. 19. In fact, block train services have fixed timing schedules and full-than-train
load characteristic, i.e., chartering the whole capacity of a block train. Moreover,
some of the loads can be shipped by public trains which have less-than-train
load property and flexible time schedules. In other words, loads of the different
logistics companies can be shipped simultaneously by public trains and do not
require chartering the whole train capacity by the logistics company. The detailed
monthly block train trips among the different rail stations in Europe are given in
the following Fig. 20. There is a balance between the import and export block train
services at each month which fulfills the fixed scheduling limitations of block trains.
Moreover, loading/unloading operations for some freights at the transshipment rail
stations are also taken into account while calculating the number of block trains and
loaded positions by public trains. Finally, import/export loaded positions by public
trains on different rail lines are shown by Fig. 21. It should be noted here that load
planning in intermodal transportation may become more complex than unimodal
transportation systems due to the large amounts of freights, truck and trailer fleet
sizes, multiple time periods and high level of uncertainty. Besides, load plans for all
of the transportation modes should be optimized in an integrated manner instead of
optimizing each mode separately. As highlighted by Baykasoğlu et al. (2015), load
or intermodal freight transportation planning is one of the most vital problem since
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Fig. 18 Number of monthly cruises by other logistics service providers’ Ro-Ro vessels

Fig. 19 Monthly import/export loaded trailer positions by block and public train services
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Fig. 20 Number of monthly trips for block trains among different railway stations

influencing other planning decisions directly. Because, outputs of load planning are
used as inputs by all of the other fleet planning issues.

5.4 Fleet Planning Module

In this module, both truck and trailer fleet size optimization are carried out. Fleet size
of vehicles is determined for each month by considering loaded vehicle positions,
empty vehicle repositions, transit times, duration of a month in hours and vehicle
availabilities (List et al. 2003). In detail, quantities of loaded vehicle positions
can be obtained from the solution of multi-mode load planning. In addition to the
loaded vehicle movements, road-marine-rail transit times between the origin and
destination pairs, monthly duration, number of working days in each month, and
percent of time for vehicle availabilities are needed so as to determine appropriate
fleet size. The minimum number of required trucks at arcs (i, j) and (j, i) can
be calculated by the following mathematical formulas (1)–(2) (List et al. 2003;
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Fig. 21 Monthly import/export loaded positions by public trains on different rail lines

Baykasoğlu et al. 2015; Baykasoğlu and Subulan 2017):

T ruckij + T ruckji ≥ 2 ×
[

max
{
T imeij × Positionij , T imeji × Positionji

}

Period Length × T ruck Availability

]

= T imeij × Positionij + T imeji × Positionji + ∣∣T imeij × Positionij − T imeji × Positionji

∣∣
Period Length × T ruck Availability

(1)

Period Length = Number of working days × duration (in hours) (2)

The required number of empty truck repositions between the nodes i and j can be
determined by the following formulas (3)–(4):

Repositionji ≥ Positionij − Positionji − T ruckij (3)

Repositionij ≥ Positionji − Positionij − T ruckji (4)
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Finally, after fleet allocation and empty truck repositions, periodic truck invento-
ries at the end of the planning period can be formulated as in Eq. (5).

{
Inventoryi = T ruckij − Positionij + Positionji + Repositionji − Repositionij

Inventoryj = T ruckji − Positionji + Positionij + Repositionij − Repositionji

(5)

Moreover, fixed ownership costs of European/Turkish plates trucks and trailers
are also included. Composition of the truck fleet is also determined by considering
the different types of identification plates such as European and Turkish plates
vehicles. The monthly trailer and truck fleet size requirements are also depicted
in Figs. 22 and 23.

The fleet sizing results have shown that most of the European plates trucks should
operate between rail stations and customers in Europe. Furthermore, it can also be
emphasized that the total trailer fleet size has larger quantities than truck fleet size.

Fig. 22 Monthly trailer fleet size requirements on the overall intermodal logistics network

Fig. 23 The monthly truck fleet size requirements with different types of plates on the road
network
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Fig. 24 Periodic trailer inventories at the seaports in Turkey and all of the order countries in
Europe

The monthly variations of the truck and trailer fleet size requirements have similar
characteristics.

The large amount of truck fleet size composed of European plates trucks.
Finally, most of the trailers should be allocated to seaports in Turkey rather than
customers in Europe. In addition to fleet sizing and composition, this module also
covers the periodic truck/trailer inventories on the intermodal logistics network,
idle trucks/trailers awaiting at different locations and fleet expansion/reduction
decisions. The periodic trailer inventory levels on the different locations at the end
each month are demonstrated by Fig. 24.

In order to compute the truck inventories of any given node at the end of
each time period, initial truck inventory levels, outgoing loaded truck positions,
incoming loaded truck positions, internal/external empty truck repositions, new
truck purchases and sales of second-hand trucks are taken into account. The periodic
Turkish and European plates truck inventories on the different locations at the end
of each month are shown by Figs. 25 and 26, respectively. The truck inventory
levels at the customer zones and rail stations are comparatively higher than seaports.
Opposite to the unstable Turkish plates truck inventories, European plates truck
inventory levels have stable characteristic at the customer zones, seaports and rail
stations. Most of the European plates truck inventories will accumulate at the
customer zones and seaports to the end of the planning horizon. Moreover, it is
also possible to calculate the idle trucks/trailers awaiting at any given location by
subtracting the fleet size requirement of this node from its beginning inventory level.
In fact, truck sales tend to increase so as to balance the purchasing costs and decrease
the total transportation costs. The amounts of trailer purchases and sales can be seen
from the following Fig. 27. Trailer purchases will increase to the end of planning
horizon. According to Fig. 28, vast amounts of Turkish plates trucks should be sold
at the first time period.
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Fig. 25 Periodic Turkish plates truck inventories at different nodes on the intermodal logistics
network

Fig. 26 Periodic European plates truck inventories at different nodes on the intermodal logistics
network

Fig. 27 The amounts of monthly trailer purchases and sales
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Fig. 28 The amounts of monthly Turkish and European plates truck purchases and sales

After this month, sales/purchasing amounts of both European and Turkish plates
trucks will be in steady state. Moreover, purchasing/sales of trucks cannot be
performed simultaneously within the same month for any given location. Figure 28
presents just total ones.

5.5 Transportation Cost Planning Module

In order to improve the economic performance of the logistics companies, trans-
portation cost planning module was constructed. In detail, this module involves
a function of total transportation costs including costs of road, marine, railway
transports and outsourcing expenses. The road freight transportation cost is divided
into three categories, i.e., costs for loaded trucks, empty trucks and trucks with
empty trailers. The empty vehicle repositioning costs are defined for both trucks
and trailers. Moreover, fixed ownership costs of European/Turkish plates trucks and
trailers are taken into account for both active and idle resources. Marine transport
costs consist of cost of per transportation unit by company-owned or other logistics
service providers’ Ro-Ro vessels. Rail transport costs are defined based on per block
train trip and cost of per transportation unit by public trains. Finally, purchasing
costs for new trucks/trailers and revenues obtained from the sales of second hand
trucks/trailers are also included so as to determine periodic fleet expansion and
reduction decisions.

The variation of total monthly transportation costs is shown by Fig. 29. Addition-
ally, comparisons of cost components are made as in Fig. 30 which shows that fuel
oil, marine and railway transportation costs constitute large portion of the overall
annual transportation costs.
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Fig. 29 The variation of monthly overall transportation costs

Fig. 30 Comparison of the detailed transportation costs components

5.6 Empty Truck/Trailer Repositioning Planning Module

There are two different sources of empty flows namely internal and external
empty vehicle repositions. Due to the imbalance of import/export loaded vehicle
movements within the same month, a need for internal empty vehicle repositioning
occurs. An appropriate fleet size and allocation can provide minimal internal empty
vehicle repositions. These repositions can be performed between a pair of nodes
where loaded vehicle movements are available among these nodes. On the other
hand, due to the imbalance between export vehicle fleet size and vehicle inventories
in the consecutive time periods, a need for external vehicle repositioning may arise.
In detail, difference between outgoing vehicle fleet size from a node and the vehicle
inventory of this node at the beginning of the month can be satisfied by external
empty vehicle repositions. Opposite to internal empty vehicle repositioning, external
empty repositions can be performed between any given nodes where loaded vehicle
movements may not be possible.
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Fig. 31 Comparison of the empty truck and trailer repositions

In Fig. 31, total amount of mileages (km) by empty truck and trailer repositions
are presented. It is obvious that amounts of empty truck repositions are relatively
higher than the empty trailer repositions. Moreover, majority of the empty trailer
repositions are performed by European plates trucks within Europe. Due to the large
travel distances, there is no empty flows by Turkish plates trucks between Europe
and Turkey.

European plates empty trucks are generally repositioned between the railway
stations and final destinations or customers. It should also be noted here that
there are no empty truck or trailer repositions among the seaports themselves in
Turkey. Furthermore, most of the empty truck/trailer repositions will occur among
the customers themselves. Besides the large amounts of empty trailer repositions
by European plates trucks, some empty trailers are also repositioned by Turkish
plates trucks at the first quarter of the year. According to the company experts’
opinions, amount of empty vehicle repositions is at acceptable and stabile level
when compared to loaded vehicle positions as it is seen by Fig. 32. In addition

Fig. 32 Comparison of the monthly loaded positions and empty repositions
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Fig. 33 The amounts of monthly empty truck repositions

Fig. 34 The amounts of monthly empty trailer repositions

to mileages of empty flows, amounts of empty flows are also given in Figs. 33
and 34 in terms of reposition numbers for empty trucks and trailers, respectively.
While calculating the internal vehicle repositions, load/freight plans, loaded vehicle
positions and relevant fleet sizes are utilized. The relationship between loaded
vehicle positions and fleet sizes is also taken into consideration. On the other hand,
vehicle fleet sizes and periodic vehicle inventory levels are used to compute external
empty vehicle repositions. The relationship between fleet sizes and vehicle inventory
levels is also considered. For the transit time goal, repositioning times are included
in the objective function. Finally, cabotage limitations within Europe are also
handled for performing empty vehicle repositions by European and Turkish plates
trucks.
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5.7 Transit Time Planning Module

In order to provide on time delivery of loads to the destinations and satisfaction
of customer freight demands as soon as possible, minimization of total transit time
including loading/unloading times, travel times, times of consolidation operations,
customs clearance times and awaiting times at the terminals is also carried out.
Transit time objective was formulated by incorporating travel times of loaded
vehicle movements, combined marine and road freight transit times, intermodal
transit times, transfer times of outsourced services and empty vehicle repositioning
times. The variations of total monthly transit times are given in Fig. 35. It is obvious
that transit time values are steady throughout the planning horizon.

Moreover, the components of the transit time objective are compared in Fig. 36.
Intermodal transportation has the largest transit times and is the most low-speed

Fig. 35 The variation of total monthly transit times

Fig. 36 Comparison of the transit time components
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transportation mode. The combined marine-road freight transportation and out-
sourcing option are the other alternatives which may cause significant increases
in transit times. The most important reason is that highly utilization of maritime
logistics services into these alternatives. It should also be noted here that only minor
increases may exist in transit time when the empty flows are included.

5.8 Environmental Impact Assessment Module

Nowadays, most of the logistics companies are committed to produce environmen-
tally conscious freight and fleet plans so as to reduce the environmental damage
of transportation operations. In this module, minimization of total environmental
impact or total CO2 emissions by different transportation modes is intended. For
this reason, an environmental objective function is formulated by including the
CO2 emissions resulted from loaded truck movements by road freight transport,
maritime logistics services, rail transportation services, outsourcing services and
empty vehicle repositions. Similarly, variations of the total monthly CO2 emission
values are first presented in Fig. 37. It should be noted here that there is a balance
among the months in terms of the environmental impact values.

The main components of environmental objective are given by Fig. 38. Compu-
tational results have shown that rail transport is the most environmentally friendly
way of freight transportation. Furthermore, empty vehicle repositioning does not
increase the environmental pollution significantly. However, direct road freight
transport, marine transport and outsourcing services may have substantial influence
on the total CO2 emission. Because, road and marine transports have the largest
carbon dioxide, hydrocarbon, particle and nitrogen emission values.

Fig. 37 The variation of total monthly CO2 emission values
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Fig. 38 Comparison of the total environmental impact components

6 Concluding Remarks and Future Research Directions

In this paper, a web-based DSS with modular structure is developed for an
integrated multi-objective, multi-mode, multi-stage and multi-period intermodal
fleet planning problem. The proposed DSS consists of four main components.
The model component includes a fuzzy-stochastic mixed-integer programming
model since the real-life fleet management systems may have different uncertainty
categories simultaneously. Moreover, load planning, fleet sizing/composition, fleet
allocation, empty vehicle repositioning, active and inactive vehicle inventories on
the transportation network, fleet expansion/reduction decisions constitute different
modules of the developed optimization model. In the data component, user tables
in Oracle database and UML class diagrams are first constructed for the database,
solver options, input data and model outputs. The fuzzy-stochastic mathematical
programming model is solved through a Windows server 2012 R2 64-bit where
the LINGO codes are run over C# by making use its own of DLL libraries and
scripts. Then, because of the re-optimization is needed under different objectives,
uncertainty levels and dynamic changes in data, Excel macros are written for
generating graphs and tables dynamically from Excel spreadsheets related to the
model outputs. The Excel macros were run over C# via Microsoft Office Interop
Excel library and an object-oriented matching was utilized for connection among
Oracle database and C# programs. In the decision component, it is able to produce
various freight and fleet plans with respect to some sustainability objectives, i.e.,
cost minimization, customer satisfaction maximization and environmental impact
minimization under different uncertainty levels and risk attitudes. It is also possible
to generate compromise solutions to these conflicting objectives via a fuzzy multi-
objective optimization method. While generating solutions in accordance with
different risk levels or feasibility degrees of fuzzy model constraints, an interactive
resolution method was applied. Besides, chance-constrained stochastic program-
ming approach was also employed for handling probabilistic freight demands of the
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customers. Finally, a web-based user interface component of the proposed DSS is
designed by using .Net and C# programs on an integrated development environment
namely Microsoft Visual Studio. Furthermore, DevExpress which aims to build
highly configurable and well-designed user interface controls is used for presenting
graphical reports and documents. The proposed DSS is implemented on a real-life
case study of a large-sized international logistics company. When single and multi-
objective optimization results are compared in deterministic environments, empty
truck and trailer repositions will be higher than stochastic and fuzzy optimization
environments. Furthermore, it is expressed by the company experts that compromise
solution contains acceptable level of external empty flows. Moreover, deterministic
and fuzzy fleet planning cases have the largest internal empty repositions. Fortu-
nately, compromise solution has the minimal level of internal empty truck flows
which make the solution more applicable. After developing such an optimization-
based DSS, results of the proposed fuzzy-stochastic multi-objective fleet planning
model are compared with the company’s realized performance measures on trans-
portation cost, transit time and CO2 emission values. The computational results
have shown that the logistics company could achieve approximately more than
13.2% of total transportation cost over the realized cost objective if it had used the
proposed optimization-based DSS. In other words, usage of such an optimization-
based DSS gives the opportunity of decreasing the annual transportation costs down
nearly AC168572028 with 70.2% and 62.2% satisfaction degrees on total transit
time and CO2 emission objectives, respectively. In fact, there will be approximately
10.7% and 8.9% improvements on the total transit time and environmental pollution
objectives. It is also possible to provide approximately 15.3% fleet size reduction for
trucks and trailers. In detail, the truck and trailer fleet size of the company can be
decreased down to almost 750 trucks and 2000 trailers, respectively. This will also
provide decreases in ownership and inventory costs of the available vehicles.

The proposed DSS mainly focused on the strategic and tactical fleet planning
problems. It can be extended by adding some operational level decisions such as
truck routing, scheduling of trains and Ro-Ro vessels and load consolidation at the
terminals/hubs. Furthermore, the proposed DSS is the lack of some other essential
fleet planning problems such as container fleet sizing and empty repositioning, fleet
replacement decisions for trucks/trailers and coordination/collaboration among the
different actors of the intermodal transportation network.

In the future, model component can be extended by adding some operational
fleet planning decisions such as truck routing and scheduling of block trains and
Ro-Ro vessels. In addition, developing a cloud-based distributed DSS which is also
accessible by mobile devices is scheduled as a future work to facilitate the decision
making process for planning and design of such a complex fleet management
decisions.

Acknowledgement This paper is supported by Ministry of Science, Industry & Technology of
Turkey in the scope of SAN-TEZ project No: 0617.STZ.2014.
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Appendix 1 Mathematical Nomenclature and Model
Formulations

Supplementary mathematical formulations associated with the proposed fuzzy-
stochastic programming model can be found, in the online version, at http://web.
deu.edu.tr/baykasoglu/Appendix_A.pdf

Appendix 2 Some of the Dataset for Real-Life Application

Some of the dataset of the real-life application in an international logistics company
can be accessed at the following link: http://web.deu.edu.tr/baykasoglu/Appendix_
B.pdf

Appendix 3 LINGO Code of the Proposed Model

The reader can refer to the following link for the LINGO 15.0 code of the
proposed fuzzy-stochastic mathematical programming model: http://web.deu.edu.
tr/baykasoglu/Appendix_C.pdf
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Bauer, J., Bektaş, T., & Crainic, T. G. (2010). Minimizing greenhouse gas emissions in intermodal
freight transport: An application to rail service design. Journal of the Operational Research
Society, 61, 530–542.

http://web.deu.edu.tr/baykasoglu/Appendix_A.pdf
http://web.deu.edu.tr/baykasoglu/Appendix_A.pdf
http://web.deu.edu.tr/baykasoglu/Appendix_B.pdf
http://web.deu.edu.tr/baykasoglu/Appendix_B.pdf
http://web.deu.edu.tr/baykasoglu/Appendix_C.pdf
http://web.deu.edu.tr/baykasoglu/Appendix_C.pdf


228 A. Baykasoğlu et al.
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Baykasoğlu, A., & Subulan, K. (2017). A new intermodal fleet planning model via hybrid fuzzy-
stochastic mathematical programming method. In Abstract book of international workshop on
mathematical methods in engineering (p. 123). Istanbul.
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Integrated Production Scheduling
and Distribution Planning with Time
Windows

Saadettin Erhan Kesen and Tolga Bektaş

1 Introduction

Severe competition in global markets coupled with advances in computer, communi-
cation and transportation technologies (e.g., mobile technology, internet, same-day
delivery, route navigation) require companies to improve on and invest in their
supply chain. The overall performance of a supply chain depends, to a large
extent, on a better integration of its traditional functions. Thomas and Griffin
(1996) define these functions as being procurement, production, and distribution.
Production and outbound distribution (i.e., delivery of finished products) are the
two key interdependent operations that need to be coordinated in order to reach a
desired service level and to reduce the overall system cost (Steiner and Zhang 2011).
Traditionally, these functions have been optimized separately and sequentially,
whereby an intermediate inventory phase is used as a buffer. Such approaches
lead to sub-optimal decisions resulting in unnecessary inventory that degrades the
system effectiveness (Pundoor and Chen 2005). Many companies operating a just-
in-time production system recognize the need to establish a closer link between their
production and outbound distribution operations in order to lower inventory levels
and the associated costs.
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There are many other applications where production and distribution decisions
must be linked. Time sensitive or perishable products, make-to-order items, newspa-
per printing, and catering services are examples to such applications. In particular,
ready-mix concrete (Garcia et al. 2002, 2004) cannot be put in stock. Some adhesive
chemicals used in plywood panel have limited life span and must be delivered
to the user before the adhesive solidifies and becomes unusable (Geismar et al.
2008, 2011). In make-to-order business, every product is custom-made and must be
delivered to customer in very short lead times (Li et al. 2005; Stecke and Zhao 2007;
Rasti-Barzoki and Hejazi 2013). Catering services (Chen and Vairaktarakis 2005;
Farahani et al. 2012) must deliver the foods to the customers shortly after they are
prepared. Similarly, fashion apparels (Chen and Pundoor 2006) have a short period
of shelf life and may become obsolete unless production and delivery operations
are closely linked. Another example is newspaper printing (Hurter and Van Buer
1996; Van Buer et al. 1999), which cannot start before midnight on a given day
and must be printed and delivered to home delivery subscribers no later than 6:00
am in the same day. Popular grocery brands enable their customers to place their
orders online and book delivery slots. A staff in the store then collects the ordered
items from shelves, following which they are delivered within the time windows
requested by each customer. For the relevant literature and state-of-the-art surveys
on the topic, the reader is referred to Chen (2004, 2010).

From a practical point of view, resources carrying out similar tasks in parallel can
be seen in many industries and hence are quite common. Examples include machines
at a production site, multi-processor computers, tills in a bank branch, runways in
an airport, rail tracks or platforms at a train station, emergency doctors/nurses at a
hospital and so forth. In each of these examples, there are multiple resources with
the same (or similar) processing capabilities used for incoming tasks/jobs which
have similar processing requirements, and which need to be used to process the jobs
prior to delivery. Recently, tardiness as a due-date related performance measure
has been commonly used in the scheduling literature as due-date is contractually
negotiated and failing to deliver product to customer later than this pre-defined
date results in a penalty. However, this objective does not account for potential
costs or penalties arising from early deliveries due to potential holding costs, thefts,
product deterioration, insurance and so on. Readers are referred to review paper by
Baker and Scudder (1990) for detailed earliness and tardiness literature. This chapter
describes an Integrated Production and Outbound Distribution Scheduling (IPODS)
problem, which involves finding a detailed schedule at an individual order level
in a two-stage supply chain environment, where joint decisions of production and
distribution operations are involved. In particular, a set of given jobs (also referred
as orders), each of which is destined to a unique customer, has to be processed
on identical parallel machines in a single facility and subsequently delivered to
associated customer locations by a fleet of limited number of vehicles within the
time windows requested by each customer. From an operational effectiveness point
of view, it would be ideal to consolidate orders as much as possible in one shipment
but this may imply an increase in the earliness or tardiness. Since the number of
machines and the number of vehicles are limited, the joint schedule can imply early
or late deliveries. If an order arrives at its customer later than the requested time
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window, the company will potentially loose customer goodwill and prestige. On the
other hand, if an order is delivered to the customer earlier than the time window, then
the vehicle will have idle wait, affecting driver welfare and increasing certain costs
(e.g., driver wage, vehicles’ operational cost, etc.). The objective of the problem
is therefore the minimization of total earliness and tardiness of all orders. The
joint schedule includes information on the two main sub-problems, namely machine
scheduling and vehicle routing. Scheduling decisions include machine assignment
and job ordering on each machine. Routing decisions involve the dispatch time of
each vehicle from the main depot, the orders to be served on each trip and their
sequence, and the arrival time of vehicle to customers.

The contributions of the study can be stated as follows. First, we study, for what
we believe to be the first time, the joint problem described above. In particular, we
study two variants, depending on whether a vehicle can wait idle at a customer
site or not with the assumption that lower time bound is soft. Contrary to the
existing literature where delivery operations are generally assumed to be direct,
we handle the distribution part as a vehicle routing problem with time windows
and limited number of vehicles. Such problems are more challenging but deserve
to be studied more than any other kind of IPODS problems due to their practicality
(Chen and Vairaktarakis 2005). We present computational results on the general
case of the problem to illustrate the performance of the formulations and to show
the impact of problem parameters on the solution. The remainder of the chapter
is organized as follows. The next section presents an overview of the relevant
literature. Section 3 introduces the problem definition and describes the variants.
Mathematical formulations are described in Sect. 4. Computational experiments are
presented in Sect. 5. The chapter concludes in Sect. 6.

2 An Overview of the Relevant Literature

The existing literature on integrated production and outbound distribution schedul-
ing can be divided into two categories with respect to the way in which delivery is
performed. In the first category, a simple delivery method is assumed, such as direct
shipping of an order to a customer after its completion (see Potts 1980; Garcia
and Lozano 2005; Wang and Lee 2005; Ullrich 2012), batch delivery to a single
customer (see Hall and Potts 2005; Averbakh and Xue 2007; Chen and Vairaktarakis
2005; Ng and Lu 2012), batch delivery to multiple customers with direct shipping
(see Gao et al. 2015; Hall and Potts 2003; Li and Vairaktarakis 2007; Chen and
Lee 2008; Averbakh and Baysan 2012). In the second category, there exist a limited
number of papers that take the consolidation aspect into account, i.e., deliveries are
made using routes where multiple customers are visited.

In Table 1, we list a tabulated and a chronological summary of the studies
in the second category, as they are of more relevance to our study. It can be
observed from the table that the number of studies on such problems have started
to increase in recent years. Problems with general order size are given more
attention than the ones with equal order size despite the additional complexity.
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Homogeneous vehicles are used more than heterogeneous, and with preference on
limited vehicle number. Single machine operation is the most frequently studied
machining environment, followed by parallel machines. The objective is often
modeled as the minimization of system cost generally including transportation costs
and maximization of customer service level, depending on whether customer due
date or time windows are included. As for solution techniques, heuristics are more
commonly applied but exact solution techniques are also presented.

Below, we review the studies listed in Table 1 in greater detail.
Van Buer et al. (1999) describe a mathematical formulation and a solution

method for a problem where production and distribution activities must be coordi-
nated in the newspaper industry. They find that re-using the trucks helps in reducing
the cost. Chang and Lee (2004) study the three different scenarios where jobs require
varying amount of space during delivery, and present a worst case analysis. Chen
and Vairaktarakis (2005) consider a production problem under single and parallel
machine environment, with two customer service levels based on average and
maximum shipment times where the objective is to minimize the total distribution
cost. Through numerical results, they show that jointly solving the production and
distribution problem results in a better system performance as compared to solving
them sequentially. Li et al. (2005) develop a polynomial time algorithm for an
IPODS problem where the number of customer is fixed. For more special cases, they
present dynamic programming algorithms. The study of Li and Vairaktarakis (2007)
differs from the others since it models the production environment as bundling
operations in which two components processed on different machines form the
end-product. They present polynomial-time heuristics and approximation schemes.
Armstrong et al. (2008) study the problem with a single transporter and a fixed
sequence of customers with time windows. They solve the problem with a branch
and bound algorithm, in which a subset of customers from the given customer
sequence is chosen to maximize the total satisfied demand. Viergutz and Knust
(2014) extend the problem of Armstrong et al. (2008) by considering the delays
of the production start and varying production and distribution sequences.

Geismar et al. (2008) study a problem in which a subset of customer orders
are produced and transported in a given sequence. They propose a lower bounding
scheme and a two-phase heuristic. In the first phase of the heuristic, a genetic or
a memetic algorithm is used to choose a local optimal solution and then customer
subsets are ordered by using the Gilmore–Gomory algorithm. Karaoğlan and Kesen
(2017) address the same problem defined in the study of Geismar et al. (2008) and
develop branch and cut algorithm, which provides better performance than that of
Geismar et al. (2008). Geismar et al. (2011) extend the study of Geismar et al.
(2008) by taking pool-point delivery into consideration. Customers are defined as
pool points requiring multiple trucks to satisfy the total demand. Using real catering
industry data, Farahani et al. (2012) study a problem involving food with a high
spoilage rate, where the aim is to reduce the time interval between production
and transportation. They propose an iterative scheme to coordinate production
scheduling and distribution. They propose an iterative scheme to coordinate pro-
duction scheduling and transportation. Condotta et al. (2013) study a problem
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in which each job with a certain release date is processed on a single machine
prior to delivery. Delivery is then performed by a fleet of homogeneous vehicles
with limited loading capacity. The objective is to minimize the maximum lateness.
They model the problem as a mixed integer programming formulation and propose
different methods to find lower bounds. A tabu search algorithm is developed
to produce partial solutions in the production phase. Each partial solution is
turned to an integrated solution through an optimal polynomial-time transportation
schedule. Ullrich (2013) investigates a problem in which jobs/orders are produced
under a parallel machine environment and distributed to customers with a fleet of
vehicles with different loading capacities. Each vehicle is allowed to make multiple
trips. Ullrich (2013) describes a formulation and a genetic algorithm to solve the
problem, and concludes that an integrated decision is better than sequential separate
decisions with respect to total tardiness value. Hajiaghaei-Keshteli et al. (2014)
look at the synchronization of rail transportation. They aim to find a production
schedule and an order allocation in rail transportation while optimizing service
level at minimum cost. To tackle the problem, they propose a heuristic and two
metaheuristic procedures. They also optimize level of parameters through the use of
Taguchi experimental design technique. Lee et al. (2014) investigate the coordinated
decisions of production and distribution of nuclear medicine. The half-life of a
particular radioactive substance used in diagnostic treatment of many cancer types
is 110 min, which is quite short. Therefore, the production and transportation
process must be coordinated to deliver the medicine to patients (or end medical-
users) before the half-life. They propose a mixed-integer linear programming
formulation and develop large neighborhood search algorithm. Low et al. (2014)
study a production scheduling and delivery problem where different items are
processed in a distribution center and subsequently delivered to retailers. Each
retailer may require a different type of product. The problem is to determine the
production and customer visiting sequence so as to minimize the transportation
cost. Two adaptive genetic algorithms are tested on a wide range of test instances.
Kang et al. (2015) formulate a mixed integer programming formulation for the
integrated production and transportation problem in semiconductor manufacturing
where different outsourcing processes involving circuit probing testing, integrated
circuit assembly, and final testing need to be coordinated by wafer fabricator.
Clustered by their types, jobs must be processed in these outsourcing factories.
They then propose Genetic Algorithm as the problem becomes complicated with
increasing problem size. Results show the good performance of algorithm.

The problem introduced in this chapter differs from those in the existing studied
described above in several aspects. First, earliness and tardiness objective function
is studied for the first time. Second, the problem that we study assumes a limited
number of vehicles, each of which can only be used once in the planning horizon.
Third, we break away from the literature by studying variants and by allowing idle
waiting in the tours.
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3 Problem Definition

The problem we consider here can formally be defined as follows: A set {1, . . . , J}
of jobs arrive at a single facility, where each job requires processing by a single
machine in a single machine environment with M identical machines. We assume
that each job j ∈ {1, . . . , J} is non-splittable and characterized by a nonnegative
processing time pj, load size qj and time windows [aj, bj] for delivery. We further
assume that all jobs are ready at time 0 and preemption is not permitted, which
means that once started, processing cannot be interrupted until its completion.
Following the machining operation, jobs are kept in the facility for temporary
storage. A set {1, . . . ,K} of homogeneous vehicles is available to distribute the jobs
to respective customers, each of which has a load capacity of Q units and is allowed
to be used only once in the planning cycle. A service time of sj units is needed
at each customer for delivery and also at the main facility (depot) for loading the
vehicles. The routing part of the problem is modelled on a graph with {0, 1, . . . , J}
as the set of nodes where node 0 denotes the facility and the rest are customers. Each
job corresponds to a unique customer, and vice versa, for which reason we use the
terms jobs and customers interchangeably, as there is one-to-one correspondence
between the two. The travel time tij between customers i and j is assumed to be a
constant. Since the number of vehicles is limited and each customer order needs to
be delivered, tours are allowed to visit multiple customers.

The problem consists of assigning each order to one of parallel machines, finding
the order sequence in each machine, and determining the sequence of customers to
visit for each vehicle. At each customer location, there are three possible cases:
(i) vehicle arrives at customer location j between time aj and bj, which means that
the order is delivered on time (ii) vehicle arrives at location j earlier than time aj,
resulting in earliness, and (iii) vehicle arrives at location j later than time bj, resulting
in tardiness. The problem minimizes the total earliness and tardiness of all customer
orders. Figure 1 illustrates a feasible solution to an instance of the problem with
nine jobs, three identical machines and three homogeneous vehicles.

Inspired by the scheduling literature (Graham et al. 1979), Chen (2010) sug-
gests the use of a five-field α|β|π |δ|γ notation to represent and classify IPODS
problems. In this representation, α, β and γ fields are borrowed from production
scheduling and denote the machine environment, restrictions and constraints on
the orders, and the objective function of the problem, respectively. Addition-
ally, π describes the delivery characteristics, including the number of vehicles,
capacities and delivery methods, and δ represents the customer (or job) number.
Based on this notation, we can represent the problem under consideration as
Pm|[aj, bj]|V(v,Q), routing|n|∑(Ej + Tj), where Pm indicates that there are m
identical parallel machines, but only one is needed to process each job, [aj, bj]
is the delivery time window requested by each customer in which the order is
expected to be delivered, V(v,Q) denotes the vehicles each with capacity Q, where
Q might be unlimited and that there is a limited number v of vehicles available.
Furthermore, routing means that orders of different customers can be delivered in
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Fig. 1 Solution to a sample instance with nine jobs, three machines, and three vehicles

the same shipment, n simply states the number customers, meaning that every order
belongs to a different customer. Finally,

∑
(Ej + Tj) is the objective function to be

minimized representing the total earliness and tardiness of all orders.

3.1 Notation

We now formally present the parameters and decision variables which will be used
to formulate the problem as follows:

Parameters

qj Demand of job j ( j = 1, . . . , J)
pj Processing time of job j ( j = 1, . . . , J) for all the qj units
sj Service time at node j ( j = 0, 1, . . . , J; index 0 indicates the facility)
tij Travel time from customer i to customer j (i, j = 0, 1, . . . , J; i �= j)
Q The capacity of vehicles
K The number of vehicles available
aj Lower bound of the delivery time window of job j
bj Upper bound of the delivery time window of job j
M1 = ∑J

j=1pj − min pj + max pj

M2 = ∑J
j=1pj − min pj

M3 A sufficiently large number
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Decision Variables

Cj Machine completion time of job j ( j = 1, . . . , J)
Ej Earliness of job j ( j = 1, . . . , J)
Tj Tardiness of job j ( j = 1, . . . , J)
Fij Amount of load on a vehicle just after leaving the destination of job i to

destination of job j (i, j = 0, . . . , j; i �= j)
Yj Arrival time of vehicle at customer j ( j = 1, . . . , J)
Y k

0 Service starting time at the depot (k = 1, . . . ,K)
Vij Arrival time at customer i for which the subsequent visit is at node j

(i, j = 0, . . . , J)
Zij 1 If job i directly precedes job j on a machine, 0 otherwise (i, j = 1, . . . , J; i �= j)
Wmj 1 If job j is the first to be processed on machine m, 0 otherwise

(m = 1, . . . ,M; j = 1, . . . , J)
Zj, J + 1 1 If job j is the last to be processed on a machine, 0 otherwise ( j = 1, . . . , J),

where job J + 1 is a dummy last job
Xk

ij 1 If vehicle k goes directly from customer i to customer j, 0 otherwise
(i, j = 0, . . . , J; i �= j; k = 1, . . . ,K)

3.2 Two Variants of the Problem

We now differentiate between two variants of the problem, depending on the
assumptions or restrictions made on the time of arrivals at customer nodes. In order
to illustrate the differences among the variants, we present a simple example with
four customers, each with their own time window as shown in Fig. 2 and a single
vehicle. For the sake of simplicity, we assume that jobs are processed in advance
and are ready to be serviced at time 0. All service times at the depot and at customer
locations are assumed to be 0. An optimal order of visit for this instance has been
found as 1, 2, 3, 4 where the travel time between consecutive customers is equal to
10 min. It should be noted that the solution presented here remains optimal for both
cases. In Case 1, the time windows are soft, meaning that the vehicle is allowed
to start the service to customers earlier than the prescribed lower time bound. In
this case, the time spent between consecutive customer visits can be longer than
the actual travel time between them. For example, in Case 1, the vehicle arrives at
customer 3 at time 35, while the arrival time at customer 2 was at time 20. The
difference between the two arrival times is more than the actual travel time of 10
units between these customers due to an idle time of 5 min after servicing customer
2. In Case 1, the only penalty incurred is due to the early arrival at customer 1, which
is 5 min. In Case 2, the vehicle is not allowed to wait idle between customers. In this
case, Fig. 2 shows that the arrival times between consecutive customers are the same
and equal to the travel time 10. Due to the “no idle-wait” restriction, an earliness of
5 min at customers 1 and 3, and an earliness of 10 min at customer 4 are incurred.
Hence, a total of 20 min of earliness penalty occurs in Case 2.



240 S. E. Kesen and T. Bektaş

Depot 10 1 10 2 10 3 10 4

[15, 25] [15, 20] [35, 40] [50, 55]

Y1=10 Y2=20 Y3=35 Y4=50

Y1=10 Y2=20 Y3=30 Y4=40

Case 1

Case 2

∑(Ej+Tj)=5

∑(Ej+Tj)=20

j=1

j=2

j=3

j=4

15 25

15 20 35 40

50 55

�me

Fig. 2 Objective function based on each case

4 Formulations

In this section, we present a mixed integer linear programming formulations for
both cases described above. The formulations include, as a sub problem, a parallel
machine scheduling problem, for which we base ourselves on the work of Biskup
et al. (2008), since it requires fewer binary variables than traditional models. All
formulations presented in the following sections use the notation shown in Sect.
3.1, where additional notation is introduced in sections where needed.

4.1 Case 1: Soft Time Window with Idle Wait

We present a formulation based on nodes for this case. In this strategy, a delivery
arriving before lower time bound is accepted but travel time between any consecu-
tive customers can be loose. In other words, if vehicle k visits customer j just after
customer i, then the arrival time at customer j can be later than or equal to the sum of
the arrival time at customer i, service time at customer i and the travel time between
customers i and j. The formulation is given as follows:

NB1 Minimize
J∑

j=1

(
Ej + Tj

)
(1)
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Subject to

J∑
j=1

Wmj ≤ 1 m = 1, . . . ,M (2)

J+1∑
i=1, i �=j

Zji = 1 j = 1, . . . , J (3)

M∑
m=1

Wmj +
J∑

i=1, i �=j

Zij = 1 j = 1, . . . , J (4)

Cj ≥ Wmjpj j = 1, . . . , J ; m = 1, . . . ,M (5)

Ci − Cj + M1Zij + (
M1 − pi − pj

)
Zji ≤ M1 − pj i, j = 1, . . . , J ; i �= j

(6)

J∑
j=1

Xk
0j ≤ 1 k = 1, . . . ,K (7)

K∑
k=1

J∑
i=0,i �=j

Xk
ij = 1 j = 1, . . . , J (8)

J∑
h=0,h�=i

Xk
hi =

J∑
j=0,i �=j

Xk
ij i = 0, . . . , J ; k = 1, . . . ,K (9)

J∑
h=0,h�=i

Fhi −
J∑

j=0,i �=j

Fij = qi i = 1, . . . , J (10)

qj

K∑
k=1

Xk
ij ≤ Fij i, j = 0, . . . , J ; i �= j (11)

(Q − qi)

K∑
k=1

Xk
ij ≥ Fij i, j = 0, . . . , J ; i �= j (12)
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Y k
0 ≥ Ci − M2

(
1 − Xk

ij

)
i, j = 0, . . . , J ; i �= j ; k = 1, . . . ,K (13)

Y k
0 ≥ Cj − M2

(
1 − Xk

ij

)
i, j = 0, . . . , J ; i �= j ; k = 1, . . . ,K (14)

Yi − Yj + si + tij ≤ M3

(
1 −

K∑
k=1

Xk
ij

)
i, j = 1, . . . , J ; i �= j (15)

Y k
0 − Yj + s0 + t0j ≤ M3

(
1 − Xk

0j

)
j = 1, . . . , J ; k = 1, . . . ,K (16)

Ej ≥ aj − Yj j = 1, . . . , J (17)

Tj ≥ Yj − bj j = 1, . . . , J (18)

Ej ≥ 0 j = 1, . . . , J (19)

Tj ≥ 0 j = 1, . . . , J (20)

Cj ≥ 0 j = 1, . . . , J (21)

Zij ∈ {0, 1} i, j = 1, . . . , J ; i �= j (22)

Wmj ∈ {0, 1} m = 1, . . . ,M; j = 1, . . . , J (23)

Xk
ij ∈ {0, 1} i, j = 0, . . . , J ; i �= j ; k = 1, . . . ,K (24)

Fij ≥ 0 i, j = 0, . . . , J ; i �= j (25)

Y k
0 ≥ 0 k = 1, . . . ,K (26)

Yj ≥ 0 j = 1, . . . , J. (27)
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The objective function (1) models the total earliness and tardiness of all jobs.
Constraint (2) ensures that at most one job can be the first to be processed on any
machine. Constraints (3) and (4) indicate that a job can either be the first on any
machine or should follow any other job. Constraint (5) implies that the completion
time of the first job on a machine must be greater than or equal to its processing
time. Constraint (6) guarantees that if job j is preceded directly by job i then the
completion time of job j must be greater than or equal to the completion time
of job i plus processing time of job j. Constraint (7) models the limitation that
the number of tours starting from the depot must be less than or equal to the
available number of vehicles. Constraints (8) and (9) are the degree constraints;
in particular, constraint (8) states that each customer must be visited exactly once
by any vehicle and constraint (9) ensures that the number of arrivals to and the
number of departures from each customer location are equal and are made by the
same vehicle. Balance flow of vehicle load between customers is ensured through
constraint (10). Constraints (11) and (12) limit the total amount of load carried on
a vehicle by its capacity. These constraints are based on a single-commodity flow
formulation described by Gavish and Graves (1978). There are two reasons as to
why we have opted to use such constraints in this formulation, as opposed to others
such as those based on the Miller et al. (1960). The first reason is that there is no
significant computational advantage in using the latter over the former, as recent
evidence by Roberti and Toth (2012) suggests, but the former set of constraints are
more amenable to bespoke approaches such as decomposition (Gavish and Graves
1978). The second reason is that such constraints have recently been shown to
be useful in modeling variants of the problem where load needs to be explicitly
calculated, or to impose various side constraints, such as balancing of workload.

We additional note here that it is possible to reformulate constraints (10–12) as
follows,

K∑
k=1

J∑
h=0,i �=j

F k
hi −

K∑
k=1

J∑
j=0,i �=j

F k
ij = qi i = 1, . . . , J (28)

qjX
k
ij ≤ Fk

ij i, j = 0, . . . , J ; i �= j ; k = 1, . . . ,K (29)

(Q − qi) Xk
ij ≥ Fk

ij i, j = 0, . . . , J ; i �= j ; k = 1, . . . ,K, (30)

where variables Fk
ij are used to explicitly represent the load on vehicle k when

traversing arc (i, j). Preliminary computational results did not yield any benefits by
using the alternative representation above. However, one advantage of constraints
(28–30) is that they can be used to model an extension of the problem with a
heterogeneous fleet in which the load capacity of vehicle k is Qk units, which would
feature in constraint (30). Constraints (13) and (14) guarantee that if vehicle k travels
from customer i to customer j (i.e., Xk

ij = 1), then the arrival time of vehicle k at
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the depot must be greater than both the completion time of job i and completion
time of job j. Constraint (15) ensures that the arrival time at customer j must be
later than the arrival time plus the service time of customer i and the travel time
from customer i to customer j if vehicle k directly travels from former to the latter.
In a similar fashion, constraint (16) ensures that the arrival time at customer j must
be later than the arrival time at the depot, plus the service time at the depot, and the
travel time from the depot to customer j if vehicle k directly travels from the depot to
customer j. Constraint (17) simply states that earliness can only occur if the arrival
time at customer j is earlier than the lower time bound aj. Likewise, constraint (18)
ensures that tardiness of customer j is the difference between the arrival time at its
destination and upper time bound bj. Constraints (19–27) represent the integrality
and non-negativity restrictions on the variables.

4.2 Case 2: Soft Time Window with No Idle Wait

Similar to Case 1, the no idle wait restriction also allows arriving at a customer
j earlier than lower time bound aj, but the travel time spent between successive
customers should not include any idle wait. In other words, if customer j is visited
just after customer i in any tour, then the arrival time at customer j must be equal
to the sum of the arrival time at customer i, the service time at customer i, and the
travel time between customers i and j.

With the new requirement, the following constraints are required to model NB2:

Yj − Yi − si − tij ≤ M3

(
1 −

K∑
k=1

Xk
ij

)
i, j = 1, . . . , J ; i �= j (31)

Yj − Y k
0 − s0 − t0j ≤ M3

(
1 − Xk

0j

)
i, j = 1, . . . , J ; k = 1, . . . ,K (32)

Constraint (31) together with constraint (15) will guarantee that if there is a direct
travel from customer i to customer j, then the arrival time at customer j will be equal
to the sum of the arrival time at customer i, the service time at customer i, and travel
time between customer i and customer j (i.e., Yj = Yi + si + tij). Based on the same
idea, constraint (32) together with constraint (16) will ensure that if vehicle k visits
customer j just after the depot (i.e., Xk

0j = 1), the arrival time at customer j will be
equal to the sum of the arrival time at the depot, service time at the depot, and the
travel time from depot to customer j (i.e., Yj = Y k

0 + s0 + t0j ). NB2 is modelled as
follows:

NB2: Minimize (1) subject to (2–27), (31–32).
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5 Computational Experiments

This section presents the computational experimentation conducted to test the
performance of the formulations and to draw some computational and managerial
insights to the problem.

5.1 Instance Generation

In this section, we explain how to generate our test instances, which are randomly
produced in a similar way as described by Ullrich (2013). The processing time pj of
each job j is drawn from a discrete uniform distribution UNIF(1, ρ) with parameters
1 and ρ. Processing times can therefore be regarded as integer numbers drawn from
the interval [1, ρ], with each number having an equal likelihood of being chosen.

When generating the travel time matrix, we first randomly assign the x and
y coordinates of each customer location on a two-dimensional plane. We then
calculate the Euclidian distance between each pair of nodes (i, j) such that i < j,
which is set to be the travel time tij. We assume that the travel time matrix is
symmetric (i.e., tij = tji ∀ i, j = 0, . . . , J) and tii = 0. We generate the customer
locations in such a way that the maximum traveling time between any pair of
customers does not exceed �ρ(K/M)�, where function �∗� denotes the largest integer
value less than or equal to ∗. For an effective management of both production
and distribution, it is necessary to balance the machine and vehicle capacities.
If production capacities are abundant as compared to vehicle capacities, then the
production scheduling problem becomes trivial and the integrated problem boils
down to the routing problem. In practice, though, it is common that both the
production and distribution operations are performed with limited and well-fitted
capacities. We balance the two different capacities by using the machines (M),
the vehicles (K), and the processing times (ρ) to generate traveling times. The
service times sj are also set based on processing times and are generated as
sj∼UNIF(1, �λρ�) for all j = 0, . . . , J.

Although the mathematical models we have given in Sect. 4 consider that each
job has different demand size and that vehicles are capacitated, we conduct our
computational analysis by assuming unit demands (i.e., qj = 1, ∀ j = 1, . . . , J) and
vehicles have sufficient capacity (qj = 1 and Q ≥ ∑J

j=1 qj ) so as to remove the
effects of these parameters on the resulting solution.

In generating the test instances, the number of jobs is chosen between 5 and 10
in increments of one and the number of machines and vehicles as equal to 1, 2 or 3,
producing a total 6 × 3 × 3 = 54 of test instances.

When generating the time windows we follow the procedure whose details are
described as follows. In this case, one would expect that the delivery time of any
customer j must be at least as much as the sum of the processing time, the service
time at the depot, and the travel time from the depot to the customer, which also
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corresponds to the lower time bound aj, generated as aj = pj + s0 + t0j + π j

where π j∼UNIF(0, �δ1ρJ/(M + K)�). The parameter δ1 controls the tightness of
the lower bound. The smaller the value of δ1, the tighter the time for production
and distribution. The term J/(M + K) tells us that the number of customers J, the
number of machines M, and the number of vehicles K can be changed with a minor
effect on the tightness of the test instances. Parameter ρ is used as a multiplier to
convert the term into time units. The upper bound bj is calculated as aj + ξ j where
ξ j∼UNIF(0, �δ2ρ�). All instances are generated in C++ by using the embedded
random number stream and with the following parameter settings: ρ = 100, λ = 0.2,
δ1 = 1, and δ2 = 0.5.

5.2 Computational Results

In this section, we present results of computational experience with the formulations
for both cases. All experiments are conducted on a server with 1 GB RAM and Intel
Xeon 2.6 GHz processor, and the models are solved by CPLEX 12.5. We allow a
maximum time limit of 3 h (10,800 s) for each instance.

5.2.1 Results for the General Problem

In this section, we report results of the node-based formulation for both cases. The
results are presented in Table 2, where the first four columns present the name and
the parameters of each instance. For each case, UB stands for the upper bound,
which is either the optimal value or the best value found within 3 h. Column
Gap(%) represents the percentage gap between UB and LB, where LB is the
lower bound found at the end of the time limit by CPLEX, and is calculated as
(UB − LB)/(UB) × 100. If Gap(%) = 0 is for a particular instance, this indicates
that an optimal solution has been identified. Finally, CPU(sec.) is the computational
time in seconds. A ‘3 h’ value in CPU(sec.) column for some instances indicates that
an optimal solution cannot be found in 3 h. For Case 1, NB1 has an average gap of
34.56% over the 54 instances. For Case 2, an average gap of 33.8% is found for NB2
formulation. Average computational times of the formulations for Cases 1 and 2 are
conflicting, however. While average computational time for NB1 is 4948 s, that of
NB2 is 5162 s. The number of instances solved to optimality can be regarded as an
additional performance criterion for both models, which both find optimal solutions
in 30 out of 54 instances for Case 1 and Case 2.

If results are examined in terms of parameters, it is clearly seen that both
formulations are able to optimally solve instances with six or seven jobs in very
short CPU times. For larger number of jobs, the solution time increases dramatically,
meaning that the number of jobs plays crucial role on problem complexity. In
contrast, when the number of machines and vehicles increase, the solution time
decreases. In fact, these parameters reflect two sets of resources and with higher
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Table 2 Comparative results of the node-based formulation for Cases 1 and 2

Parameters Case-1: soft a(i), with idle time Case-2: soft a(i), with no-idle time
Instance J M K UB Gap (%) CPU (s.) UB Gap (%) CPU (s)

P1 5 1 1 148 0 3 148 0 4
P2 5 1 2 616 0 14 616 0 27
P3 5 1 3 158 0 3 158 0 4
P4 5 2 1 121 0 0 124 0 0
P5 5 2 2 86 0 0 86 0 0
P6 5 2 3 0 0 0 0 0 0
P7 5 3 1 139 0 0 139 0 0
P8 5 3 2 1 0 0 1 0 0
P9 5 3 3 17 0 0 17 0 0
P10 6 1 1 310 0 40 310 0 112
P11 6 1 2 616 0 271 616 0 704
P12 6 1 3 293 0 54 311 0 140
P13 6 2 1 265 0 30 265 0 23
P14 6 2 2 60 0 3 60 0 5
P15 6 2 3 16 0 2 16 0 3
P16 6 3 1 84 0 0 84 0 1
P17 6 3 2 75 0 6 75 0 11
P18 6 3 3 0 0 0 2 0 1
P19 7 1 1 1274 67.3 3 h 1274 59.6 3 h
P20 7 1 2 659 32.6 3 h 659 30.3 3 h
P21 7 1 3 386 59.2 3 h 395 84.4 3 h
P22 7 2 1 162 0 103 173 0 23
P23 7 2 2 107 0 301 107 0 299
P24 7 2 3 37 0 3 65 0 18
P25 7 3 1 246 0 86 257 0 38
P26 7 3 2 77 0 122 77 0 218
P27 7 3 3 3 0 2 3 0 4
P28 8 1 1 2810 95.3 3 h 2810 92.2 3 h
P29 8 1 2 960 81.3 3 h 1014 76.7 3 h
P30 8 1 3 1123 97.2 3 h 1075 96.5 3 h
P31 8 2 1 258 68.7 3 h 258 88.8 3 h
P32 8 2 2 72 0 55 87 0 40
P33 8 2 3 145 0 3542 154 0 10, 521
P34 8 3 1 155 0 3074 155 0 6996
P35 8 3 2 21 0 12 23 0 4
P36 8 3 3 20 0 10 35 0 11
P37 9 1 1 2205 90.2 3 h 2205 80.7 3 h
P38 9 1 2 1256 98 3 h 1256 95.8 3 h
P39 9 1 3 1125 77.6 3 h 1125 79.4 3 h
P40 9 2 1 558 69.7 3 h 558 73.3 3 h

(continued)
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Table 2 (continued)

Parameters Case-1: soft a(i), with idle time Case-2: soft a(i), with no-idle time
Instance J M K UB Gap (%) CPU (s.) UB Gap (%) CPU (s)

P41 9 2 2 565 96.1 3 h 565 69.7 3 h
P42 9 2 3 387 84.1 3 h 397 83.3 3 h
P43 9 3 1 316 25 3 h 316 40.4 3 h
P44 9 3 2 179 79.8 3 h 179 73.9 3 h
P45 9 3 3 8 0 229 26 0 340
P46 10 1 1 2230 92.6 3 h 2230 81.2 3 h
P47 10 1 2 1594 97.2 3 h 1594 94.3 3 h
P48 10 1 3 2479 94.7 3 h 2635 96.3 3 h
P49 10 2 1 760 96.7 3 h 748 85 3 h
P50 10 2 2 374 69.3 3 h 405 70.3 3 h
P51 10 2 3 416 97.7 3 h 326 97.2 3 h
P52 10 3 1 704 62.6 3 h 703 62.1 3 h
P53 10 3 2 236 48.7 3 h 254 53.5 3 h
P54 10 3 3 172 84.7 3 h 209 60.1 3 h
Average 34.56 4948 33.8 5162
# Of solved ins optimality 30/54 30/54

Fig. 3 Sum of the objective
function values of the 30
optimally solved instances in
each case

4058

4190

3900

4000

4100

4200

Case 1 Case 2

number of machines and jobs, the complexity of delivering the customer orders
within the given time windows is reduced.

We now look at 30 optimally solved instances out of the 54 for each case in
terms of the objective function values and report the total objective function values
for each case separately in Fig. 3.

As Fig. 3 shows, Case 1 results in a total earliness/tardiness equal to 4058. Case
2 produces higher objective value 4190 than Case 1, which is expected, as idle time
is not allowed, resulting in an increase in the objective function value. This is a
potentially useful managerial insight that may help decision maker to understand
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the economics of the problem and prefer to use one case over another depending on
the particular conditions.

6 Conclusions

In the literature, two important phases of a supply chain, production and distribution
stages, were handled separately. But in many of the real applications involving
ready-mix concrete, newspaper printing, same day delivery, online shopping pro-
vided by food retailers, catering services, perishable products require integration of
production and distribution decisions, whereby eliminating the need for intermedi-
ate inventory phase. Therefore production and distribution schedules are made in a
coordinated manner. This chapter introduced, formulated and studied an integrated
production scheduling and transportation problem that is characterized by identical
parallel machines, a set of jobs (customer orders), each with a destined customer.
Two cases of the problem were examined depending on the time spent in traveling
between customers (i.e., idle wait or no-idle wait) under the assumption that the
lower time bound is soft. We described node-based formulations for both cases.
Computational results suggested that the formulation developed for Case 2 provided
slightly better performance than that of Case 1 in terms of relative gap between
upper bound and lower bound given by CPLEX. However, the average solution time
for Case 1 was lower than that of Case 2. As regards the number of optimally solved
instances, both formulations were able to solve 30 instances over 54. Among the
optimally solved instances, formulation developed for Case 1 had lower objective
function value than that of Case 2 since Case 1 is less restrictive than Case 2,
allowing delivery even before the lover time bound and idle waiting after the arrival
time. A final remark based on our analysis is that both models were able to find
optimal solutions to instances with six or seven jobs in given time limit, but the
solution time increased dramatically for larger number of jobs. This indicates the
significant role that the number of jobs plays on problem complexity. In contrast,
the solution time is reduced when the number of machines and vehicles increase.
For further research on the problem, we suggest the design of bespoke exact and
heuristic solution algorithms to be able to solve instances that are larger in size as
compared to the ones considered in this study.
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Achieving Shojinka by Integrated
Balancing of Multiple Straight Lines
with Resource Dependent Task Times

Yakup Atasagun, Yakup Kara, and Gözde Can Atasagun

1 Introduction

Toyota Production System (TPS), which is also called as “lean manufacturing” or
“lean production”, is known as one of the most flexible, efficient and productive
production systems. TPS has emerged with the philosophy of Just-in-Time (JIT)
in 1950s and pioneered the continuous development model. Several techniques
such as level production, one piece flow, kanban system, shojinka etc. are used in
accordance with the main purpose of JIT, which is producing the necessary products
in the necessary quantities at the necessary time and eliminating all kinds of waste
in the production environment (Monden 1993).

The concept of Shojinka, which was originally an important element of TPS,
is easily to increase or decrease the number of workers in a production facility
when the demand rate is increased or decreased. In a production facility, different
types of products may be produced on different lines. The fluctuations in demands
of products will probably require adding workers to some lines and removing
from others (Monden 1993; Gökçen et al. 2010). In TPS, gaining the flexibility
to adjust the number of workers in a workshop due to demand changes is called
shojinka. Shojinka is one of the main components of JIT philosophy in the field of
reducing workforce wastes. Monden (1993) states that three factors are prerequisite
in order to realize shojinka: “proper design of machinery layout”, “multi-functional
workers” and “continuous evaluation of standard operation routine”. TPS adopts
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U-shaped lines as the most proper machinery layout for realizing the concept of
shojinka. U-shaped lines have more advantages compared to straight lines such
as high communication between workers, easy problem solving, convenience for
workers to be transformed into multi-functional workers and potential to utilize less
number of stations (Miltenburg and Wijngaard 1994; Atasagun and Kara 2016).

On the other hand, for a given planning period, the number of workers required
on a U-shaped line may be fractional. Since it is not possible to allocate a fractional
number of workers, either the demand will not be met or at least one worker will
be idle for a proportion of his/her available time. In order to make this idle time
productive and eliminate the workforce waste, it is decided to combine several U-
shaped lines into a single integrated line in Toyota. This way, a worker can perform
operations from two or more neighbour U-shaped lines, and idle times can be
eliminated or reduced (Monden 1993; Gökçen et al. 2010).

Even though JIT production system adopts U-shaped line layout, traditional
straight lines can be combined and balanced in an integrated manner to obtain the
advantages of shojinka. It should be noted that traditional straight assembly lines are
still one of the most important elements and an important fact of today’s production
systems. Therefore, if applicable, a company can combine its multiple straight
assembly lines and obtain many advantages of shojinka more or less (Gökçen et
al. 2010).

In the case of multiple straight assembly lines are combined, the problem,
which is called as Integrated Balancing of Multiple Straight Lines (MSLB), arises.
Essentially, MSLB is a generalized version of a well-known problem, simple
assembly line balancing (SALB) which was first studied by Salveson (1955).
Numerous studies have been published on SALB up to date. The literature on SALB
is not practical to present here but interested researchers can refer to the review
studies of Baybars (1986), Ghosh and Gagnon (1989), Erel and Sarin (1998), Becker
and Scholl (2006), Scholl and Becker (2006) and Battaïa and Dolgui (2013).

The pioneering study on MSLB was performed by Gökçen et al. (2006). Gökçen
et al. (2006) suggested that more than one assembly line can be located parallel
and they can be balanced in an integrated manner. They proposed a binary integer
mathematical model and a heuristic procedure for minimizing total number of
stations, assuming that common stations can be utilized between two adjacent lines.
The experimental study performed by Gökçen et al. (2006) revealed that integrated
balancing approach utilized less number of stations for 65 out of 95 (68.4%) test
problems compared to the independent balances of the lines.

In another study on MLSB, Gökçen et al. (2010) improved the work of Gökçen
et al. (2006) considering not only parallel connectivity of the lines but also different
connectivity opportunities such as consecutive and perpendicular connectivity.
Gökçen et al. (2010) stated that if assembly lines are tightly related to each other
and some supplier–customer relationships exist between these assembly lines then
they may be connected to each other with consecutive or perpendicular connectivity.
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The consecutive connectivity type can appear between an upstream line (sup-
plier) and its downstream line (customer). If the output of an upstream line is the
main input (part) of a downstream line, then assembly line managers may desire
to locate these lines consecutively and close to each other (Gökçen et al. 2010). In
this case, mentioned two lines can be connected to each other with a consecutive
connectivity by utilizing a common station which includes tasks from the end of the
upstream line and from the beginning of the downstream line.

The outputs of an upstream line may not always be the main part for a
downstream line. In other words, the outputs of the upstream line may not be
processed throughout most of the tasks on the downstream line. The outputs may
be components that are attached to the main parts processed on the downstream
line. This attachment can be performed at a stage (task) of assembly process. In
this case, assembly line managers probably desire to locate the upstream line to the
nearest point of use so as to minimise material handling from the upstream line to
the downstream line. If such a location exists in a production system, two lines can
be connected to each other with perpendicular connectivity (Gökçen et al. 2010).

One of the most important decision problems in assembly lines is assembly line
balancing (ALB). ALB is the problem of assigning task to stations in such a way
that precedence relations among tasks are not violated, sum of the processing times
of the tasks in a station does not exceed cycle time and a performance measure
is optimized. This performance measure is usually minimization of the number of
utilized stations for a given cycle time. Cycle time is the time interval between two
completed products. ALB problems with the objective of minimizing the number
of stations is categorized as Type-I. Conversely, cycle time may also be minimized
for a given number of stations in order to maximize the output. This type of ALB
problems are known as Type-II.

In addition, the basic assumption in most of the studies of ALB literature is that
every task’s time is fixed. However, in practice, different resource alternatives such
as equipment or assistant worker may be available to process a task with different
times. The problem in this case is to assign tasks and resources to stations that
minimize total cost (Kara et al. 2011). Faaland et al. (1992) defined mentioned
problem as Resource Dependent Assembly Line Balancing (RDALB). There are
several studies in ALB literature dealing with resource dependency such as Pinto et
al. (1983), Bukchin and Tzur (2000), Bukchin and Rubinovitz (2002) and Jayaswal
and Agarwal (2014). Additionally, Corominas et al. (2008), Moon et al. (2009)
and Corominas et al. (2011) implemented some resource restrictions to the ALB
problem.

Kara et al. (2011) generalized the RDALB problem for straight and U-shaped
assembly lines and proposed binary integer formulations considering both resource
dependency and resource restrictions with practice oriented assumptions.

Kara and Atasagun (2013) adapted the RDALB approach of Kara et al. (2011)
to the concept of parallel assembly lines and they obtained promising results in the
case of parallel lines are balanced in an integrated manner instead of independent
balancing.
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In this chapter, RDALB approach proposed by Kara et al. (2011) is adapted to
the problem of MSLB which was developed by Gökçen et al. (2010). The problem
is called as integrated balancing of multiple straight assembly lines with resource
dependent task times (RDMSLB). A binary integer mathematical model is presented
with the objective of minimizing total equipment and operating costs of assembly
lines for RDMSLB. An experimental analysis is also conducted to emphasize the
advantages of the integrated balancing concept, compared to the situation in which
the lines are balanced independent from each other. The remainder of the chapter is
structured as follows. Notations and the proposed mathematical model are explained
in Sect. 2. The proposed model is validated on an illustrative example in Sect.
3. Design and results of the experimental study are presented in Sect. 4. Finally,
conclusion and some future research suggestions are given in Sect. 5.

2 Mathematical Model

In this section we propose binary integer programming formulations for RDMSLB
by adhering to the assumptions of Kara et al. (2011) for RDALB and the assump-
tions of Gökçen et al. (2010) for the concept of MSLB.

2.1 Assumptions

The assumptions of the proposed model are as follows:

• There are more than one assembly lines located close to each other with parallel,
consecutive and perpendicular connectivity options.

• Connectivity options of each line pair is predetermined and known.
• Each assembly line in the facility is single model.
• The precedence relationships among tasks of each line are known.
• The processing time of a task is deterministic, but depends on the resources

(equipment type and assistant) allocated to perform the task. The processing time
of a task is independent of the station to which the task is assigned.

• Some tasks cannot be completed by only one worker. If such a task is assigned
to a station, an assistant should be assigned to this station as well.

• The processing times of some tasks can be reduced by performing these tasks
with the assistance of an assistant.

• Some tasks should be performed using particular equipment. There may be
alternate equipment types for a task. Some tasks can be performed with an
equipment type or without equipment. Each equipment type is specified with
a cost.
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• At most one equipment type can be allocated to perform a task. An equipment
type can be used to perform more than one task in a station. In the case of two
tasks from different lines require the same equipment type in a common station;
it is assumed that those tasks can share the related equipment type.

• Two or more equipment types can be assigned to a station for performing
different tasks.

• There is sufficient number of workers required to operate stations. But, the
amounts of other resources (equipment types and assistants) are limited.

• Employment cost of an assistant is independent of the station to which the
assistant is assigned.

• Utilization costs of the stations are assumed to be equal.
• No work-in-process inventory is allowed between workstations.
• It can also be worked each side of any line.
• At most one common station can be utilized for a consecutive line pair, including

tasks from the end of the upstream line and from the beginning of the downstream
line.

• At most one common station can be utilized for a perpendicular line pair,
including tasks from the end of the upstream line and the task of the downstream
line to which outputs of the upstream line are input.

• Cycle times of the lines may differ. The cycle time for a common station among
lines with different cycle times is the minimum of the cycle times of the lines that
it spans.

2.2 Notation

The notations of the proposed model are as follows:

Indices

h, g, k, l, m, n: Assembly line
i, r, s, a, b, c, d: Task
j: Station
e: Equipment
Parameters and sets

t0
hie: Completion time of task i on line h with equipment e without assistant

t1
hie: Completion time of task i on line h with equipment e with assistant

Nh: Set of tasks on line h
H: Set of assembly lines
E: Set of equipment
Ehi: Set of equipment which can be used to process task i on line h

(continued)
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NEe: Available number of equipment e
NA: Available number of assistants
J: Set of stations
CTh: Cycle time of line h

PRh: Set of precedence relations on line h
(r, s) ∈ PRh: A precedence relation on line h; task r is an immediate predecessor of task s

P ∗
hi : Set of predecessors of task i of line h

S∗
hi : Set of successors of task i of line h

F: Set of disconnection relationships
(h, g) ∈ F: A disconnection relationship; common stations between lines h and g are not

allowed
CC: Set of consecutive connectivity relationships
(m, n) ∈ CC: A consecutive connectivity relationship; upstream line m is connected to

downstream line n with a consecutive connectivity
c: A task of upstream line m; S∗mc = Ø

d: A task of downstream line n; P∗mc = Ø

PC: Set of perpendicular connectivity relationships
(k, l) ∈ PC: A perpendicular connectivity relationship; upstream line k is connected to

downstream line l with a perpendicular connectivity
a: The last task of the upstream line k
b: The task of downstream line l to which outputs of the upstream line k are

input
CW: Annual utilization cost of a station (worker + fixed costs)
CA: Annual employment cost of an assistant
ce: Annual operating cost of equipment e
Kmax: Maximum number of stations
M: A big number
Variables

xhij: 1, if task i on line h is assigned to station j; 0, otherwise
phije: 1, if task i on line h is assigned to station j with equipment e without

assistant; 0, otherwise
qhije: 1, if task i on line h is assigned to station j with equipment e with assistant; 0,

otherwise
zje: 1, if equipment e is assigned to station j; 0, otherwise
uj: 1, if station j is utilized; 0, otherwise
tj: 1, if an assistant is assigned to station j; 0, otherwise
yhj: 1, if station j is utilized on line h; 0, otherwise
W(k,l)j: 1, if station j includes tasks of both line k and line l and it is a common

station; 0, otherwise
V(k,l)j: 1, if station j includes tasks of one of the line k and line l and it is not a

common station; 0, otherwise
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2.3 Model

The objective function and constraints of the proposed model are as follows:

Min
∑
j∈J

(
CWuj + CAtj

)+
∑
j∈J

∑
e∈E

cezje (1)

∑
j∈J

xhij = 1 ∀h ∈ H ; ∀i ∈ Nh (2)

∑
e∈Ehi

(
phije + qhije

) = xhij ∀h ∈ H ; ∀i ∈ Nh; ∀j ∈ J (3)

∑
h∈H

∑
i∈Nh

∑
e∈Ehi

(
t0
hiephije + t1

hieqhije

)

≤ CT gygj + M
(
1 − ygj

) ∀g ∈ H ; ∀j ∈ J
(4)

∑
j∈J

(Kmax − j + 1)
(
xhrj − xhsj

) ≥ 0 ∀h ∈ H ; ∀ (r, s) ∈ PRh (5)

∑
i∈Nh

xhij − ‖Nh‖ yhj ≤ 0 ∀h ∈ H ; ∀j ∈ J (6)

∑
i∈Nh

xhij − ‖Nh‖ yhj ≥ 1 − ‖Nh‖ ∀h ∈ H ; ∀j ∈ J (7)

∑
h∈H

yhj − ‖H‖uj ≤ 0 ∀j ∈ J (8)

yhj + ygj ≤ 1 ∀ (h, g) ∈ F ; ∀j ∈ J (9)

ykj + ylj − 2W(k,l)j − V(k,l)j = 0 ∀ (k, l) ∈ PC; ∀j ∈ J (10)

∑
j∈J

W(k,l)j ≤ 1 ∀ (k, l) ∈ PC (11)

xkaj + xlbj − 2W(k,l)j ≥ 0 ∀ (k, l) ∈ PC; ∀j ∈ J (12)

∑
j∈J

(Kmax − j + 1)
(
xmcj − xndj

) ≥ 0 ∀ (m, n) ∈ CC; ∀c ∈ Nm; S∗
mc

= ∅; ∀d ∈ Nn; P ∗
nd = ∅

(13)
∑
h∈H

∑
i∈Nh

(
phije + qhije

)− Mzje ≤ 0 ∀e ∈ E; ∀j ∈ J (14)
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∑
j∈J

zje ≤ NEe ∀e ∈ E (15)

∑
h∈H

∑
i∈Nh

∑
e∈Ehi

qhije − Mtj ≤ 0 ∀j ∈ J (16)

∑
j∈J

tj ≤ NA (17)

xhij , phije, qhije, zje, uj , tj , yhj ,W(k,l)j , V(k,l)j ∈ {0, 1} (18)

The objective function in Eq. (1) denotes the total cost associated with station
utilization, assistant worker and equipment allocation. Equation (2) ensures that
each task of each line is assigned to at least and at most one station. Equation (3)
determines the resources (equipment type and assistant) allocated to a station. Equa-
tion (4) ensures that the workload of a station does not exceed the predetermined
cycle time. This equation also ensures that the cycle time for a common station
between two or more lines is the minimum of the cycle times of the lines that it
spans. Precedence relationships among tasks are satisfied by the set of constraints
given in Eq. (5). Equations (6) and (7) determines whether a station j is opened for
line h or not. Equation (8) determines whether a station j is utilized or not. Equation
(9) is used for disconnecting two assembly lines which cannot be connected with
common stations. For a given (k, l) perpendicular connectivity relationship, Eq. (10)
determines whether a station j is a common station between lines k and l, or not.
Equation (11) ensures that at most one common station can be utilized between
perpendicular connected lines k and l. If a common station is utilized between
perpendicular connected lines k and l, Eq. (12) guarantees this station contains the
last task (a) of the upstream line k and the task (b) of the downstream line l to which
the outputs of upstream line k are the input. Note that, if there are two or more tasks
with no successors in the precedence diagram of the upstream line k, a dummy task
which succeeds all remaining tasks of the upstream line k with zero processing time
should be added. For a given (m, n) consecutive connectivity relationship, Eq. (13)
guarantees a common station between lines m and n includes tasks from the end
of the upstream line m and from the beginning of the downstream line n. Equation
(14) determines whether an equipment e is allocated to station j or not. Equation
(15) restricts the allocated number of equipment e by the available number of this
equipment type. Equation (16) determines whether an assistant worker is allocated
to station j or not. Equation (17) ensures that the number of assistant workers
assigned to stations does not exceed the available number of assistant workers.
Finally, Equation (18) denotes that all variables in the model are binary variables.
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3 Illustrative Example

The proposed mathematical model is validated on an illustrative problem in this
section. The illustrative problem consists of four assembly lines each with 10 tasks.
Information about task processing times in seconds and precedence relationships
are given in Tables 1, 2, 3 and 4. Additionally, precedence diagrams of the lines are
also given in Appendix.

Task time and precedence relationships information of Line 1 is given in Table 1.
The IPi column of the table denotes the immediate predecessors of task i. It is seen
in the table that task 1 of the Line 1 has a manual processing time of 21 s with one
worker. Task 2 also has a manual processing time of 21 s with one worker but this
task can alternatively be processed by Equipment 2 and 9 with processing times of
18 s and 13 s, respectively. Task 3 can be processed by one worker in 45 s manually
but assistance of an assistant worker can reduce the task time to 27 s. Note that task
4 has three different processing alternatives each with assistant. This means that task
4 necessarily requires assistance of an assistant worker, and so on.

Similarly, task time and precedence relationships information of Lines 2, 3 and 4
are given in Tables 2, 3 and 4, respectively.

Table 1 Task time and precedence relationships information of Line 1

Task processing times
Equipment

Task (i) IPi Assist. No 1 2 3 4 5 6 7 8 9 10 11 12

1 – Yes
No 21

2 – Yes
No 21 18 13

3 – Yes 27
No 45

4 3 Yes 29 15 25
No

5 2, 3 Yes 36
No 46

6 5 Yes 38
No

7 1, 4, 6 Yes
No 49 27 29 36

8 6 Yes
No 20

9 7 Yes
No 33 19 26 22

10 8, 9 Yes
No 42 21 34 24
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Table 2 Task time and precedence relationships information of Line 2

Task processing times
Equipment

Task (i) IPi Assist. No 1 2 3 4 5 6 7 8 9 10 11 12

1 – Yes
No 34 30 26 23

2 – Yes 48
No

3 – Yes
No 13

4 – Yes
No 42

5 1, 2, 4 Yes
No 22

6 5 Yes
No 47

7 3, 5 Yes 14
No

8 7 Yes
No 16 13 8 13

9 7 Yes 8
No 14

10 6, 8, 9 Yes
No 21 16 11 14

The connection relationships among lines for the illustrative problem are shown
in Table 5.

Table 5 indicates that Lines 2 and 4 are connected to each other with a
perpendicular connectivity. Note that, the last task of the line 2 is numbered as “10”
and outputs of the upstream line 2 are input for the task 6 of the downstream line 4.

Available numbers and operating costs of different equipment types are given in
Table 6.

Additional information about the illustrative example is as follows: utilization
cost of a station (CW) is 100 cost units; employment cost of an assistant worker
(CA) is 70 cost units and the number of available assistant workers (NA) is 10. The
case “no equipment” is considered as an equipment type by labelling the equipment
number “0”. Cycle time is 180 s and it is equal for all of the lines. Kmax is selected
as nine and the problem is solved using CPLEX solver V12.5 on an Intel Xeon
E5-1650 (6 Core) 3.20 GHz processor and 16 GB RAM workstation.

The optimal solution of the illustrative problem is obtained within 2 h and 2 min
and 17 s with the objective function value of 899 cost units. Figure 1 illustrates the
optimal solution of the problem.
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Table 3 Task time and precedence relationships information of Line 3

Task processing times
Equipment

Task (i) IPi Assist. No 1 2 3 4 5 6 7 8 9 10 11 12

1 – Yes 14 7 7
No

2 – Yes
No 18

3 1, 2 Yes 9
No 19

4 3 Yes
No 22 19

5 2 Yes
No 15

6 4, 5 Yes 12
No 16

7 6 Yes
No 27

8 6 Yes
No 43 21 36 25

9 1, 5 Yes
No 24

10 7, 8, 9 Yes 20
No

Figure 1 shows that, optimal solution of the illustrative problem consists of
six stations, three assistant workers and four different types of equipment such as
equipment 2, 5, 8 and 10. Stations I and II are common stations between parallel
connected lines 1 and 3. Station I includes tasks 1, 2, 3, 4, 5 and 6 of line 1 and task
1 of line 2 while station II includes tasks 7, 8, 9 and 10 of line 1 and tasks 2, 3, 4, 5
and 6 of line 2. Station III is a common station between consecutive connected lines
3 and 4, and it includes tasks from the end of line 3 and from the beginning of line
4. Similarly, Station V is a common station between perpendicular connected lines
2 and 4. This station includes the last task of line 2 (task 10) and the task of line 4
to which outputs of line 2 are input (task 6). Finally, stations IV and VI are single
line stations and they are utilized for lines 2 and 4, respectively.

It is also seen in Fig. 1 that, additional resources allocated to stations are as
follows: equipment 2 and an assistant to the station I, equipment 5 to the station II,
an assistant to each of stations III and IV, and finally equipment 8 and equipment 10
to the station V.
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Table 4 Task time and precedence relationships information of Line 4

Task processing times
Equipment

Task (i) IPi Assist. No 1 2 3 4 5 6 7 8 9 10 11 12

1 – Yes
No 19

2 1 Yes 23 18
No

3 2 Yes
No 22 19

4 – Yes 20
No

5 3 Yes
No 38 33 21 25

6 5 Yes 31
No 40 32 35

7 6 Yes
No 46 37 25 29

8 6 Yes 12
No 16 8 14 8

9 5 Yes
No 18

10 4, 7, 8, 9 Yes 25
No 49

Table 5 The connection relationships among lines

Line
Line 1 2 3 4

1 – None Parallel None
2 None – None Perpendicular
3 Parallel None – Consecutive
4 None Perpendicular Consecutive –
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Table 6 Available numbers
and operating costs of
equipment

Equipment Available number Operating cost

1 1 48
2 1 14
3 2 12
4 1 17
5 1 43
6 2 46
7 2 48
8 2 11
9 1 36

10 1 21
11 1 44
12 2 33

Fig. 1 Optimal solution of the illustrative problem

4 Experimental Results

In this section an experimental study is conducted to compare integrated and
independent balances of multiple straight lines in terms of total cost. A data set
consists of 108 problems is generated and all those problems are solved using
both integrated (RDMSLB) and independent (RDMSLB-independent) balancing
approaches. Hence, a total of 216 solutions are obtained.

Assembly systems are generally characterised by three factors: problem size,
strength of the precedence ordering relations among tasks, and the expected number
of tasks per station (Aase et al. 2004; Kara et al. 2011). These factors can be defined
by the number of tasks (NT), flexibility ratio (FR), and cycle time (CT) measures,
respectively (Kara et al. 2011). FR is known as an indicator of the difficulty of the
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problem in ALB literature. A higher FR value indicates fewer precedence relations
among tasks. This means more solution alternatives and a larger solution space.
So, obtaining the optimal solution will be more difficult compared to an equivalent
problem with a lower FR value.

It is assumed that there are four assembly lines in each test problem. Line 1 and
Line 3 are located in parallel. Line 3 and Line 4 are connected to each other with a
consecutive connectivity in which Lines 3 and 4 are upstream and downstream lines,
respectively. Line 2 and Line 4 are connected to each other with a perpendicular
connectivity in which outputs of Line 2 are inputs for Line 4. Finally, common
stations are not allowed between line pairs (1, 2), (1, 4) and (2, 3).

Four levels of NT (20, 40, 60 and 80) are considered by assuming that each of
the lines in the problem includes an equal number of tasks. For example, each line
includes 5 tasks in a 20-task problem. Precedence relationships among tasks for
each NT level are randomly generated and three different levels of FR (0.25, 0.50
and 0.75) are considered. In a NT–FR combination, it is assumed that all of the lines
in the problem have precedence diagrams with the same level of FR. Hence, 12
assembly line systems are obtained.

In addition, it is assumed that all of the tasks in an assembly line system have
a processing alternative without equipment (manual processing time). Processing
times of the tasks without equipment are randomly generated following a discrete
uniform distribution with U(10, 50). The numbers of different equipment types are
selected as 6, 12, 18 and 24 for NT levels of 20, 40, 60 and 80, respectively. Annual
operating costs of the equipment are randomly generated following a discrete
uniform distribution with U(10, 50). Fifty percent of the tasks in each problem are
considered to have processing alternatives with equipment while remaining 50%
are assumed to be manual. The tasks with processing alternatives are also selected
randomly. Processing times of the tasks with equipment are randomly generated
in such a way that a task has a lesser processing time with equipment than its
manual processing time. In the process of generating task times with equipment, it is
assumed that task time reducing of a particular equipment type should be associated
with the operating cost of that equipment type. For example, if the operating cost of
equipment e is between 11 and 20, then this equipment reduces a task’s manual
processing time with a random percentage between 11 and 20. If the operating
cost of equipment e is between 21 and 30 then this equipment reduces a task’s
manual processing time with a random percentage between 21 and 30, and so on.
Percentages of task time reducing for equipment types are selected randomly in the
related interval. In addition, it is assumed that a task can be processed using at most
three different equipment alternatives. Available numbers of equipment types for all
problems are restricted by 1 or 2 randomly.

Furthermore, 25% of the tasks in each problem are assumed to necessarily require
assistance of an assistant worker. An additional 25% of the tasks can be processed
by one worker but assistance of an assistant worker can reduce task processing time.
Note that a task can be processed using both resource alternatives such as assistant
worker and equipment. Percentages of task time reducing for assistant workers are
randomly selected following a discrete uniform distribution with U(20, 50), for each
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related task. Available numbers of assistant workers are selected as 5, 10, 15 and 20
for NT levels of 20, 40, 60 and 80, respectively.

The process of generating resource dependent task times is repeated three times
for each NT level. Each of these three task times is used together with each of NT–
FR combination to construct a problem instance and hence 36 problem instances are
obtained. For each problem instance, fixed station utilization and assistant worker
costs are selected 100 and 70 cost units, respectively. Each problem instance is
solved considering three levels of CT (180, 240 and 300) using the proposed
mathematical model. That is, 108 solutions for RDMSLB are obtained. Addi-
tionally, 108 solutions for RDMSLB-independent are obtained using the proposed
model by adding all of the line pairs to the set of disconnection relationships (F) and
excluding the Eqs. (10–13). Note that, cycle times of the different assembly lines for
each problem are assumed to be equal in the experimental study. All problems are
solved using CPLEX solver V12.5 on an Intel Xeon E5-1650 (6 Core) 3.20 GHz
processor and 16 GB RAM workstation. The CPU time limit of 3 h is used for all
216 solutions.

If the results of experimental study analysed, it is seen that 63 out of 108
(58.33%) RDMSLB solutions are optimal while 55 out of 108 (50.93%) RDMSLB-
independent problems are optimally solved. In addition, all of the optimally solved
55 problems in RDMSLB-independent are also optimal in RDMSLB. Average of
CPU times of optimally solved 63 RDMSLB problems is 21 min 54 s while average
of CPU times of optimally solved 55 RDMSLB-independent problems is 20 min
45 s.

If the RDMSLB problems which have not been solved optimally are considered,
it is seen that the average of optimality gaps is 14.99% while minimum and
maximum of the optimality gaps are 0.55% and 28.83%, respectively. Similarly,
for the RDMSLB-independent problems, minimum and maximum of the optimality
gaps are 4.03% and 44.11%, respectively. The average of the optimality gaps for the
RDMSLB-independent problems is 25.18%.

The effects of different NT, FR and CT values on the solution status are analysed
in Tables 7, 8 and 9, respectively.

It can be seen in Table 7 that when NT increases, the number of optimal solutions
decreases dramatically. This is an expected situation due to the increase of the
numbers of decision variables and constraints depending on the problem size.

Table 8 presents that, different FR values has not a significant effect on the
solution status for both RDMSLB and RDMSLB-independent cases.

It is seen in Table 9 that, the number of optimal solutions increases while CT
increases for both RDMSLB and RDMSLB-independent cases.

In the experiment, the results of RDMSLB and RDMSLB-independent are also
compared in terms of total cost using the solutions of above mentioned 55 problems
which are optimal for both cases. Experimental results indicate that, integrated
balancing concept provides an improvement in total cost compared to the concept
of independent balancing for all of the 55 problems. A paired samples t-test is
also performed to compare the total costs of RDMSLB and RDMSLB-independent.
Results of the t-test are given in Table 10.



268 Y. Atasagun et al.

Table 7 Effects of NT values on the solution status

RDMSLB RDMSLB-independent
Number Percentage Number Percentage

NT Solution status of problems of problems (%) of problems of problems (%)

20 Optimal 27 100 27 100
Feasible – – – –
Total 27 100 27 100

40 Optimal 26 96.3 22 81.48
Feasible 1 3.7 5 18.52
Total 27 100 27 100

60 Optimal 10 37.04 6 22.22
Feasible 17 62.96 21 77.78
Total 27 100 27 100

80 Optimal – – – –
Feasible 27 100 27 100
Total 27 100 27 100

Total Optimal 63 58.33 55 50.93
Feasible 45 41.67 53 49.07
Total 108 100 108 100

Table 8 Effects of FR values on the solution status

RDMSLB RDMSLB-independent
Number Percentage Number Percentage

FR Solution status of problems of problems (%) of problems of problems (%)

0.25 Optimal 21 58.33 20 55.56
Feasible 15 41.67 16 44.44
Total 36 100 36 100

0.50 Optimal 22 61.11 18 50
Feasible 14 38.89 18 50
Total 36 100 36 100

0.75 Optimal 20 55.56 17 47.22
Feasible 16 44.44 19 52.78
Total 36 100 36 100

Total Optimal 63 58.33 55 50.93
Feasible 45 41.67 53 49.07
Total 108 100 108 100

The results of paired samples t-test given in Table 10 indicates that, the
difference between the total cost values of RDMSLB and RDMSLB-independent
are significant at the level of 0.01 and mean total cost of integrated balancing
approach is significantly lower than mean total cost of independent balancing
approach.

In addition, by adhering to the study of Kara et al. (2011) the “percent
improvement in total cost” (PI) is selected as the dependent variable for further
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Table 9 Effects of CT values on the solution status

RDMSLB RDMSLB-independent
Number Percentage Number Percentage

CT Solution status of problems of problems (%) of problems of problems (%)

180 Optimal 17 47.22 13 36.11
Feasible 19 52.78 23 63.89
Total 36 100 36 100

240 Optimal 21 58.33 18 50
Feasible 15 41.67 18 50
Total 36 100 36 100

300 Optimal 25 69.44 24 66.67
Feasible 11 30.56 12 33.33
Total 36 100 36 100

Total Optimal 63 58.33 55 50.93
Feasible 45 41.67 53 49.07
Total 108 100 108 100

Table 10 Results of paired samples t-test

Balancing approach N Mean Std. deviation t Sig. of t

RDMSLB 55 751.727 201.068 17.95 0.000
RDMSLB-independent 55 582.327 181.846

statistical analysis. PI is calculated by Eq. (19). Table 11 summaries the mean values
of PI obtained in the experiment.

PI = [[Cost (RDMSLB − independent) − Cost (RDMSLB)] /Cost (RDMSLB

− independent)] × 100 (19)

Table 11 shows that, a total cost improvement of 23.105% is obtained when
multiple straight lines are balanced in an integrated manner instead of independent
balancing. It should be noted here that, the lack of NT = 80 in Table 11 is because
none of the 80-task problems can be solved optimally. This situation can also be
seen in Table 7.

An analysis of variance (ANOVA) and Duncan grouping test are also performed
to analyse the results using IBM SPSS 20 statistical package. A three-way ANOVA
is performed to examine the effects of three factors namely NT, FR, and CT on PI
and the results are given in Table 12.

It is seen in Table 12 that, effects of NT, CT and two-way interaction of NT
and CT are significant while the effects of FR, remaining two-way interactions and
three-way interaction are not significant at the level of 0.01. These results indicate
that, percent improvement in total cost is influenced by the number of tasks, cycle
time and interaction of those factors. The results of Duncan groupings with the
significance level of 0.01 are given in Table 13.
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Table 11 Mean values of PI
for NT, FR and CTs

FR
NT CT 0.25 0.50 0.75 Total

20 180 16.122 16.122 23.024 18.423
240 25.277 25.956 25.956 25.730
300 37.285 37.285 37.285 37.285
Mean 26.228 26.454 28.755 27.146

40 180 14.358 14.783 – 14.464
240 23.094 23.094 27.972 24.720
300 11.958 12.236 14.045 12.746
Mean 16.470 17.253 21.008 17.957

60 180 – – – –
240 – – – –
300 18.504 23.510 29.367 23.794
Mean 18.504 23.510 29.367 23.794

Total 180 15.240 15.787 23.024 17.205
240 24.186 24.525 26.964 25.225
300 23.092 24.448 26.590 24.710
Mean 21.064 22.549 26.093 23.105

Table 12 Three-way ANOVA results

Source of variance Sum of squares df Mean square F Sig. of F

NT 837.631 2 418.816 12.741 0.000
FR 233.093 2 116.546 3.546 0.040
CT 452.714 2 226.357 6.886 0.003
NT × FR 93.357 4 23.339 0.710 0.591
NT × CT 1472.646 2 736.323 22.400 0.000
FR × CT 65.850 4 16.462 0.501 0.735
NT × FR × CT 3.847 3 1.282 0.039 0.990
Error 1150.491 35 32.871
Total 34139.997 55

Table 13 Duncan groupings for NT, FR and CT

Duncan grouping for NT Duncan grouping for FR Duncan grouping for CT
NT N Subset 1 Subset 2 FR N Subset 1 CT N Subset 1 Subset 2

40 22 17.957 0.25 20 21.064 180 13 17.205
60 6 23.794 23.794 0.50 18 22.549 300 24 24.710
20 27 27.146 0.75 17 26.093 240 18 25.225
Sig. 0.017 0.160 0.016 1.000 0.794

Duncan grouping results given in Table 13 indicates that; mean PI values for 20-
task problems are significantly greater than that of 40-task problems. The difference
of mean PI values for 60-task problems from that of 20-task and 40-task problems
are not significant at the level of 0.01. Similarly, there is no significant difference
between the mean PI values for different FR levels. Additionally, it can be seen
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in the Table 13 that, mean PI values for the cycle time levels of 300 and 240 are
significantly greater than that of problems with the cycle time level of 180. The
difference between the cycle time levels of 240 and 300 is not significant.

5 Conclusion

In this chapter, a binary integer mathematical model is proposed to adapt the
resource dependent assembly line balancing approach to the problem of integrated
balancing multiple straight assembly lines. The proposed model is validated on
an illustrative example and an experimental study is conducted to compare the
results of integrated and independent balancing approaches on the multiple straight
assembly lines with resource dependent task times. The experimental results show
that, when multiple straight assembly lines are balanced in an integrated manner
an average total cost improvement of 23.105% can be obtained compared to the
independent balances of the lines. This is a significant improvement that emphasizes
the importance of balancing multiple straight lines in an integrated manner, to take
the advantages of shojinka and to adhere to the main philosophy of JIT. The results
also show that, above mentioned total cost improvement is influenced by the number
of tasks, cycle time and interaction of those factors.

In further studies, goal programming approaches can also be applied to RDM-
SLB to provide flexibility for decision makers to balance their assembly lines based
on their decision environments and preferred priorities. Efficient heuristics can be
proposed for the RDMSLB due to NP-hard nature of the problem. Developing
mathematical formulations for integrated balancing of multiple mixed model assem-
bly lines with resource dependent task times can also be considered as a future
research.

Appendix

Precedence diagrams of the Lines 1–4 of the illustrative problem in Sect. 3 are given
in Figs. 2, 3, 4 and 5.
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Fig. 3 Precedence diagram
of Line 2
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Fig. 4 Precedence diagram
of Line 3

Fig. 5 Precedence diagram
of Line 4
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Gökçen, H., Ağpak, K., & Benzer, R. (2006). Balancing of parallel assembly lines. International
Journal of Production Economics, 103(2), 600–609.

Gökçen, H., Kara, Y., & Atasagun, Y. (2010). Integrated line balancing to attain Shojinka in a
multiple straight line facility. International Journal of Computer Integrated Manufacturing,
23(5), 402–411.

Jayaswal, S., & Agarwal, P. (2014). Balancing U-shaped assembly lines with resource dependent
task times: A simulated annealing approach. Journal of Manufacturing Systems, 33(4), 522–
534.

Kara, Y., & Atasagun, Y. (2013). Assembly line balancing with resource dependent task times: An
application to parallel assembly lines. IFAC Proceedings Volumes, 46(9), 845–850.

Kara, Y., Özgüven, C., Yalçin, N., & Atasagun, Y. (2011). Balancing straight and U-shaped
assembly lines with resource dependent task times. International Journal of Production
Research, 49(21), 6387–6405.

Miltenburg, G. J., & Wijngaard, J. (1994). U-line line balancing problem. Management Science,
40(10), 1378–1388.

Monden, Y. (1993). Toyota production system. Norcross, GA: Engineering and Management Press.
Moon, I., Logendran, R., & Lee, J. (2009). Integrated assembly line balancing with resource

restrictions. International Journal of Production Research, 47(19), 5525–5541.
Pinto, P. A., Dannenbring, D. G., & Khumawala, B. M. (1983). Assembly line balancing with

processing alternatives: An application. Management Science, 29(7), 817–830.
Salveson, M. E. (1955). The assembly line balancing problem. Journal of Industrial Engineering,

6(3), 18–25.
Scholl, A., & Becker, C. (2006). State-of-the-art exact and heuristic solution procedures for simple

assembly line balancing. European Journal of Operational Research, 168(3), 666–693.


	Foreword
	Preface
	Lean and Green Supply Chain Optimization
	Lean and Green Supplier Selection
	Lean and Green Vehicle/Fleet Management
	Lean and Green Operations Management

	Acknowledgments
	Organization
	Program Chairs
	Program Committee

	Contents
	About the Editors
	Lean and Green Supply Chain Management: A ComprehensiveReview
	1 Introduction
	2 Lean and Green Paradigms in the Context of Supply Chain
	2.1 Lean Paradigm
	2.2 Green Paradigm
	2.3 Lean and Green Supply Chain
	2.4 Literature Review

	3 Research Methodology
	3.1 Material Collection
	3.2 Descriptive Analysis

	4 Detailed Analyses of the Literature
	4.1 Classification of Studies
	4.2 Surveys in Lean and Green Supply Chain
	4.2.1 Survey Papers Using Causal Diagrams

	4.3 Conceptual Frameworks Developed for Lean and Green Supply Chains
	4.4 Quantitative Analyses

	5 Discussion, Future Directions and Conclusion
	5.1 Discussion: Synergies and Trade-Offs Between Lean and Green
	5.2 Future Directions and Conclusion

	References

	A New Model for Lean and Green Closed-Loop Supply Chain Optimization
	1 Introduction
	2 Problem Definition
	3 Drivers of Lean&Green Supply Chain Management
	3.1 Lean&Green Construction
	3.2 Lean&Green Production System
	3.3 Lean&Green Handling
	3.4 Lean&Green Transportation

	4 Model Formulation
	4.1 Indices
	4.2 Parameters
	4.3 Variables
	4.4 Objective Functions
	4.5 Constraints

	5 Computational Studies
	5.1 Construction of Trade-Off Table
	5.2 Determination of Weights Using Fuzzy AHP
	5.3 Fuzzy Weighted Additive Model

	6 Concluding Remarks and Future Directions
	References

	Risk Management in Lean & Green Supply Chain: A Novel Fuzzy Linguistic Risk Assessment Approach
	1 Introduction
	2 Literature Review
	3 Proposed Fuzzy Linguistic Risk Assessment Approach
	3.1 Identification of Problem and Binary Comparison of Criteria and Obtaining Relative Importance Weights
	3.2 Obtaining Assessment Scores of Suppliers
	3.3 Determining the Risk Levels of Suppliers
	3.4 Assigning Suppliers to Risk Groups and Determination of Action Plans

	4 Case Study
	4.1 Data of the Company
	4.2 Stages of Assessment

	5 Conclusion
	References

	A New Multi Objective Linear Programming Model for Lean and Green Supplier Selection with Fuzzy TOPSIS
	1 Introduction
	1.1 Brief Review of the Literature
	1.2 Contributions of the Study

	2 Problem Definition
	3 Methodologies
	4 Mathematical Model
	4.1 Application of Fuzzy Linear Programming

	5 A Case Study
	6 Conclusions
	Appendix
	References

	The Impact of Routing on CO2 Emissions at a Retail Grocery Store Chain: A GIS-Based Solution Approach
	1 Introduction
	2 Problem Setting
	2.1 Fuel Consumption and CO2 Emissions
	2.2 Problem Definition and Mathematical Formulation

	3 A Case Study
	3.1 ArcGIS Solution Approach
	3.2 Input Data
	3.3 Computational Experiments and Analyses
	3.3.1 Results Obtained on the Instances
	3.3.2 The Effect of the Shop Demand
	3.3.3 The Effect of the Number of Vehicles


	4 Conclusions
	Appendix
	References

	A Simulated Annealing Algorithm Based Solution Method for a Green Vehicle Routing Problem with Fuel Consumption
	1 Introduction
	2 Background
	2.1 Exact Solution Methods for G-VRP
	2.2 Heuristic and Meta-Heuristic Algorithms for G-VRP

	3 Mathematical Models
	3.1 A Classical Green VRP Model
	3.2 Proposed G-VRP Model
	3.3 Convex Composition Model

	4 Solution Algorithm: Simulated Annealing
	5 Experimental Study
	6 Conclusions and Further Research
	References

	Development of a Web-Based Decision Support System for Strategic and Tactical Sustainable Fleet Management Problems in Intermodal Transportation Networks
	1 Introduction
	2 Previous Related Work
	3 Overview of Intermodal Fleet Management
	4 Decision Support System Methodology
	4.1 Framework and Main Components of the Proposed DSS
	4.2 Development of a Fuzzy-Stochastic Mixed-Integer Programming Model
	4.3 Data Modelling and Database Integration

	5 Case Study: Implementation of DSS in an International Logistics Company
	5.1 User Interface for Visualization of Different Fleet Management Modules
	5.2 Fleet Optimizer: Optimization Module
	5.3 Multi-Mode Load Planning Module
	5.4 Fleet Planning Module
	5.5 Transportation Cost Planning Module
	5.6 Empty Truck/Trailer Repositioning Planning Module
	5.7 Transit Time Planning Module
	5.8 Environmental Impact Assessment Module

	6 Concluding Remarks and Future Research Directions
	Appendix 1 Mathematical Nomenclature and Model Formulations
	Appendix 2 Some of the Dataset for Real-Life Application
	Appendix 3 LINGO Code of the Proposed Model
	References

	Integrated Production Scheduling and Distribution Planning with Time Windows
	1 Introduction
	2 An Overview of the Relevant Literature
	3 Problem Definition
	3.1 Notation
	3.2 Two Variants of the Problem

	4 Formulations
	4.1 Case 1: Soft Time Window with Idle Wait
	4.2 Case 2: Soft Time Window with No Idle Wait

	5 Computational Experiments
	5.1 Instance Generation
	5.2 Computational Results
	5.2.1 Results for the General Problem


	6 Conclusions
	References

	Achieving Shojinka by Integrated Balancing of Multiple Straight Lines with Resource Dependent Task Times
	1 Introduction
	2 Mathematical Model
	2.1 Assumptions
	2.2 Notation
	2.3 Model

	3 Illustrative Example
	4 Experimental Results
	5 Conclusion
	Appendix
	References


