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## Preface

The umbrella term Social Sciences and Humanities refers to a plurality of fields outside the Natural or Physical Sciences. Disciplines as different as anthropology, archeology, architecture, art, cultural studies, economics, education, geography and environmental studies, history, law, languages and linguistics, political science, philosophy, psychology, sociology or translation studies, all share the concern for human relations and socio-cultural practices.

In the ancient world, the alliance between political and religious power had guaranteed the interdisciplinary dialogue between the Natural Sciences, the Social Sciences and the Humanities, all closely associated to institutional control. The move towards anthropocentric approaches took place at different times in different regions of the world, alongside the socio-cultural, political, economical and technological forces that shaped each territory, from the establishment of the first learning centers and universities, to the discovery of new ways of looking at worlds beyond our own by means of the telescope. But our world not only changed at the pace humans marked through their changing practices and innovations. Environmental issues, such as the fact that papyrus could not be used in the wet climates of Northern Europe, shaped the way human technologies were used and where. From Chinese paper and the printing press, to contemporary digital communication and networked society, the complexity of human life is such that knowledge divisions are there to set the foundations for groundbreaking innovations across all fields. To say that the growth of the Social Sciences took place mostly in the $18^{\text {th }}$-century, coinciding with political and economic reforms, sometimes in the form of violent revolutions, that sought national and territorial cohesion in Europe, would be to cast aside similar changes in other parts of the world.

There are many difficulties involved in writing an introduction to a series of volumes that seek to provide an overall picture of human society and cultural habits across differing disciplines, various nations, distinct methodologies and, in some cases, diverse time spans. The volumes oscillate between 'positive' approaches to knowledge, based sense experience and statistical analysis, focused on deduction and description, and interpretative positions, more inductive and prescriptive. Specialization and interdisciplinarity walk hand in hand in a dialogue that seeks to speak across the bio-physical, the socio-cultural and the artistic, under the common
desire to understand humanity more clearly and direct our actions in more effective ways by means of theoretical discussions, innovative ideas, the encouragement of public debates, and interaction across societal structures.

InTech collection on Social Sciences and Humanities is unique and groundbreaking in its combination of questions and answers from very diverse fields and disciplines. It is also a point of connection between East and West, North and South, developed and less developed countries. It includes chapters compiled by institutional research agencies, established scholars, alongside work by younger researches, all of which point to fruitful alternative routes for further exploration and good practice, seeking to identify current impasses in times of crisis, and to create opportunities and avenues for future change. Key underlying principles are the support innovation and sustainability across the world, the fostering of collaboration amidst the Sciences (both Natural and Social) and the Humanities, and the private and the public sectors of society. The chapters collected address societal challenges across diverse cultures and environments.

Oftentimes the pathways to discovery are laid on shaky ground in order to open up possibilities despite the risks involved. InTech collection Social Sciences and Humanities: Theories and Application is doing just that.

The first volume of InTech collection is entitled Theoretical and Methodological Approaches to Social Sciences and Knowledge Management and includes chapters that move from theoretical and methodological issues and the analysis of quantitative and qualitative tools, to more concrete applications of these.

Prof. Caleb Kangai's (Zimbabwe Open University) contribution "Social Research Methods: a critical analysis of methodological issues and emerging trends" opens the volume because it offers an excellent introduction which helps identify current issues and trends in the application of methods for social science research. His discussion provides a forum for social scientists to reflect on the contemporary issues affecting the Social Sciences. This is followed by a review of the three most widely used theoretical approaches in the Social Sciences. Prof. Hajime Eto (Professor emeritus, University of Tsukuba, Japan) and Prof. Shinichi Yamamoto (Director Research Institute for Higher Education, Hiroshima University) draw the connection between "Methodology transfers between Social Sciences and Humanities in relation to Natural Sciences, Technology and Government policy". Their chapter describes the paradigms that disciplines in the Humanities and Social Sciences have followed in the West, and their influence on Eastern countries, particularly in the case of Japan. The authors make a claim for the need to incorporate knowledge from the East in the collective memory of a global world. Japanese cultural input in this article remains relatively low, almost a symptom of the need for greater participation of Eastern and Southern cultures in the construction of global paradigms.

The study of causality is of great relevance to understand the differences between the Natural Sciences and Social Sciences and Humanities. The processes of deduction and induction play a role in both theory and application and depend on the various notions of causation, probabilistic in the Physical Sciences, and contingent in Social Studies. Prof. Bayram Tay (Ahi Evran University, Turkey) revises the development of logical thinking, which includes both induction (generalizations and observations) and deduction (results obtained through the process of reaching a conclusion by comparing). Prof. Katerina Hlavácková-Schindler (Commission for Scientific Visualization, Austrian Academy of Sciences) takes the issue one step forward by studying causality from non-deterministic and Non-Gaussian perspectives and formal mathematical approaches to detect cause-effect relationships, namely the Granger causality, transfer entropy, directionality index and other information-theoretical measures. Departing from quantitative analysis, Prof. Sylvain K. Cibangu (University of Washington) offers a toolkit of theories on qualitative research. The author claims that despite the rise in qualitative research methods in published textbooks and journals, reflections on social science theory remain scant, and that the assumption that the Social Sciences deal with subjective non-measurable phenomena may have reduced the potential role of theory construction. The chapter maps the broader history of qualitative research and outlines some practical consequences for theory building in the Social Sciences.

Continuing with papers that focus on general theoretical and methodological issues, the volume moves on to coding, a strategy used in protocol analysis to extract values for quantitative variables from qualitative data collected from observations. Human behavior is characterized by coding schemes, and statistical tools are used to derive models of the behavioral patterns emerging from the tasks under study. In "Validation of Information Models derived from Observational Studies" Prof. Pierre N. Robillard (Computer Engineering, Ecole Polytechnique de Montréal, Canada) provides a simulation approach to validate models derived from observational studies, enabling analysis of the impact of individual qualitative variability on coding transcripts from protocol analysis. This study constitutes one of the few approaches that enable the modeling of real activities. It is of general interest and can be applied to any observational study. Quantitative cartographic generalizations applied to the mapping of social networks is the object of Prof. Renan M. Pombo, Luciene S. Delazari and Claudia R. Sluter (Federal University of Parana, Brazil) study on the implementation of a software to preserve spatial reference in the graphs and matrices of social networks by means of aggregation and displacement operators which render readable representations on a smaller scale such as mobile phone screens. The paper includes graphics obtained by means of this cartographic software. Open-source tools for data mining in the Social Sciences are revised by Paško Konjevoda and Nikola Štambuk (Ruđer Bošković Institute, Croatia) and their advantages and disadvantages are described. The paper offers the web addresses where these tools are available as well as textbooks and manuals describing them.

Moving onto knowledge mobilization, Prof. David J. Phipps, Prof. Krista E. Jensen, and Prof. Gary Myers (York University, Canada and KMbeing.com,) discuss activities that encourage relationships between researchers and decision makers by means of social media, Twitter in particular. Their examples come from Canada, the US and the UK. Prof. Oliver Mtapuri (University of Limpopo South Africa) focuses on the particular case of Africa, and introduces researchers to the problems of doing research there. The multiplicity of languages and dialects, literacy levels, particular communal traditions and sensibilities, are among the challenges to be overcome in circumstances of data collection. In many cases, translation from vernacular to English and vice versa does not capture the essence of discussions and offer contradictory and ambiguous results.

Public opinion reflects social realities, the integration of mass consciousness, ideas and emotions. The subject of opinion is the general public, the object is a particular focus of the community, and the ontology is the tendentious comments or remarks of this focus. Prof. Yijun Liu, Wenyuan Niu (Institute of Policy and Management, Chinese Academy of Sciences Beijing) explores the mechanism of public opinion within the perspective of social physics. Three main theories, social combustion theory, social shock wave theory and social behavior entropy theory, are involved in social physics. When large-scale individuals or groups discuss some incident, it enters an active period from latent period of opinion. This indicates that opinion is built step by step and formed at last by integration of local viewpoints with key points from opinion leaders. The level of opinion formation during the different stages can be quantitatively decided by number, scale and intensity. The study of the formation of public opinion is useful in order to build a quantitative method to predict behavior.

Another area of interest in the Social Sciences is entrepreneurship, employment and industrial relations. This volume offers several chapters dedicated to explore different aspects such as policymaking, object of study for Prof. Mohammad Reza Noruzi (Tarbiat Modarres University, Tehran, Iran). His approach involves problem identification, instruction compiling, formulation, performance and evaluation, as well as counting alternatives related to problem solving applied to the Iranian case. Similarly, Prof. Christopher Odogwu Chidi and Prof. Okwy P. Okpala (University of Lagos, Nigeria) examine employment and industrial relations theories, presenting extensively five traditions which show differences and commonalities. The five theories under study (unitary, systems, conflict, Marxist and social action theories) recognize three actors/participants/social partners involved in industrial relations. However, with the emergence of transnational organizations emphasis is shifting to the concept of "tripartism-plus", where none of these theories have a comprehensive coverage. Furthermore, in the following chapter, the authors investigate human capital resourcing practices and organizational performance in selected organizations in the food, beverage and tobacco industry in Lagos State, Nigeria. In testing the first hypothesis that there is a positive relationship between recruitment practices and organizational performance, it was found that there is a positive relationship between
them ( $\mathrm{r}=0.45 ; \mathrm{p}<.05$ ). In testing the second hypothesis that there is a positive relationship between selection practices and organizational performance, it was found that there is a positive relationship between them ( $\mathrm{r}=0.49 ; \mathrm{p}<.05$ ). These results are statistically significant for they mean that as recruitment and selection practices improve, so does organizational performance.

Another issue in industrial relations is lean behavior and its relation to productivity, the focus of Prof. Perumal Puvanasvaran's chapter which examines the particular case of a manufacturer of aerospace composite. Results for this research are collected and analyzed by means of statistical software, and the analysis, in the form of index values, percentages, supported by comparing the results of surveys and monitoring of real life data of the case study presented, is revealing. José Vargas-Hernández (Univ. Guadalajara, Mexico) also explores sustainable and efficient organizations, this time in Mexico. His paper analyzes sustainability and efficiency of organizations committed to handcrafts micro-businesses and their environmental impact in the municipalities of Gómez Farías and Zapotlán el Grande. The initial hypothesis departs from the consideration of the scarce social capital of organizations that limits development's sustainability. The research method employed is ethnography, complemented with fieldwork in the form of informal interviews, and documental and bibliographic research. The outcomes demonstrate that the drama of economic efficiency and sustainable development of micro-business is tied to constraints of social capital, findings that have implications for the design and implementation of economic and social policies. The case of Uganda is debated by Prof. Muriisa R. Kabeba (Dean Mbarara University of Science \& Technology, Uganda), who writes on the need to strengthen institutional capacity for science innovation and technology in this country and discusses institutions and institutional challenges. Points of special relevance for the author are motivation for scientists, guaranteed protection of their research rights, and recognition of their scientific work. The paper also discusses challenges in the coordination of the different research organizations in the country. Finally, Maria Covadonga De La Iglesia Villasol (Univ. Complutense Madrid, Spain) defends the importance of university training in aspects of innovation and creativity, which are particularly lacking in the Spanish context, and need to be encouraged in order to converge with the European Space of Higher Education framework. Her paper offers an interesting discussion of the current trends on university education in Europe.

Several chapters focus on different responses to the global crisis. Mohammad Reza Noruzi and Tayebeh Abbasi (Tarbiat Modarres University, Tehran Iran) examine the Iranian system and downsizing as a strategy of public management. Various analyses show complex set of conclusions. In some cases, downsizing plans are performed on the basis of regulations and management professionalization. At times it is an unnecessary decision intended to reduce public costs. According to the authors, there is also an unsuitable context for privatization and many contradictions in the exchanges between public and non-public sectors in Iran, where the decrease in the number of ministries and offices does not seem to have affected the costs incurred by
the government. Therefore, the role of government should be investigated, public costs should be controlled seriously, and some activities of low productivity and high energy consuming should be identified and revised. Downsizing should be performed without any significant harm in welfare affairs. A different approach is taken by Prof. Thomas Marmefelt (University of Södertörn, Huddinge, Sweden) who examines liquidity as a crucial link between the financial system and the real economy. The historical experience of liquidity with partial monetary separation in pre-modern economies provides valuable lessons that shed some light on contemporary systems. In the pre-modern European monetary system, such as medieval France where monetary mutations were based on metal-content reductions, the medium of account was independent. Coins had an intrinsic value, in the sense of being a commodity, but also an extrinsic value, in that sense of being an institution. Pre-modern money could be seen above all as a clearing device that later with the gold standard turned into a commodity. Units of account in pre-modern Europe were based on social convention and could therefore be adjusted to control liquidity. Along similar lines, Thomas Marmefelt explains that market prices possess a language-like symbolizing function, and that language is required to establish a shared meaning of money, property, exchange, and price, in order to give market prices that function. The chapter explores how sustainable growth requires that financial system finds the correct liquidity based on a balanced between desired innovation and demands by consumers.

Asunción López-Varela
Universidad Complutense Madrid
Spain

## Section 1

Social Research Methods

# Social Research Methods in Higher Education: A Critical Analysis of Methodological Issues and Emerging Trends at the Zimbabwe Open University 

Caleb Kangai<br>Zimbabwe Open University,<br>Zimbabwe

## 1. Introduction

The world today is witnessing an explosion of social science research. Unlike other disciplines in the natural sciences, social science research has attracted much attention due to its dynamism and complexity (Dube and Pare, 2003). As modern societies become more complex in their structure, needs and demands, social problems have also become more complex. As a result, several social theories and social research methods have been developed and continue to develop in an effort to understand diverse social problems. Presently, social research is in the process of rapid change. This chapter focuses on current methodological issues and emerging trends in social science research. It argues that the challenge for social scientists and researchers worldwide is to continue in the search for a unified consensus on what methodology might have the power and refinement to connect a proposed "grand theory" with the various midrange theories which, with considerable success, would continue to provide usable frameworks for increasing the overall knowledge of society. Social research is experiencing a paradigm shift that calls for the re-examination of current methodologies. The present review helps identify current methodological issues and trends in social science research. It is important that as social researchers, we should understand the philosophical, theoretical, and methodological debates influencing our work and careers, their implications for research and our place within them.
This discussion provides an academic forum for social scientists and researchers to reflect on the contemporary issues and emerging trends affecting their careers. This is important as this will help to shape the orientation of both old and young social researchers to be innovative and go beyond conventional boundaries. This chapter also puts young social scientists - who have not yet become 'attached' to certain sets of theories, concepts and methodology - in advantageous position to understand the current issues and emerging trends in social sciences research.

## 2. Aim/purpose of the chapter

This chapter serves two purposes. First, the chapter examines the historical, philosophical, and theoretical developments that have influenced social research methods worldwide.

Second, the chapter reports on current issues and emerging trends in social research with particular reference to social research at the Zimbabwe Open University.

## 3. Organization of the chapter

After defining social research, the chapter traces the historical and controversial development of social research covering the deductive - inductive debate, the positivist constructivist debate, and the quantitative - qualitative debate. In order to help readers understand major issues and emerging trends in contemporary social research methods, this chapter examines the experiences of social researchers at the Zimbabwe Open University.

## 4. Types of sciences

Sciences are broadly divided into natural (or physical) sciences and social (or human) sciences. Natural sciences include disciplines such as geology, biology, meteorology. Social Sciences include various disciplines dealing with human life, human behaviour, social groups and social institutions. They consist of Anthropology, Behaviour Science, Commerce, Demography, Economics, Education, Geography, History, Law, Linguistics, Management, Political Science, Psychology, Public Administration, Sociology, and Social Work.

## 5. What is social science?

Literature defines social research as research conducted by social scientists (Ragin, 1994; Firebaugh, 2008). By the late 19th century, the academic social sciences were constituted of five fields: jurisprudence and amendment of the law, education, health, economy, trade and art. More specifically, social research examines a society's attitudes, assumptions, beliefs, trends, stratifications and rules. Popular topics of social research include poverty, racism, class issues, sexuality, voting behaviour, education, gender constructs, policing and criminal behaviour. Social research determines the relationship between one or more variables. Even though social research is most often conducted by social scientists or sociologists, it is an interdisciplinary study crossing into subjects like criminology the study of crime; politics, the study of power; economics the study of money and business; psychology study of the mind; philosophy study of beliefs and morals; and anthropology and the study of culture. Social Science research is a systematic method of exploring, analysing and conceptualising human life in order to extend, correct or verify knowledge of human behaviour and social life. In other words, Social science research seeks to find explanations to unexplained social phenomena, to clarify the doubtful, and correct the misconceived facts of social life. In a broader sense social research is the scientific study of society.
Social Sciences are not exact sciences like physical sciences, as they, unlike the latter, deal with human beings. Human nature and man's environment are so complex that it is more difficult to comprehend and predict human behaviour than physical phenomena. No two persons are alike in feelings, drives or emotions. No one person is consistent from one moment to another. The behaviour of human beings is influenced by biological, psychological, socio-cultural, temporal and environmental factors. It is difficult to see the underlying uniformities in the diversity of complex human behaviour.

Early German hermeneuticians, such as Wilhelm Dilthey, pioneered the distinction between natural and social science. Since the 1960s, a general weakening of deductivist accounts of science has grown side-by-side with critiques of scientism or 'science as ideology'. Writing in his book "Constructing Social Research", Charles C. Ragin (1994) says social research involves the interaction between ideas and evidence. He further argues that ideas help social researchers make sense of evidence, and researchers use evidence to extend, revise and test ideas. Social research thus attempts to create or validate theories through data collection and data analysis, and its goal is exploration, description and explanation. Social research seeks to find social patterns of regularity in social life and usually deals with social groups (aggregates of individuals), not individuals themselves.

## 6. What is research?

Research is the collection of information to test new ideas or to disprove old ones. Scientists become famous for discovering new things that change how we think about nature, whether the discovery is a new species of dinosaur or a new way in which atoms bond. Many scientists find their greatest joy in a previously unknown fact (a discovery) that explains some problem previously not explained, or that overturns some previously accepted idea. This is the essence of research. Natural/physical science research is the search for knowledge in order understand the physical world. On the other hand, social research is the search for knowledge about individual human beings and their societies.

## 7. Why do social research?

One might still wonder why societies and nations pay people who do social research. Why does a society devote some of its resources to this business of developing new knowledge about the social world, or what has motivated social researchers to devote their lives to developing this new knowledge? One realm of answers lies in the desire to improve people's lives. For example, geneticists try to understand how certain genes are passed from generation to generation; biologists trace the pathways by which diseases are transmitted; earth scientists try to develop better models to understand physical disasters such earth quakes floods.
The second realm of answers lies in a society's desires for economic development. Many earth scientists devote their work to finding more efficient or more effective ways to discover or recover natural resources like petroleum and ores. Plant scientists seeking strains or species of fruiting plants for crops are ultimately working to increase the agricultural output that nutritionally and literally enriches nations. Chemists developing new chemical substances with potential technological applications and physicists developing new phenomena like superconductivity are likewise developing knowledge that may spur economic development. In a world where nations increasingly view themselves as caught up in economic competition, support for social science research is nothing less than an investment in the economic future.

The third realm of answers lies in humanity's increasing control over our planet and its environment. Much science is done to understand how the toxins and wastes of our society pass through our water, soil, and air, potentially to our own detriment. Much science is also done to understand how changes that we cause in our atmosphere and oceans may change
the climate in which we live and that controls our sources of food and water. In a sense, such science seeks to develop the owner's manual that human beings will need as they increasingly, if unwittingly, take control of the global ecosystem and a host of local ecosystems. Lastly, societies support science because of simple curiosity and because of the satisfaction and enlightenment that come from knowledge of the world around us.

## 8. Philosophical assumptions of social research

In any discipline, there will always be a number of underlying philosophical predispositions in the projects of scientists. Some of these predispositions involve the nature of social knowledge itself, the nature of social reality, and the locus of human control in action. As social scientists, we must understand the three philosophical assumptions that influence social research. These are epistemology, ontology, and methodology. Epistemology means knowledge and how it is acquired (Bryman, 2001). It concerns clarification of the researcher's beliefs about how knowledge is created. There are two contrasting views: normative epistemology and interpretative epistemology. The normative view holds that research creates knowledge by building on the foundations of accepted and rationally defensible theory (positivism). The interpretative view is that research must set aside existing knowledge and discover new knowledge from internal coherence (constructivism).

## 9. Epistemology

Epistemology in the positivist paradigm supports the idea that the social world can be investigated through natural science methodologies. Hypotheses have to be tested by empirical approaches. Data need to be objectively analysed through scientific methods. In contrast, epistemology in the constructivist paradigm supports the idea that knowledge can be acquired by investigating the phenomena in many ways, because the social context is different from natural science.

## 10. Ontology

Ontological assumptions concern the nature of the world and human beings in social contexts (Bryman, 2001). Ontology in positivism assumes that social phenomenon is independent from other factors. It assumes that social phenomena can be defined and studied objectively apart from the people who make it. This means that different researchers can have different conclusions from one study.

## 11. Methodology

Methodological assumptions focus on analysis of the methods used for gathering research data (Louis Kohen, Lawrence Manion, Keith Morrison, 2001). In positivist paradigms, the scientific method (quantitative) is used to observe the phenomena. It uses mathematics calculations to generalize the finding and test the theory. In contrast, the constructivist paradigm uses qualitative methods (observations, fieldwork notes, interviews) to investigate the phenomena.

Social science scholars and researchers are moving away from the idea that social science should reflect the aims and methods of natural science through a critique of these methods
as inapplicable to social research. These assumptions are very important as they help the social scientist to have an appropriate philosophical orientation to his/her work.

## 12. Social research as a science: Issues to consider

One of the challenges social researchers have had to fight against is the negative perception that social research is not scientific in the same sense as natural sciences. This view raises a number of questions. What constitutes a 'science'? What are the nature of its methods? What is the type of data that it should collect? In order to resolve these questions, we need to understand the main ideas and debates about what constitutes scientific research.

A science is often thought of as being a coherent body of thought about a topic over which there is a broad consensus among its practitioners. Chalmers (1999) argues that science is based on hard facts, the facts are presumed to be claims about the world that can be directly established by a careful, unprejudiced use of the senses. Scientific study is based on what we see, hear and touch rather than on personal opinions or speculative imaginings. If observation of the world is carried out in a careful, unprejudiced way then the facts established in this way will constitute a secure, objective basis for science (Chalmers 1999). Scientific research consists of two primary functions (1) the development of theory and (2) the testing of substantive hypotheses that are deduced from theory. The scientist, therefore, is engaged in the use, modification, and or creation of theory. To this end when traditional theorists talked about science they often meant the "hard" or natural sciences. In the 19th century, any studies concerning societies where not considered as sciences in the true sense of the word. However, today social research is considered as scientific in every aspect.

Contemporary intellectuals have often disagreed about the extent to which the social sciences should mimic the methods used in the natural sciences. The founding positivists of the social sciences (Dodds, Lawrence, \& Guiton, 1984); Kember \& Dekers, 1987); Osman \& Wagner, 1987) have argued that social phenomena can and should be studied through conventional scientific methods. On the other hand, proponents of social sciences (Campbell and Stanley 1963, 1966; Cook and Campbell, 1979) supported the idea that there is a need for an interpretive approach to the study of human action, a technique radically different from natural science. The fundamental task for the philosophy of social science has thus been to question the extent to which social research may be characterized as 'scientific' in relation to fundamental epistemological foundations. These debates rage within contemporary social sciences with regard to objectivity, subjectivity, inter-subjectivity, role of the social science researcher, the complexity of the matter, and practicality in the conduct of social research.

## 13. Objectivity

Objectivity is sine qua non of the scientific - method. It means the willingness and ability to examine evidence dispassionately. It is the first condition of research. Objectivity means basing conclusion on facts without any bias and value judgement. The conclusion should be independent of one's personal beliefs, likes, dislikes and hopes. Both the data and the inference drawn from their analysis must be free from bias and prejudices. Objectivity, along with generalization and explanation, are considered as fundamental characteristics of a science. It is often assumed that if our values do not enter into our research, the findings are objective and above criticism. Objectivity is, therefore, defined as the basic conviction
that there is or must be some permanent, ahistorical matrix or framework to which we can ultimately appeal in determining the nature of rationality, knowledge, truth, reality, goodness, or rightness (Bernstein 1983). According to Durkheim (1964), the social scientist must study social phenomena in the same state of mind as the physicist, chemist or physiologist when he probes into a still unexplored region of the scientific domain. In order to achieve objectivity, the researcher must be detached from the topic under investigation. The challenge for social researchers is how they can be detached from their studies.

In the early days objectivity was associated with 'hard', experimental, standardizing and quantifying research methods whilst 'soft', interpretative, open and qualitative-descriptive methods have been considered as subjective. Positivist (quantitative) researchers speak of not becoming 'over involved' with participants. Over-identifying with the 'subject' of the research was said to prevent 'good' research. The researcher should be detached and hence objective. This idea that in order to achieve objectivity, a social researcher must be detached from the study was first challenged in American sociology in the 1960s and the critique was taken up in German discussions in the 1970s. In the middle of the 1980s, the debate between positivists and constructivists centred on the problems of validity and generalization of findings obtained with qualitative methods. The fact that a social researcher is part of the human society which he studies is believed to give rise to certain limitations. According to positivists, qualitative social research findings suffer from lack of validity and generalization. However, according to constructivist (qualitative) researchers the idea that 'rigorous research' involves the separation of researchers from the subject of their research was not only a mythical aim, but also an undesirable one which disguises the myriad of ways in which the researcher is affected by the context of the research or the people who are a part of it. If the aim of positivism is to collect and assemble data on the social world from which we can generalize and explain human behaviour through the use of our theories, then it shares with empiricism the belief that there are 'facts' which we can gather on the social world, independently of how people interpret them. Objectivity brings us to the understanding that there is a world out there that we can record and can analyse independently of people's and even our own interpretations of it. Thus objectivity is defined in terms of researchers' detachment from the social world, as well as the accuracy of their data collection instruments. Social researchers, simply need to refine their instruments of data collection in order that they are neutral recording instruments much as the ruler measures distance and the clock, time. Instead of seeing people in the research process as simply sources of data, social science researchers argue that research is a two way process that must employ both quantitative and qualitative methods and is influenced by both objectivity and subjectivity.

## 14. Subjectivity

Contrary to the contentions of positivists that social researchers must be detached from their investigations, Qualitative researchers such as Moustakas (1994) have argued that social researchers, cannot know this world independently of people's interpretations of it. The only thing that we can know with certainty is how people interpret the world around them. The central interest of social researchers, is focused upon people's understandings and interpretations of their social environments, part of which has been termed a 'phenomenological' approach to researching the social world (Moustakas 1994). Social
research thus becomes more than a reflection of our opinions and prejudices: it substantiates, refutes, organizes or generates our theories and produces evidence which may challenge not only our own beliefs, but also those of society in general.

## 15. Social scientist as part of what is studied

The qualitative researcher does not stand outside or above the study, but is situated within the very processes being studied (Denzin, 2001). Social research reflects, despite the researcher's best intentions, the values and viewpoints of the inquirer and is theory-laden. In social research one cannot escape the reality that the researcher is an instrument that filters data through own paradigms. The researcher will always be subjective and the research intuitive and value laden. In reality, the social researcher is in actual fact a part of the study.

## 16. Complexity of the subject matter

The subject matter of research in social sciences, viz., human society and human behaviour is too complex, varied and changing to yield to the scientific categorization, measurement, analysis and prediction. Yet the actual practice of science shows that there are not only different perspectives on a given phenomenon, but also alternative methods of gathering information and of analysing the resultant data (Williams, 2000). The use of different perspectives in the study of science has led to the development of natural sciences and social sciences. Social sciences, however, does differ from natural sciences, in that people being studied may also actively participate in the study. Unlike objects in nature, humans are selfaware beings who confer sense and purposes on what they do. We can't even describe social life accurately unless we first grasp the concepts that people apply in their behaviour (Giddens, 1997).

## 17. Human problems

A social scientist faces certain human problems, which the natural scientist is spared. These problems are varied and include refusal of respondents, improper understanding of questions by them, their loss of memory, their reluctance to furnish certain information, etc. All these problems cause biases and invalidate the research findings and conclusions. Subjects and clients, as well as investigators, have personal values that are apt to become involved in the research process. One should not assume that these are freely exploitable. The investigator must have respect for the client's values. The quality of research findings depends upon the soundness of decisions made by the social researcher on such crucial stages of his research process as definition of the unit of study, operationalization of concepts, selection of sampling techniques and statistical techniques. Any mistake in any of these decisions will vitiate the validity of his findings.

## 18. The historical development of social research theory

Historically, social research has had to fight a continuous battle for recognition as an empirical process in the study of human activities. In the 19th century, Greek philosophers and theorists advocated for the scientific study of human society. The French philosopher Auguste Comte (19th century) was an important early figure in the development of social
science theories. He believed society could be studied scientifically and objectively at a time when most societal changes were explained in religious terms. It was during that time that many thinkers developed theories about society, followed later by methodologies for testing theories and developing new ones. Theory helps social scientists make sense of patterns observed in everyday society. It also helps keep researchers from being taken in by patterns that could just be flukes. Theory also helps shape social research and gives it direction. In this way, theory acts as a guide, pointing researchers to the most interesting issues of society, including its politics, economics and other interactions. Finally, theory helps researchers understand social phenomena in such a way that can suggest actions.

## 19. Inductive vs. deductive methods

Deductive reasoning was first described by the ancient Greek philosophers such as Aristotle. The deductive approach refers to the process of "drawing conclusions by applying rules or principles; logically moving from a general rule or principle to a specific solution" (Woolfolk, 2001, p. 286). Deductive methods involve beginning with a general concept or given rule and moving on to a more specific conclusion. Deductive reasoning is the process of reaching a conclusion that is guaranteed to follow, if the evidence provided is true and the reasoning used to reach the conclusion is correct. The conclusion must also be based on the evidence previously provided.
Not everyone from 300 B.C. to 1600 A.D. was willing to bow to the authority of Aristotle. Many scientists believed Aristotle's arguments were faulty. However, after 1600 A.D., it became apparent to several people - Galileo Galilei in Italy, Francis Bacon in England, Tycho Brahe in Denmark, and others - that there were no subtle logical errors in Aristotle's use of the deductive method. The problem was that the deductive method, while wildly successful in mathematics, did not fit well with scientific investigations of nature.

In order to use the deductive method, you need to start with axioms - simple true statements about the way the world works. Then you use these axioms to build your logical system of nature. If your axioms are true, everything that follows will be true, but Galileo and his contemporaries realized that the problem was that it was enormously difficult to determine "simple true statements about the way the world works". Although, the deductive approach allowed researchers to move from the general assumption to the specific application, it was not fruitful in arriving at new truth.
However, during the Middle Ages, the quest for knowledge led critical thinkers such as Francis Bacon, to challenge the authority of the religious dogma that dominated the search for truth. The acceptance of incomplete or false major premises that were based on old dogmas or unreliable authority was critically challenged. Bacon also recognized the obstacle that the deductive process placed in the way of discovering new truths and advocated direct observation of phenomena, arriving at conclusions or generalisations through the evidence of many individual observations. This was a reverse approach from the deductive process. Thus it was referred to as the inductive process. Since 1600, the inductive method has been incredibly successful in investigating nature - surely far more successful than its originators could have imagined. The inductive method of investigation has become so entrenched in science that it is often referred to as the "scientific method". The inductive method (usually called the scientific method) is the deductive method "turned upside down".

The deductive method starts with a few true statements (axioms) with the goal of proving many true statements (theorems) that logically follow from them. The inductive method starts with many observations of nature, with the goal of finding a few, powerful statements about how nature works (laws and theories). In the deductive method, logic is the authority. If a statement follows logically from the axioms of the system, it must be true. In the inductive (scientific method), observation of nature is the authority. If an idea conflicts with what happens in nature, the idea must be changed or abandoned.
This reliance on empirical evidence or personal experience was an important step in the direction of scientific inquiry. The deductive method of Aristotle and the inductive method of Bacon gave birth to two research paradigms - positivism and constructivism. Mertens (2005) argues that Aristotle's logical deductive approach to research heavily influenced the positivist (quantitative) paradigm and Bacon's inductive approach has been associated with the constructivist (qualitative) paradigm. Charles Darwin's idea of the integrated deductive - inductive process has led to the support for the pragmatic paradigm (the quantitative qualitative approach). The earliest attempt to integrate the deductive - inductive methods was made by Charles Darwin in the nineteenth century. However since the time of Charles Darwin social researchers and scholars have been engaged in a polemic debate about the methodological appropriateness of each of these three approaches to social research.

## 20. The research paradigm debate

A research paradigm is a way of looking at the world. It is an assemblage usually comprising the researcher's ontology, epistemology, methodology and axiology (Moore, 2007). It is composed of certain philosophical assumptions that guide and direct thinking and action of the researcher. Researchers such as Lather (1992) and Lincoln and Guba (2000), have identified three major paradigms that have influenced social research: Positivism, Constructivist, and Pragmatism. The present discussion focuses on how these three paradigms have influenced the development of social research theory and social research methods. According to Guba (1978), most research work is guided by either positivism (quantitative) research paradigm or constructivism (qualitative) research paradigm or a mixture of the two paradigms (pragmatism). Each approach represents a fundamentally different inquiry, and researcher actions are based on the underlying assumptions of each paradigm (Patton, 1990).

## 21. Positivism

This was the dominant paradigm that guided early social research. It is commonly referred to as the quantitative paradigm. Positivism is based on the rationalistic, empiricist philosophy that originated with the deductive approach of Aristotle, John Lock, August Compte, and Emmanuel Kant (Mertens, 2005). The deductive method argues that knowledge must proceed from the general to the specific. Under a deductive methodology, a researcher begins with a hypothesis, then makes observations or collects data to test that hypothesis. Based on empirical evidence from the study, the researcher then decides whether to accept or reject the hypothesis. The deductive methodology, in short, tests theories and hypotheses. Positivism assumes that the social world can be studied in the same way as the natural world and there is a method for studying the social world that is
value free and that explanations of a causal nature can be provided and events or observations are influenced by a single theory or paradigm. The adoption of a positivist perspective is accompanied by a broad commitment to the idea that the social sciences should emulate the natural sciences (Lee 1989). Epistemologically, positivist studies are premised on the existence of a priori fixed relationships within phenomena capable of being identified and tested via hypothetic-deductive logic and analysis. Causal relationships, which are the basis for generalized knowledge, can predict patterns of behaviour across situations. Ontologically, positivist research assumes an objective physical and social world that exists independently of humans. The researcher is seen to play a passive, neutral role, and does not intervene in the phenomenon of interest. Keeping in spirit with this set of beliefs, a theoretically grounded positivist study is likely to be conducted with the ideas of establishing appropriate measures (qualitative and/or quantitative) for the constructs being studied; establishing or testing causal relationships; determining the domain to which the study's findings can be generalized; and demonstrating that the inquiry is value free. The criteria for judging the quality of such positivist studies, in opposition to interpretive and critical case studies, are related to the traditional validity and reliability tests used in the natural sciences (Yin 1994). Specifically, the primary criteria for classifying a theoreticallygrounded article as positivist include the following:

- adoption of a positivist perspective clearly stated in the study,
- evidence of formal research hypotheses or propositions
- evidence of qualitative and/or quantitative measures of variables or constructs
- explicit purpose of theory testing or theory building
- concern for validity and reliability issues as used in the natural sciences

The positivist perspective has long been associated with "scientism" the view that the methods of the natural sciences may be applied to all areas of investigation, be it philosophical, social scientific, or otherwise. Positivist (quantitative) research reflects the traditional scientific approach to problem solving. It uses experimental methods and numerical data to test hypothetical generalizations. It assumes that there is a single reality that can be broken down into variables. The purpose of this type of research is to test hypotheses that have been developed before the research project started and to form conclusions that can be generalized to other situations. The emphasis in this approach is upon measurement, comparison, and objectivity. Proponents of the quantitative paradigm include Dodds, Lawrence, \& Guiton, 1984); Kember \& Dekers, 1987); Osman \& Wagner, 1987). These researchers maintain that quantitative methods are inherently preferable to non-quantitative methods. However, among most social scientists and historians, orthodox positivism has long since fallen out of favour. Today, practitioners of both social and physical sciences recognize the distorting effect of observer bias and structural limitations.

## 22. Constructivism

This paradigm can be traced to the inductive approach propounded by Charles Bacon. The inductive method, in contrast with the deductive method, goes from the specific to the general. Under this methodology, social scientists observe social phenomena, identify patterns and then analyze them to reach broad conclusions and develop new theories, based on research findings. The proponents of constructivist paradigm were Campbell and Stanley (1963, 1966),

Cook and Campbell (1979). According to Cook and Campbell (1979), constructivist paradigm rejects the position that social events or observations are influenced by a single theory or paradigm. The basic assumptions guiding the constructivist paradigm are that knowledge is socially constructed by people active in the research process and that researchers should attempt to understand the complex world of lived experiences from the point of view of those who live it (Schwandt 2000). Smith and Manning (1982) suggest that qualitative research is better for initial exploratory research into unknown or unfamiliar phenomena. It enables the researcher to develop concepts, conjectures, interpretations and theories empirically grounded in the investigated systems. In the real world, events cannot be teased out from the context in which they are inextricably embedded, and understanding involves the relationships among all of the many parts of the whole. Thus qualitative methods - which emphasize both inner and outer knowledge of man in his world- are preferable (Filstead, 1970).

The constructivist paradigm emphasizes that research is the product of the researchers and cannot be independent of them. (Mertens, 2005). The most obvious distinction between quantitative and qualitative research is the form of data collection and presentation. The fundamental difference between constructivism and positivism, however, lies in the realm of theory. Data within positivism is theory-driven and designed to test the accuracy of the theory. Constructivism, on the other hand, is a method of research which has not referred explicitly to the theory guiding its data collection procedures. Theory is grounded in the study and develops as the study is conducted. Lincoln and Guba (2000) identify qualitative methods as the preferred methods for researchers working in the constructivist paradigm.

## 23. Pragmatism

So far we have discussed two main research paradigms: positivism (quantitative) and constructivism (qualitative) paradigms. Pragmatism is a paradigm that provides the underlying philosophical framework for mixed methods research (Maxcy, 2003; Patton, 2002; Tashakkori and Teddlie, 2003). This approach was first proposed by Charles Darwin. This research design involves methods that use mixed data (numbers and text) and additional means (statistics and text analysis). A mixed method uses both deductive and inductive scientific methods, has multiple forms of data collecting and produces eclectic and pragmatic reports. Pragmatic philosophers (Maxcy, 2003; Patton, 2002; Tashakkori and Teddlie, 2003) have rejected the scientific notion that social science enquiry was able to access the truth about the real world solely by virtue of a single scientific method. To this end, the most appropriate paradigm is the mixed research approach in which the researcher is not confined to one research method. A mixed research design is a general type of research that includes quantitative and qualitative research data, techniques and methods. All these paradigm characteristics are mixed in one case study. According to Mertens (2005) mixed methods can be applied at four different levels: problem identification, data collection, data analysis, and discussion of research findings. Greene and Caracelli (2002) argue that social researchers mix methods to a varying degree at various points in their research and still call their work mixed method research. However ZOU undergraduate researchers called their research work qualitative.

Two main types of a mixed method paradigm are: (1) mixed research method, and (2) mixed model design. A mixed research method is a research in which you use quantitative data for one stage of a research study and qualitative data for a second stage of a research. A mixed
model design is a research in which you use both quantitative and qualitative data in one or two stages of the research process. The mixing of quantitative and qualitative approaches may happen in every stage of the research. The advantages of a mixed methods paradigm are:

1. The strength of the research;
2. Use of multiple methods in a research helps to research a process or a problem from all sides;
3. Usage of different approaches helps to focus on a single process and confirms the data accuracy. A mixed research complements a result from one type of research with another one. This research does not miss any available data.

A quantitative component of a mixed research assumes the usage of deductive scientific method while qualitative component assumes inductive scientific method. Moreover, a quantitative approach collects quantitative data based on exact measurement applying structured as well as validated information collection. For instance, rating scales, closedended items and responses. This approach produces statistical reports with correlations.

A qualitative component uses qualitative information from interviews, field notes, openended questions etc. This approach considers a researcher to be the major means of information collection. At the end of a research this approach supposes a narrative report with context description, quotations taken from research material. The aim of a mixed method design is to summarize positive aspects of two approaches and produce a highly accurate data. Bryman (2001) argues for genuine integration, where qualitative and quantitative findings are mutually informative and talk to each other - a conversation-to construct a negotiated account. The triangulation metaphor has been a hindering factor; it should not be just a matter of testing data against each other, but about forging an overall or negotiated account of the findings that brings together both components of the conversation or debate.

## 24. Issues and emerging trends in social research: The case for Zimbabwe Open University

The present discussion makes reference to social research work by lecturers and students at the Zimbabwe Open University.

## 25. The Zimbabwe Open University: Background information

The Zimbabwe Open University (ZOU) is the largest state funded university, in Zimbabwe, established on $1^{\text {st }}$ March 1999, through an Act of Parliament (Chapter 25:20), to cater for a substantial component of people who, by design or unintentionally, could not be accommodated in conventional universities, by offering them the opportunity to study in their homes and at their workplaces through distance education. During the time of this study (2005-2011, ZOU had approximately 18700 students, 1795 academic staff and 395 non - academic staff, four faculties, (1) the faculty of Arts and Education, (2) the faculty of Science, (3) the faculty of Commerce and Law and (4) the faculty of Applied Social Sciences, offering approximately 50 undergraduate degree programmes, 5 diploma courses, 10 masters' degrees and 5 doctoral degrees.

## 26. The research dissertation: Definition and structure

A dissertation is a research project undertaken by post graduate students in partial fulfilment of their master programmes. A research project is a purposeful collection of student work that exhibits to the student and others, the student's efforts, progress, or achievement in a given area (Reckase, 1995). The major goal of the research project is to assess the ability of students to apply knowledge to solve real-life problems. The dissertation is designed by the student in consultation with a tutor (project supervisor) under the overall guidance of the Regional Programme Coordinator (co-supervisor). Basically, there are two types of research projects structured and unstructured. For a structured project, students are given topics to work on, what to look for and guidelines to follow. All Master programmes at the ZOU, require students to undertake unstructured research projects. The student identifies a research topic and works through the project with minimum guidance from the research supervisor. Unstructured research projects are self-directed and should be organized into five chapters involving a number of activities as illustrated in Table 1.

| Chapter | Activities |
| :---: | :---: |
| 1 | - $\quad$ specifying the research problem <br> - formulating the research topic or title <br> - presenting background of the study <br> - presenting statement of the problem <br> - formulating hypotheses or research questions <br> - discussing the significance of the study <br> - stating delimitations and limitations <br> - stating assumptions <br> - defining key terms <br> - outlining organization of the study |
| 2 | - Reviewing literature <br> - Explaining constructs or key concepts <br> - Explaining the theory of interest and rival theories <br> - Analysing previous research studies |
| 3 | - designing the research: creating, adopting or adapting a research design and data collection methods <br> - describing the population, sample and sampling techniques <br> - collecting data |
| 4 | - analyzing and presenting data <br> - discussing research findings |
| 5 | - summarizing major findings of the study <br> - drawing conclusions <br> - making recommendations <br> - compiling references <br> - compiling appendices |

Table 1. The Dissertation Process, Chapters and Activities.
The dissertation is undertaken in the third and final year of the masters programme. Students are expected to work with their supervisors throughout the research project and to submit a typed dissertation report of approximately $15000-20000$ words to their

Department one month before the end of their programme. Before embarking on their dissertation, the research topic must be approved by the project supervisor.

## 27. Research design and methodology

The present study adopted the mixed methodology research paradigm involving quantitative techniques in the conceptual analysis and qualitative techniques in the relational analysis of the dissertations. We employed the model developed by Caleb Kangai, Richard Bukalia, Farirai Musika and Barbra Mapuranga in an earlier study in 2011 that focused on research projects submitted by B. Ed students.

There are two general categories of content analysis: conceptual analysis and relational analysis. Both types of content analysis were applied. Conceptual analysis focused on establishing the existence and frequency of certain concepts in the dissertations. In this study conceptual analysis was undertaken by using open coding. Open coding is the part of analysis that pertains specifically to naming and categorizing phenomena through close examination of data (Mertens, 2005). In order to come up with a checklist of concepts and codes, the four researchers initially analysed 10 dissertations. Our analysis produced a checklist of six subcomponents of the dissertation: research questions, data form, research paradigm, research design, data collection instruments, procedures for data analysis and procedures for presentation and discussion of research findings. These concepts were categorized and coded as presented in Table 2.

| Concept | Category | Code |
| :---: | :---: | :---: |
| Research Questions | Descriptive <br> Explanatory <br> Exploratory | $\begin{aligned} & \hline \mathrm{D} \\ & \mathrm{E} 1 \\ & \mathrm{E} 2 \end{aligned}$ |
| Data Form | Numbers Words | $\begin{aligned} & \hline \mathrm{N} \\ & \mathrm{~W} \end{aligned}$ |
| Literature Review | Concepts/constructs Context of the study Theory Previous Research Studies | $\begin{aligned} & \text { CS } \\ & \text { CX } \\ & \text { T } \end{aligned}$ |
| Research Paradigm | Positivist (Quantitative) <br> Constructivist (Qualitative) <br> Pragmatic (Quantitative - Qualitative) | $\begin{aligned} & \hline \mathrm{P} \\ & \mathrm{C} \\ & \mathrm{P}(\mathrm{Q}-\mathrm{Q}) \\ & \hline \end{aligned}$ |
| Research Design | Experimental <br> Non-Experimental | $\begin{aligned} & \hline \text { E } \\ & \text { NE } \\ & \hline \end{aligned}$ |
| Data collection instruments | Questionnaires <br> Interviews <br> Observations <br> Tests <br> Documents / records | $\begin{aligned} & \hline \mathrm{Q} \\ & \mathrm{I} \\ & \mathrm{O} \\ & \mathrm{~T} \\ & \mathrm{D} / \mathrm{R} \\ & \hline \end{aligned}$ |
| Presentation and discussion of findings | Qualitative <br> Quantitative | $\begin{aligned} & \text { Q1 } \\ & \text { Q2 } \end{aligned}$ |

Table 2. Checklist of Concepts, Categories and Codes.

## 28. Reliability of the methods

We checked the reliability of the coding a ( $90 \%$ agreement is suggested; .8 for Cohen's kappa). To establish the dependability of the categorization decisions, we worked in pairs. First one researcher coded all the items and the second researcher independently coded a $10 \%$ random sample of those items. The proportion of simple agreement between the coders was 0.95 .

To conduct relational analysis of the dissertations we adopted and adapted the relational model developed by Kangai, Bukalia, Mapuranga and Musika (2011) in an earlier study (see figure 1).


Fig. 1. Relational Analysis Model for Post - Graduate Dissertations Adapted from Kangai, Bukaliya, Musika and Mapuranga (2011).

The primary purpose of this analysis was to establish whether the dissertations submitted by post-graduate students met and satisfied the scientific enquiry research process. Although there is no universally accepted format for the research process, most studies adhere to the general sequence of scientific enquiry. Scientific enquiry is a sequential research process that is based on recognized methods in data collection, analysis and interpretation. The typical steps in the scientific enquiry are (1) Define a problem (2) state the hypotheses to be tested. (3) collect and analyse data (4) interpret the results and draw conclusions about the problem (McMillan and Schumacher, 1993). Different universities and even faculties in the same university may adopt adapt this process to suit their local conditions and needs. Students' dissertations at the ZOU are structured following eight stages. We analysed each of these subcomponents of the dissertation in order to establish the extent to which each was related to the other parts.

1. Define the research problem
2. State research questions/ Hypotheses
3. Review related literature
4. Describe and explain the research paradigm and design
5. Describe data collection instruments and procedures
6. Describe data analysis techniques and procedures
7. Data presentation and discussion of findings
8. References

## 29. Sample

Data for the current study was collected from a stratified random sample of 100 dissertations, which were submitted by ZOU postgraduate students between 2005-2010. The 100 dissertations were distributed as follows (See table 3).

| Degree Programme | Dissertation | $\mathbf{2 0 0 5}$ | $\mathbf{2 0 0 6}$ | $\mathbf{2 0 0 7}$ | $\mathbf{2 0 0 8}$ | $\mathbf{2 0 0 9}$ | $\mathbf{2 0 1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Master of Business <br> Administration (MBA) | $\mathbf{5 0}$ | 10 | 10 | 10 | 10 | 10 | 10 |
| Master of Education (M.Ed) | $\mathbf{5 0}$ | 10 | 10 | 10 | 10 | 10 | 10 |
| Master of Science Special Education <br> (MSc- SPED) | $\mathbf{5 0}$ | 10 | 10 | 10 | 10 | 10 | 10 |
| Master of Philosophy (MPhil) | $\mathbf{5 0}$ | 10 | 10 | 10 | 10 | 10 | 10 |
| Total | $\mathbf{2 0 0}$ | $\mathbf{4 0}$ | $\mathbf{4 0}$ | $\mathbf{4 0}$ | $\mathbf{4 0}$ | $\mathbf{4 0}$ | $\mathbf{4 0}$ |

Table 3. Stratified Random Sample of Post- graduate Dissertations content analysed for the current study.

## 30. Conceptual analysis results

### 30.1 Dominant research questions and hypotheses

The first concept we analysed was the research questions or hypotheses that guided each study.

| Degree <br> Programmes | RESEARCH QUESTIONS |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Descriptive |  | Explanatory |  | Exploratory |  | Hypothesis |  |  |
|  | $\mathbf{N}$ | $\%$ | $\mathbf{N}$ | $\%$ | $\mathbf{N}$ | $\%$ | $\mathbf{N}$ | $\%$ |  |
| MBA (50) | 15 | $\mathbf{3 0}$ | 6 | $\mathbf{1 2}$ | 23 | $\mathbf{4 6}$ | 6 | $\mathbf{1 2}$ |  |
| M.ED (50) | 14 | $\mathbf{3 6}$ | 8 | $\mathbf{1 6}$ | 24 | $\mathbf{4 0}$ | 4 | $\mathbf{8}$ |  |
| MSC.-SPED (50) | 16 | $\mathbf{3 2}$ | 5 | $\mathbf{1 0}$ | 26 | $\mathbf{5 2}$ | 3 | $\mathbf{6}$ |  |
| MPHIL (50) | 13 | $\mathbf{3 2}$ | 9 | $\mathbf{1 8}$ | 23 | $\mathbf{4 0}$ | 5 | $\mathbf{1 0}$ |  |
| Totals (200) | $\mathbf{5 8}$ | $\mathbf{2 9} \%$ | $\mathbf{2 8}$ | $\mathbf{1 4} \%$ | $\mathbf{9 6}$ | $\mathbf{4 8} \%$ | $\mathbf{1 8}$ | $\mathbf{9} \%$ |  |

Table 4. Research questions most preferred by ZOU Post- graduate students.
Our findings indicate that most of the dissertations 182 ( 91 percent) employed research questions rather than hypotheses. Defining the research questions represents one of the most important steps to be taken in any empirical study (Benbasat et al. 1987; Eisenhardt, 1989; Mays and Pope, 1995; Miles and Huberman, 1994). Most of the reviewed dissertations (79 percent) specified clear research questions, 12 percent of the questions were not very clear, and 9 percent did not state research questions. The fact that 79 percent of the analysed dissertations were guided by very clear research questions is quite encouraging since a clear research question expresses the essence of an inquiry, allows one to easily link a study to its practical and theoretical contributions, and is the backbone of a solid research design (Mason, 1996). Exploratory questions ( 48 \%) dominated in the dissertations compared to descriptive ( 29 percent). Yin (1994) explains that social research is most likely to be appropriate for "how" and "why" questions because these deal with operational links needing to be traced over time, rather than mere frequencies of incidence. In the present study, explorative research questions, what questions were the most frequent followed by how and why questions. Research studies which address a what question are most appropriate when the purpose of the study is to explore a new phenomenon (Yin 1994). Our findings support this contention. Indeed, what questions were most frequently posed in exploratory and descriptive studies. It is interesting to note that whilst descriptive questions dominated in research projects submitted by ZOU undergraduate students, (Kangai, Bukalia, Musika and Mapuranga, 2011), exploratory questions were more dominant in post graduate dissertations, although the shift is not very significant. Amongst post graduate students, descriptive research questions are still very popular. This finding agrees with Benbasat I. and Weber R. (1996) who argue that a descriptive study is less demanding than an exploratory or an explanatory one. For descriptive studies, little theory is said to be needed, causal links do not have to be made, and analysis is minimal. In a dominant research question used by ZOU undergraduate student was the questionnaire.

## 31. Context of the study

The second concept we examined was the context of the study. Placing the study in its theoretical context can be bewildering especially to beginning researchers. Beginning researchers often have the perplexing task of building a convincing argument in support of their current research. This is done by presenting background of the study. The background of the study starts by identifying the research problem and relating it to the prevailing theory. The background highlights the importance of the problem and explains why it is a
research problem in its present context. The context of the problem must identify the knowledge gap the present study aims to fill. The knowledge gap refers to the inadequacies of the existing theories in explaining the current research problem. Failure by findings of previous studies in explaining the present research problem also reflects the knowledge gap. The knowledge gap indicates a mismatch between the general theory and phenomenon under study.

A detailed description of the research context is necessary to assess the credibility of the research results and to determine their generalizability (Benbasat et al. 1987; Yin 1994). Several aspects of the research context are important. The first relates to the setting: a detailed account describing where the research was conducted and the specific period of time under investigation. Other key aspects are related to the moment data was collected in relation to the time the events occurred, whether there were one or more data collection periods, whether the researcher was able to gain sufficient access and spend enough time to develop an intimate understanding of the setting and the phenomenon of interest, and whether the researcher collected data during the course of the events (on-going) or $a$ posteriori.

According to the present study, 26 percent of the dissertations clearly presented the context of the study, 57 percent were not very explicit about the context surrounding their research and 17 percent failed to place their studies in the appropriate conceptual and theoretical framework. First, we found that while most social researchers ( 98 percent) described to some extent where their research was conducted (site description), only 32 percent stated the specific period of time the study was conducted. Providing the latter information is important since the period defines the frame of reference under which phenomena are investigated (Pettigrew, 1989). Findings from social research are often time-bound and potentially confounded with time (Laudon 1989). The physical and social environment of a phenomenon is dynamic. Social values, attitudes, beliefs, customs, and norms change with time. Thus the time the study was undertaken is very important for the purposes of credibility, validity and generalization of the findings. Finally, we noted that only 19 percent of the articles reported how much time the researcher (s) had spent on the study, while 32 percent of the analysed dissertations provided no information about the nature of the data being collected.

## 32. Review of related literature

The third concept we analysed was the link between the study and prevailing literature. Prior theorizing constitutes an essential input in social research design (Lee, 1989; Yin, 1994). Markus, 1983). Literature review, besides reflecting important theoretical issues, also begin to tell researchers where to look for relevant evidence. Hence, positivist social research presumes that the theory of interest is stated explicitly in the first place and that predictions following from the theory are also explicitly stated (Lee 1989). However, in qualitative social research, the researcher may begin with no theory since the theory will develop from the study. Findings of the present study are encouraging with regard to these two desired attributes. Indeed, almost all of the 200 dissertations ( 76 percent) reviewed in this study stated explicitly the theory of interest while 87 percent stated clearly the various predictions deducted from the theory itself. As discussed above,
another valuable approach for social research is the consideration of rival theories (propositions) and the analysis of the evidence in terms of such rivals (Lee 1989; Yin 1994). Our finding on review of rival theories was disappointing as only 24 percent of all dissertations considered rival theories in their literature review. A review of rival theories will enable the researcher to identify the knowledge gap in the theory of interest. The knowledge gap refers to the inadequacies of the existing theory in explaining the current research problem. This means that students failed to present the scholarly debate surrounding their area of study.

The fourth concept for analysis was the research design. The results of our analysis are presented in table.

| Research Paradigm | Number | Percentage |
| :--- | :---: | :---: |
| Quantitative Research | 14 | $7 \%$ |
| Qualitative Research | 40 | $20 \%$ |
| Mixed methods (Quantitative - Qualitative) Research | 126 | $63 \%$ |
| No Mention of Research Paradigm | 10 | $5 \%$ |

Table 5. The Dominant Research Paradigm. N= 200.
Although Patton (2002) notes that the choice of qualitative methods might be appropriate in many social research studies because they are based on humanistic values. The present study shows that there is a trend towards the use of mixed methods as 63 percent of all the dissertations we reviewed employed quantitative and qualitative methods.

Another interesting finding was that $5 \%$ of the projects did not identify a paradigm. Leaders in the field of research do not all agree as to the need to acknowledge an underlying paradigm, nor do they agree on the role that such paradigms serve in the research process. Whilst Patton (2002) says research paradigms are unnecessary and possibly handicapping, Schwandt, (2000), argues that research paradigms are inescapable. The need for a paradigm is also supported by Mertens (2005), who maintains that a researcher's theoretical orientation (paradigm) has implications for every decision made in the research process, including choice of methods. Skrtic (1991), argues that the absence of a research paradigm, renders the research atheoretical since it rests on an unexamined and unrecognized theory. In an earlier content analysis of research project submitted by ZOU undergraduate students, Kangai, Bukalia, Musika and Mapuranga (2011) found that 22 percent of the students did not mention the research paradigm that influenced their studies. Our results indicate an improvement in post graduate research studies. Our findings agree with Patton (1999) and Lincoln and Guba (2000) who note that many changes have occurred in the status of paradigms and choice of methods over the last decade such that various paradigms are beginning to "interbreed".

## 33. The dominant research design

The fifth concept we analysed was the research design. We based our analysis on Borg and Gall's classification of research questions. According to Borg and Gall (1989) there are two categories of research questions- descriptive and relational. Descriptive questions lead to non- experimental designs and relational questions lead to experimental designs and the use
of both leads to mixed methods. We, therefore, identified and classified research designs as experimental, non-experimental or mixed methods (see Table 6).

| Research Design | Number | Percentage |
| :--- | :---: | :---: |
| Experimental | 2 | $1 \%$ |
| Non - Experimental | 178 | $89 \%$ |
| Mixed Methods | 20 | $10 \%$ |

Table 6. The Dominant Research Design in ZOU Postgraduate Dissertations.
Our results show that 178 ( 89 percent) of post-graduate dissertations employed non experimental research designs. Only 20 ( 10 percent) of the dissertations used mixed methods and 2 ( 1 percent) used experimental designs. Our findings agree with McMillan \& Schumacher (1993), Borg and Gall (1996), Mertens (2005)and (Kangai, Bukalia, Musika and Mapuranga, 2011) who have noted that descriptive surveys are the most basic of methods, popular and used pervasively in social research. Descriptive surveys are mainly used to describe peoples' characteristics such as their attitudes, beliefs, habits, values, demographics, behaviours, opinions, desires, ideas, and other types of information and do not help much in developing theory or testing theory. We have argued elsewhere (Kangai, Bukalia, Musika and Mapuranga, 2011) that the confinement of students' research projects to one or two research designs is a function of the lack of theoretical foundations in research methodology.

## 34. Data collection methods

The sixth concept we analysed involved data collection instruments. A major strength of mixed methods data collection is the opportunity to use many different sources of evidence to provide a richer picture of the events and/or issues than would any single method (Sawyer 2001; Yin 1994). A multi-method approach to research involves several data collection techniques, such as interviews and observations organized to provide multiple but dissimilar data sets regarding the same phenomena (Mingers, 2001). As shown in Table 5 , most dissertations ( 62.5 percent) employed multi-methods followed by the questionnaire ( 21 percent) and interview ( 16.5 percent).

| Method | Frequency of use | Percentage |
| :--- | :---: | :---: |
| Questionnaire | 42 | $21 \%$ |
| Interview | 33 | $16.5 \%$ |
| Observation | 0 | $0 \%$ |
| Documentation | 0 | $0 \%$ |
| Tests and Measurements | 0 | $0 \%$ |
| Multi-methods | $\mathbf{2 0 0}$ | $62.5 \%$ |
| Total | $\mathbf{2 0 0} \%$ |  |

Table 7. Data collection instruments mostly preferred by ZOU Post-graduate research students.

This finding is consistent with the research paradigm most preferred by the students. In addition to using multiple data collection methods, the specific use of a combination of quantitative (e.g., questionnaires) and qualitative (e.g., interviews) data sources is often advocated (Reichardt and Cook, 1978; Kaplan and Duchon, 1988 and Patton, 1999). As Eisenhardt (1989) stressed, quantitative data can keep researchers from being carried away by vivid, but false, impressions in qualitative data, and it can bolster findings when it corroborates those findings from qualitative evidence. The use of both qualitative and quantitative methods of data collection is supported by Kirsch and Cummings (1996) who argue that explanatory and exploratory social research tend to rely more heavily on both multiple data collection methods and a mix of qualitative and quantitative data than do descriptive ones.

Our findings point to an emerging positive trend in the use of mixed methods as compared to other previous content analysis studies. For example, Mingers (2001) observed that about half of the studies included in their sample used multiple data collection approaches. Alan Bryman (2007) also did a content analysis of 232 articles, published between 1994 and 2003, with 'mixed' research methods. He found that only $18 \%$ of the articles succeeded to mix (integrate) qualitative and quantitative methods. He remarks (p. 8):

As a result of the efforts of methodologists and researchers, there is nowadays considerable understanding of a variety of issues, such a various ways in which quantitative and qualitative research can be mixed ... However, at the same time, the fundamental issue of the degree to which mixed methods researchers genuinely integrate their findings has not been addressed to a significant extent. In other words, how far do mixed methods researchers analyze, interpret, and write up their research in such a way that the qualitative and quantitative components are mutually illuminating? "genuinely integrate".

The present finding represents an improvement in social research methodology over the past decade since 62.5 of our sample effectively employed mixed methods.

## 35. Data triangulation

The most important advantage of using multiple sources of evidence is the development of converging lines of inquiry (Patton, 1999; Yin 1999). The process of combining multiple data sources is called triangulation (Jick, 1979). Any finding or conclusion in social research is likely to be much more convincing and accurate if it is based on several different sources of information. However, our findings are disappointing in that fewer than one-third (30 percent) of the studies just mentioned using some form of data triangulation but did not elucidate how this was done and how the triangulation contributed to the validity and reliability of the findings. These findings are once again in line with those of Kangai C., Bukalia, R., Musika F. and Mapuranga, B. (2011) who showed that triangulation was rarely used by ZOU undergraduate research students.

## 36. Elucidation of the data collection process

Data Collection Process the seventh concept to be analysed. In addition to mentioning methods of data collection, it was quite encouraging to observe that more than 58 percent of all dissertations in our sample did elucidate how data was collected. This represents a very
important aspect of social research, since a clear description of the data sources and how data was collected enhances the reliability and validity of the findings (Benbasat, I. Goldstein, D. K. and Mead, M., 1987). However, the fact that 42 percent of the studies did not clearly elucidate how data was collected, is a course for concern. In social research, the reader must be able to tell what sources of information were used and how data was collected in order to judge the reliability of the information. The omission of such information undermines the credibility of social research studies.

## 37. Elucidation of the data analysis process

The eighth concept to be examined was the data analysis process. As Eisenhardt (1989) stressed, analyzing data is "both the most difficult and the least codified part of the process". It was, therefore, important to first assess the extent to which social researchers elucidated the data analysis procedures. In order to do so, we classified each article in the database as providing either "no information," "a brief description," or "a clear and detailed description" of the analytic procedures and/or rules followed.

Our findings show that a large number of dissertations ( 70 percent) did not explain how data was analysed, while 22 percent provided a brief description of the data analysis process, and 8 percent provided a clear and detailed description of analytic procedures. For example one researcher wrote, "Data collected was quantitatively analysed in tables". This represents another serious shortcoming since a clear description of the analytic procedures allows other readers to better understand the findings. In addition, since positivism considers qualitative data to be vulnerable to subjective interpretation and to surpass human ability to compile, a clear description of the data analysis process allows us to judge whether or not the results are the fruit of a systematic and rigorous process.

Our findings reveal that social researchers at the ZOU did not provide much information about the adoption of preliminary data analysis techniques. This represents another serious deficiency since technical rigor in analysis is a major factor in the credibility of qualitative findings (Patton 1999). Social research data can be analysed as it is being collected. Overlapping data collection with data analysis not only gives the researcher a head start in analysis but, more importantly, allows researchers to take advantage of flexible data collection. Indeed, a key feature of qualitative research, in general, and research, in particular, is the freedom to make adjustments during the data collection process.

## 38. Discussion of findings

The ninth and final concept we analysed was the discussion of research findings. Discussion of research findings must demonstrate a logical chain of evidence. To increase the reliability of the information presented in a case study, a key principle to be followed is the maintenance of a logical chain of evidence (Benbasat et al. 1987; Yin 1994). As Yin (1994) explained, the principle is to allow an external reviewer or observer to follow the derivation of any evidence from initial research questions to ultimate study conclusions. Furthermore, the observer should be able to trace the steps in either direction (from conclusions back to initial research questions or from questions to conclusions). The process should be tight enough so that evidence presented in the project or dissertation report is assuredly the same evidence that was collected during the data collection process. When this is achieved, social
research has addressed the methodological problem of determining internal validity. In order to assess whether the authors of the dissertations we analysed had maintained a chain of evidence, we used the relational model (see figure ) to evaluated the extent to which we were able to move from one portion of the study to another, with minimal cross-referencing to methodological procedures and to the resulting evidence. Hence, for all of the articles included in our sample, we were able to trace the steps from initial research questions to conclusions in only 44 percent of them.

## 39. Comparison with related literature

When building theories from social research, it is of utmost importance to compare the emergent concepts, theories or hypotheses with the extant literature. Examining literature that conflicts with the emergent theory is likely to enhance confidence in the findings of the study (Eisenhardt, 1989). Literature discussing similar findings is important as well because it ties together underlying similarities in phenomena normally not associated with each other. The result is often a theory with stronger internal validity, wider generalizations and higher conceptual level. Notwithstanding the potential benefits associated with such a tactic, Table 8 reveals that only 11 percent of all exploratory case studies related their findings to conflicting literature while 37 percent of them discussed similar literature. In short, tying the emergent constructs, hypotheses, or theories to extant literature is crucial in theory building since the results usually rest on a small number of cases.

## 40. Summary of key findings

Table presents a synthesis of the key findings and of the present content analysis of social research methodologies applied by ZOU post-graduate students.

| CONCEPT |  | STATUS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | Research <br> questions | Clear | $79 \%$ | Not clear | $12 \%$ | Not stated |
| 2. | Dominant <br> research <br> question | Exploratory | $48 \%$ | Descriptive | $29 \%$ | Explanatory |
| 3. | Literature <br> review | Analysed <br> theory of <br> interest | $67 \%$ | Analysed <br> rival theories | $24 \%$ | Analysed <br> unrelated <br> theories |
| 4. | Context of <br> the study | Clearly <br> presented | $26 \%$ | Poorly <br> presented | $57 \%$ | Not <br> presented |
| 5. | Dominant <br> research <br> paradigm | Quantitative | $7 \%$ | Qualitative | $20 \%$ | Mixed <br> methods |
| 6. | Dominant <br> research <br> design | Experimental | $1 \%$ | Non | Experimental | $89 \%$ |
| 7. | Data <br> collection <br> methods | Quantitative | $16.5 \%$ | Qualitative | $21 \%$ | Multi- <br> methods <br> methods |


| CONCEPT | STATUS |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8. Data analysis procedures | Clearly <br> Explained | 8\% | Poorly explained | 70\% | Not explained | 22\% |
| 9. Discussion of Research findings | Clearly Related to research questions, theory and other studies | 32\% | Poorly Related to research questions, theory and other studies | 66\% | Did not relate to research questions, theory and other studies | 2\% |
| 10. The research process | Logical chain from research question to the conclusions clearly established | 44\% | Logical chain from research question to the conclusions poorly established | 48\% | No Logical chain from research question to the conclusions | 8\% |

Table 8. The Status of Social Research by ZOU Post-Graduate Students: Methodological Issues and Emerging Trends.

Table 8 summarises major issues and emerging trends in social research. Our exhaustive assessment reveals that while modest progress has been made with respect to some specific attributes or criteria, there are still significant areas for improvement. In particular, the following 10 key findings should engage further reflection and action among the social research community: Little progress has been made over the years in several areas and our challenge as social researchers is to refine our tools and double our efforts in search of appropriate and quality research methodologies.

## 41. Conclusions

### 41.1 Clear research questions

It is encouraging that 79 percent of the research questions are clearly stated. However, it is a requirement that all research should be guided by clear research questions or hypotheses as 12 percent questions were not clear and 9 percent of the studies did not state research questions.

More attention should be paid to the definition of initial research questions given that, without a research focus, it is easy to become overwhelmed by the volume of qualitative data often collected in case research. Without a clear research question, it is more difficult for the reader to understand the focus of the study and how it relates to a larger domain or area.

## 42. Type of research question

As expected, what questions were mostly adopted in exploratory research.

## 43. Literature review

It is disturbing that although most studies ( 76 percent) analysed the theory of interest as well as the various predictions following from the theory itself. However, failure by some dissertations to consider rival theory and in some cases, to review related literature, is a serious deficiency affecting the quality of social research. Exploratory social researchers must continue to define a priori constructs in order to help them make sense of occurrences, ensure that important issues are not overlooked, and guide their interpretation and focus when conducting theory-building research. Social research must consider rival theories in order to increase predictive power.

## 44. Context of the study

Most social researchers ( 57 percent) were not explicit about the context of their study (time period, time spent at site, nature of data, etc.). More information about the context is needed to increase the credibility of the results and to determine whether they are generalizable. Contextual information also helps the external observer to get a better sense of the "bigger picture."

## 45. Data collection

Qualitative social research offers the opportunity to use many different sources of evidence. Seizing this opportunity represents one of the intrinsic advantages of the mixed methodology. Data collection instruments and procedures must be clearly described and explained. One shortcoming we identified in the present study was that ( 62.5 percent) of the dissertations did not elucidate how data were collected. Most dissertations omitted data collection plans and procedures. Multi-methods represented the most widely used data collection method in post graduate dissertations. However, researchers rarely described how questionnaires, interviews, observations or other methods were conducted (eg. sampling, number of interviews and interviewees, profile of interviewees, transcription, use, and validation of an interview guide, etc.). While reviewing documentation was used in several studies, most authors did not elaborate on how documents were used in the analysis and how they contributed to the findings. A clear description of the data sources and the way they contribute to the findings is an important aspect of the reliability and validity of social research findings.

## 46. Data analysis

Another major deficiency we discovered in the post graduate dissertations we analysed was that 70 percent of all surveyed dissertations failed to provide a clear and detailed description of the data analysis plans, procedures, and rules. Clear descriptions of the analytic procedures used allow the reader to better understand the findings and judge the extent to which they are the fruit of a systematic and rigorous process.

## 47. Discussion of research findings

Any research is guided by either research questions or hypotheses, Literature review is usually conducted in order to identify the knowledge gap to be filled by the present study, and related
previous research studies are analysed so as to what knowledge other researchers have contributed in the same field of study. When data have been collected and analysed, the findings must be presented and discussed in a logical manner. Readers are interested to know the extent to which the findings address the demands of the research questions. The findings must be discussed in the context of the prevailing theory and the rival theories. This helps readers to assess the contributions of the study to the existing theory (body of knowledge). The findings must also be compared with findings of related previous studies. This places the study and the findings in the relevant field. Our findings from the current analysis of postgraduate dissertations, revealed that most student (66) failed to relate their findings to the research questions, prevailing theory and the previous studies. This deficiency makes it difficulty to assess the significant contribution a particular research has made in a particular discipline. Only $24 \%$ of all dissertations related their findings to conflicting literature while $76 \%$ discussed similar literature. There is need to compare findings to both similar theories and rival theories. Comparison of findings with both conflicting and similar literature increases the confidence in the research findings i.e. generalization and validity. Hence, this practice must be more widely applied in social research.

## 48. Conclusions

Findings from the present case study of social research at the ZOU have a bearing on the current 'quantitative - qualitative' paradigmatic debate. Our findings support proponents of mixed methods (Patton, 1990; Strauss \& Corbin 1990) who believe that qualitative and quantitative research methods can be effectively combined in the same research project. In fact, Patton (1990) advocates for a "paradigm of choices" that seeks "methodological appropriateness as the primary criterion for judging methodological quality. Mixed methods, Patton (1990) argues, will allow for a "situational responsiveness" that strict adherence to one paradigm or another will not. Our findings also show that many changes have occurred in the status of paradigms and choice of methods over the last decade such that various paradigms are beginning to "interbreed". In support of mixed methods, Russek and Weinberg (1993) claim that by using both quantitative and qualitative data, scial research can give insights that neither quantiattive nor qualitative research paradigm could provide alone. However, it is important to note that the field of social research has not yet reached the point of full integration of paradigms.

## 49. Recommendations

For the further maturation of our field, we believe that a careful consideration of the recommendations listed below is likely to enhance the overall rigor of social research. Specifically, for each of the areas considered in the present review, we encourage social researchers to:

- Identify clear research questions
- Clearly explain the context of their research problem including the knowledge gap to be filled by their research
- Take advantage of pilot cases in order to help refine the design and the data collection plans
- Consider both the theory of interest and rival or alternative theories in order to increase the validity and predictive power of social research
- provide detailed information with respect to the data collection methods (e.g., interviews, questionnaires, direct observation, etc.) and procedures (e.g., sampling strategies, number of interviews interviewees, use of an interview guide, instrument validation, etc.)
- Effectively use tables to summarize information about the data collection process
- Triangulate data in order to increase internal validity of the findings and provide clear explanations on how the triangulation process is achieved
- Provide clear descriptions of the analytic methods and procedures (especially the dominant mode of analysis) and provide external observers with sufficient relevant information so they can follow the derivation of evidence from initial research questions to conclusions and vice-versa.
- a means of reflecting on the data
- compare findings with extant literature (both similar and conflicting) in exploratory so as to increase the confidence in the findings.
Although adhering to all of the rules of social research is encouraged, it does not necessarily make a social research good de facto. The present study has focused on content analysis using the combined conceptual and relational model as just one of many approaches to assess the high quality social research. Other key aspects of quality could be considered in the future. Relevance and contribution of social research to new knowledge could be investigated. Use of computers in social research is also another fertile ground for research. Surveying researchers about their perceptions on social research could also provide valuable information.
In conclusion, it is clear that current research standards have evolved and are more demanding of social researchers than they were in the early 1980s. However, social researchers face the challenges of designing a study in a systematic and manageable yet flexible manner and integrating the results into a coherent document (Marshall and Rossman, 1995). Again, in the future, social researches need to be better organized and documented as a way to help us learn, get meaningful results, and develop a cumulative body of knowledge in our field. This calls for conceited effort by all genuine social researchers, social scientists and social scholars worldwide, to double our efforts towards the development of this field and to share the knowledge, thus created, through publications.
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## 1. Introduction

Social sciences may be regarded as derived from humanities such as philosophy and history, but have been developed in different ways (sometimes parallel but often opposite ways) from humanities. In this chapter, social sciences denote the set of social scientific branches (economics, sociology, etc.) while social science denotes the general concept abstracted from each of social sciences. Analogously, natural sciences denote the set of natural scientific branches (physics, chemistry, etc.), while natural science denotes the general concept abstracted from each of natural sciences. An analogy is the difference between behavioral sciences (the set of behavioral psychology, behavioral sociology, etc.) and behavioral science as a general concept. The general concept abstracted from natural and social sciences and humanities (including arts) are referred to as knowledge (the modern version of medieval scientia). This chapter mainly or almost exclusively discusses western knowledge and ignore eastern or southern one because western knowledge is worldwide dominant in the latest centuries. The global transfer of methodologies of knowledge is a challenging theme but too comprehensive for one chapter. Therefore it will be left for future research.

Since the Renaissance, particularly the Galileo's revolution of physics from Aristotelian phusika or scholastic physica, many philosophers have discussed the characteristics and methods of natural sciences. They have also discussed social sciences but very differently in discussing natural sciences. This chapter discusses their differences to clarify the fundamental characteristics of social sciences in relation to humanities, instead of presenting a particular theory of or the particular application of a theory of social sciences or humanities. In this discussion, the separation of social sciences from humanities are considered as a 'crisis' of knowledge, where crisis (krisis) means the decisive turning point in clinics or the radical change by conflict in drama as originally meant in Greek. Later, crisis began to mean the crossing to sharply or crucially change the direction. Hereafter, premodern knowledge will be referred to as scientia.

## 2. Paradigms of social sciences and their shifts

Humanities was central in scientia and concentrated itself on the study of the classics. Humanities was relatively free from the paradigm shift because it founded itself on the succeeded classics having the eternal values, although the introduction of Aristotelian metaphysics to West affected the paradigm of Bible-based knowledge and the comprehensive recognition of the entire Greek classics affected the belief in Christianity. Despite these influences, humanities retained the exegetic methodology of the classics. This affected the methodology of social sciences, and many social scientists were scholastically engaged in closely reading and faithfully interpreting or commenting on the classical books by Smith or Marx. The rise of social sciences little affected the paradigm of humanities at first. The concept of paradigm has been associated with science revolution [Kuhn, 1962] and used as a general (sometimes too general and ambiguous) term. This chapter uses this word as a general term and replaces this with methodology in more specific discussions.

Before the medieval era like in Greece, without particularly established 'bibles', humanities (particularly, philosophy in Greek) was rather natural historic (if not natural scientific) in embracing what may be called zoology, cosmolog $y$, etc. Greek knowledge was transferred to and developed in East, but not transferred to Europe except for Islamic Iberia. The Greek classics were rediscovered and became central in humanities in Europe in the Renaissance almost for the first time although Aristotelian metaphysic was already influential there.

Legal systems and their enforcements have often been called justice. This shows that they have been originally founded on ethics or religions. Pre-modern legal scientia was founded by jurisprudence that was a branch of theology or humanities. This helped political leaders persuade people. Policy-making and the implementations were founded by philosophia including social ethics, religions, and the view of history and historical lessons, all in humanities. This stabilized the paradigm of social scientia and prevented it from the paradigm shift against the social development. In the modern legal system, the constitutions mean the fundamental principles supposedly stable for decades, found other laws, and constrain "the evolution of law". This idea is extended to technology as the standardization, often stipulated by law.

When the close studies of ethical or religious texts were developed, the exegetic method dominated the study of classics. This method sought for the eternal truth uninfluenced by the shift of 'vulgar' life in time, and was developed by scholiasts as a positivism to strictly respect what was really written and to ignore the prevalent practices in contemporary life. This positivism prevented scientia from paradigm shift. While humanities specialized itself in the study of classics, the exegetic method influenced jurisprudence in the interpretation of laws, which was supposed to be eternal.

Ironically, classic-based humanities for the eternal truth drove a radical revolution in entire scientia, called the Renaissance. This revolution was to revolve from the Christian classics (the Bible) to non-Christian Greek classics or to rediscover the latter, and to transform the positivism but not to deny the positivism. The Renaissance physicists succeeded the exegetic positivism and successfully transformed it from reading the given texts like scholastic physica (translated from Aristotelian phusika) into experimenting the earthly movement, as ancient and medieval astronomers observed and predicted the heavenly movement. Motivated by the theological system, Newton unified the earthly and heavenly movements
into a universal theory by mathematically formulating the observed data. Centuries later, this founded the physics-mimicked economic theories, although the Galilean experimentalism is succeeded in social sciences only by psychology except for the recent experimental or behavioral economic methods. .

The denial of the Aristotelian phusika led to the denial of Aristotelian multi-disciplinary unification of knowledge encompassing oikonomia, politika, ethikos, zoologia, kosmologia, meteorologia, and many others. Modern science proudly distinguishes itself from scientia or metaphysics by the specialization of knowledge into narrow branches. The unification of theories of physics is only within physics, as the unified axiomatic system of geometry is only within geometry. This scientific systemization by narrowing the zone contributed to the success in scientific development.

Many philosophers and historians of natural sciences have almost unanimously regarded the Galilean and Newtonian methodologies as the first great steps of modern scientific paradigm. But they have no consensus about the paradigm of social sciences. Some of them seem to regard social sciences as occupied by para-dogmas or pseudo-dogmas, although paradigm is believed etymologically unrelated to dogma.

Dogmas or not, social sciences have had their paradigms and shifted them several times in the last few centuries. Each shift has been investigated by historians of social sciences, but little has been discussed about the shift in general. Philosophers usually prefer general discussions rather than case studies, but few succeeded in the general discussion of paradigm shifts in social sciences. To avoid the confusion of paradigm with dogma, the discussions below will avoid this term and use the word of methodology.

## 3. Views of humans and history in social sciences

In the ancient era, the studies on law and politics were founded on the ground of theological idea of justice. After theology was replaced with humanities, social scientia borrowed the methodology from humanities, which often explained social phenomena by historical background with the view of human behaviors and acts in the course of historical development or as path-dependent. Upon the view of history of ideas, Hegel founded his Encyklopädie of total knowledge and unified various branches of knowledge via dialectical logic demonstrated in the historical development of various ideas. Introducing the economic or materialistic view into the dialectic logic in historical development, Marx presented the view of history as the unifying core of social sciences. In opposition to founding social sciences upon history, however, the ideas of social engineering and social technology blamed the Marxian view of social sciences as the 'historicism' or the mixture of social sciences with social philosophy. In the meantime, the view of humans as homo economics rather than homo sapiens has been the core of the prevalent neoclassic economics, where sapience means wisdom or intellect and is often synonymous to the humanness or benevolence possibly to selflessly consider others (altruism). Before the homo economics view, the view of humans as homo sapiens was (and is outside economics) almost exclusively prevalent and has been used as the terminology of anthropology in distinction from more primitive humans (e.g., home erectus).

The view of humans as homo economics or the economic rationalism validated the physicsmimicked economic theories. Physics took the economy-mimicked view of nature and
successfully constructed a set of calculations of variations to explain natural 'behaviors' as minimizing the 'power' or 'energy'. This method led physics to successfully explain the ball shape of the earth as resulting from the 'purposed effort' to minimize the surface area for the given volume. Economics imported this economy-mimicked methodology of physics and successfully modeled the human behavior to minimize the cost and similarly to maximize the profit by multiplying by -1 .
The success of modern science largely owes to that of physics, particularly that of mechanics. The Cartesian view of human body (phusike) as a machine was successfully extended to societies. As machine is mechanical and calculable, the mechanistic view of everything as mechanicals promoted the application of mathematics to everything including society. In legal prudence and political science, the monarchical system and the congressional system were unified as 'the Emperor as Machine' theory that viewed the Emperor as no dictator but as controllable by congress.

Yet another view of humans is to view humans as mankind or humankind, where 'mankind' or 'human-kind' means humans collectively or the genus (kind). With deep knowledge of the Greek classics, Marx followed the traditional ethics to view humans in society like Aristotle, Kant, Hegel and Feuerbach. The Feuerbach's view of humans as mankind affected the Marxian view of humans as beings fostered in history. As history is the product of the collaboration of humans, the view of humans in history is nearly synonymous to the view of humans as collaborative or societal beings. In the first half of the 1800s, before Marx, many intellectuals from the established families accused the capitalism that promoted the competition motivated by individual desires, and they proposed the 'renaissance' of cooperative society or community called the socialism or communism. Workers from fallen but formerly established families in agricultural areas led workers to the socialism movement. This radically changed the intellectuals' movement into the class struggle, or the individuals' movement into unionized movement of similar kind of workers or 'workers-kind'. The mankind view of humans helped workers unions oppose the individual competition principle. The history of borderless collaboration of Jewish businesses also helped the international unionization of Jewish-led communism movement against the pursuit of the wealth of each nation.
The resources within Europe limited its growth. The alternatives were to decrease the population; to revolutionize the social system for the equal distribution of resources to all; or to bring the resources outside to Europe. The progress of transportation technology and its adroit management allowed Europe to choose the last one. This meant the inequality of humans between Europe and elsewhere and resulted in the denial of the Marxian economic and anthropological equalities (i.e., same kind) including his view of humans as mankind. The competition was intensified at the global and domestic levels and led the world to the war. The worldwide prediction of global war may partly be one factor of the Kant renaissance, who discussed the eternal peace in Napoleonic Wars in the entire Europe. World War I replaced the neo-Kantian philosophy with the neo-Hegelian philosophy, the state philosophy of which justified the worldwide domination of the best system for the global and eternal peace. This idea was supported by Heidegger, Jaspers, Tanabe, and other intellectuals besides economists. Traditional ethics and lesson-based view of history failed to prevent the repetition of global war. Traditional humanities proved to be materially powerless. The only lesson of the wars is to replace the armed race with the economic one by extending the homo economics view to the view of the world.

After the prevalence of the philosophical methodology of history on the basis of the views of history, history in academia resumed the scholasticism to limit itself to the exegetic positivism of historical documents. The progress of information technology helps historians in academia efficiently process the documents in ivory towers. Mass media contributed to the renaissance of the view of history that great leaders or single events determine the course of history. This helped management science stress the decisive power of decisions made by leadership. Outside academia, Marx saw the driving force of history in the economic or materialistic desire as in Smith, and focused on the conflicts between the production system and technological development and that between the ruling and the ruled classes. Although Marx himself failed to discuss technology in detail, philosophers including Heidegger discussed the effects of technology on societies and humans in the 1900s. As its effect on humans, the alienation of humans from technological societies motivated philosophers to develop the existentialism to rediscover the value of spiritually independent individuality. This stimulated the anti-industrialization feeling, affected economic policies, and later, promoted technology assessment.

The Hitler's view of the global conflict as resulting from the division of the world between the have and the have-not nations helped some social scientists and historians to interpret the struggles in Asia and Africa against West. Further, the Toynbee's method to explain history via the responses against the outer stimuli as in the ecological living world helped social scientists interpret the struggles in Asia and Africa against West. After the competition between the views of history was replaced with the quantitative analyses of social sciences, social sciences almost exclusively explained the status quo in precise ways. The range of quantitative social sciences is limited by the data availability as the range of astronomy is limited by the performance of telescopes. Meanwhile, history remains useful as the source of fictions in novels, comics, and other media.

Around 1900, theoretical philosophers (epistemologists and logicians) like Russell viewed humans as rational and logical (maybe termed homo logos). They were optimistic about the human capability to construct symbolic logic, mathematics, and linguistics of artificially constructed symbolic language. This program was to unify all sciences including social sciences and psychology in rigorously unifying ways with the persuasive power over all rational beings beyond national borders and classes. This was called the unity of science or unified science movement. This optimism was broken by Gödel in the early 1930s in the era of the fall of traditional social sciences and the rise of different types of social sciences between Great Panic and World War II. This failure encouraged the idea to base intellect on emotion. The national emotion was proved powerful in decision-making via the development of mass-media as sociologists predicted.
After the failure of formal logic as the power to unify all sciences, logicians and mathematical philosophers with the help of linguists conceptually generalized the strict symbolism to more flexible semiotics to embrace all kinds of language- or symbolexpressible knowledge by following Kant, the epistemology of whom was to consider only the perception itself instead of the thing itself. Semiotics is the first methodology jointly originated in mathematics, physics, linguistics, poetics, aesthetics, etc. and influencing social sciences, particularly sociology. The semiotic methodology is to "poeticize" all knowledge and thereby justifies the deviation of knowledge from the reality. This is acceptable and applicable not only to aesthetics but also to the theories of mass-media, election campaigns,
social panics, marketing, and the likes. Economics remains uninvolved in semiotics itself because it has already involved itself in money by valuing physical or material commodities symbolically in monetary terms. In this respect, economics is nothing but semiotics. Another origin of semiotics is from medicine, physics and astronomy. The symptom is the most important information to "symbolize" the internal state of body. Astronomers observe images via lens, and modern physicists read the numerals on measurement instruments. Instead of experiencing the reality, economists read the statistical data provided by government, "operate" economic theories in terms of differential or integral calculus, and use computers, as poets create the imaginations of worlds and minds, and painters create worlds and emotions on paper. In this respect, the idea of homo economics is consistent with that of homo logos. As homo logos of logical intelligence is deeply related with homo sapience, homo economics may be considered as related with homo sapience in this respect.

The view of humans is now experimentally examined to provide the evidences of the pros and the cons of viewing humans as homo economics. This view is also called the economic rationalism and is often attributed to Smith, an ethicist in a Catholic city. As the economic rationalism is opposite to the classic rationalism that respects the religious and ethical reasonableness, it fails to persuade non-economists. Using natural or behavioral scientific methods, brain scientists and psychologists test the homo economics view of humans [Gazzaniga, 2005; Camerer and Fehr, 2006; Warmeken and Tomasollo, 2006; Haidt, 2007].

## 4. Mathematical, quantitative and physicalistic methodologies in social sciences and humanities

Many philosophers and historians of natural sciences regard physics (particularly, mechanics) as the core of natural sciences and the mathematics as its core method, which all sciences are supposed to make efforts to use.

Astrology and the calendar based on real observation and calculation provided the foundation of decision-making (divination). Policy making of government and families' (or clans') household (oikonomia) also depended on the calendar and the financial calculation like the calculation of inventory or provision. Under the strong control of myths, religions and historical lessons (all in humanities), social techniques collecting data for taxation and the calculation were undervalued. Despite the economic usefulness, calculation was not respected as knowledge (sophia). Greek philosophers were interested in geographic figures and the properties of natural numbers including their ratio. As the calculation was important in distribution, algebra as the fundamental theory of calculation was developed in the Islam countries, where the studies of complicated figures or patterns were also developed. Owing to the development of transportation, such knowledge was transferred to West, where mathematics was combined with physics (particularly dynamics) during and after the Renaissance. Much later, this provided economics with powerful methods.

Transportation techniques including calculation techniques for road or bridge construction, shipbuilding and navigation accomplished the expansion of territories to obtain more resources and knowledge. This stimulated social technocrats in judiciary and administration into geography including anthropology, and contributed to the development of natural sciences, science-based technologies and humanities. Informed of the customs in various civilizations, for example, Montesquieu presented the comparative philosophy of law.

Conversely, the method of social sciences owes to humanities, natural sciences and technology. Extending the Arabic and Cartesian view of blood circulation in human body to the circulation of commodities and money, Quesnay, a surgeon and a physiocrat, presented tableau économique to represent economic flows and made the first step towards econometrics and economic planning. But this physiological view of economics failed to win the worldwide support of economists, the majority of whom have almost exclusively regarded physics aided by mathematics as central in science. This may partly be explained as the bias of the mainstream manufacturing- and trade-oriented Anglo-American economists against the land-based French physiocratic economists. Naturally, manufacturing-based economy was rather related to mechanics, while agriculture-based economy was relatively related to biology.

Biology (historically, botany, zoology, entomology, and ichthyology were not unified) seldom affected the methodology of social sciences after the modern civilization succeeded in conquering the nature by using mechanical technology based on physics. Contrarily, the severe competition of home economics after Industrial Revolution induced Darwin to think of the natural selection as the driving force for biological evolution.

Ethics (praktische Philosophie) was influenced by biology like the collaborative behaviors of bees and ants, but theoretical philosophy (epistemology and logic) considered physics and mathematics as central in natural science. Before February Revolution, Comte at École Polytechnique presented positive philosophy to found all knowledge including social study (sociologie) upon natural sciences, particularly physics. Later, Marx claimed his social science (Sozialwissenschaft) to be as rigorous as physics. Around 1900, Frege, Russell and Hilbert attempted to construct the logico-mathematical system upon which all knowledge is supposed to stand. This yielded the logico-mathematical movement toward the unified science (unity of science) in the 1930s in Vienna and then Chicago, where many Jewish scholars fled from Vienna. At the same time, the biological idea of general systems was developed in Vienna.
Today, many social scientists, particularly economists, take the physico-mathematical view of natural sciences, although they have almost no knowledge of the recent states of natural sciences and mathematics. Actually, central in physics is solid-state physics or alternatively called material science, which is located between physics and chemistry (solid-state chemistry). Many papers in this field appear in the journals of the fields called chemical physics, physical chemistry or chemistry itself even if all the authors have the background of physics [Eto, 2003; Whiteside, 2007]. Biology is shifting towards biochemistry and is often renamed life science. Biochemical views date back to the origin of pharmacology, which has paid deep attention to material or chemical processes in living bodies. Deeply connected with pharmacology, medical scientia from China, India, Arabia to Roma had long considered human bodies (and sometimes also the minds) as controlled by the subtle rate between various fluids or moisture (humidity) like humor. Rather than mechanically, Descartes biochemically considered mental and emotional states as determined by the internal liquid secreted from pineal body. In many aspects, chemistry is rather central in natural sciences. As chemistry and biology or life science are rather central in natural sciences today, mathematics is no longer the central method of natural sciences [Eto, 2008a; Kemsley, 2009].

Behavioral sciences like psychology have developed and prefer factors analysis, structural equation modeling. LISREL and other information processing type methods or data analysis to mathematically well-founded methods [Kruskal, 1964; Tukey, 1977; Bentler, 1986; Bollen, 1989; Jöreskog, 1997; Hayashi, 2002]. Mathematics including mathematical statistics retains the central position of methods only in economics. Even economics, although slightly, revised mathematical statistics for economic analysis purposes. Many papers in physics are to report the experiment results without using mathematics, although mathematics is still an important subject in high-school and undergraduate education of physics. Today, the most mathematicsprone science is economics rather than physics. Indeed, most papers in economic journals are full of mathematics, and mathematical tools are the most important subjects in undergraduate and graduate training of economics. As the ancient empires stressed calculation for taxation and budgeting, Petty presented the concept of political arithmetic from his experience with finance and is often respected as a forerunner of economics. Mathematics is now the tool for finance rather than physics as will be discussed below.

Social scientists learn some established knowledge of natural sciences from textbook but almost never collected the data through observations and experiments by themselves. Except for sociologists, social scientists (particularly, economists) are usually provided data by governments or sponsors and have almost never trained for data collection. In this respect, economics are in common with mathematics. Therefore it is easy for economists to use undergraduate mathematics without tedious work of data collection. The similarity or dissimilarity in data acquirement may decisively affect the similarity or dissimilarity in the methodologies of sciences.

In regard to data acquirement, mathematics has been distantly divided into abstract mathematics developed in the 1900s and physics-motivated mathematics developed in the 1700s ans 1800s. Economic theories almost exclusively use differential/integral mathematics and elementary linear algebra, which are no longer central in modern mathematics. In this regard, economics is actually in no relation with modern mathematics. Statistics is no longer mathematics-centric but rather toward informatics to fully exploit the information carried in data [Benzécri, 1973; Hand, 1998; Hayashi, 2002]. In regard to methodology, economics is isolated in the knowledge world. After the failure of logico-mathematical program of the unified science movement, philosophy seemed fallen into the isolation but succeeded in allying other knowledge by constructing semiotics. Today, only economics is isolated in the knowledge world, although it is in a close relation to economy-centric government.
In the meantime, various fields demand economic knowledge in the economy-dominant society. The healthcare sector is the most severely suffering from the economic pressure [Zweifel and Breyer, 1997; Olsen, 2009] and is required to get more profit possibly at the sacrifice of healthcare quality in the aging society even in the country of socialism tradition [Yan et al., 2011]. Here, economics is requested to come to the real world instead of the comfortable world of government and banks and acquire real data by using own hands in collaboration with medical personnel [Nielsen and Mather, 2011] by designing surveys themselves [Hayashi, 1984]. Also, many other welfare problems including environment and education wait for "true welfare" economics. Besides the history of science, evidence-based humanities such as archaeology, anthropology and history have already collaborated with natural science and technology in essential ways [Balter, 2006].

## 5. Policy sciences in relation to mathematical/quantitative methods

As real worlds demand medical and agricultural sciences and engineering to serve human lives, social sciences have been requested to be usefully applicable to real problems. The idea of policy science is as old as that of social sciences themselves but has little been implemented as a new interdisciplinary field except for economic planning, research and development (R\&D) management, and science and technology (S\&T) policy and management. This section discusses why it has been so

Almost all social scientists have been interested in real societies as persons. But the involvement in real societies often obstructed the free activities because of the gap between contemporary secular worlds and the pursuit of the eternal truth. For the freedom, many social scientists fled from real societies to ivory towers usually protected by the church power. Under the church protection, humanities to study the classics were dominant in universities. Under this influence, social sciences developed the method not to involve themselves deeply in urgent problems. Like the division of labor between natural sciences and engineering and that between Classics scholars and religious practitioners such as priests, labors have also been divided in social sciences between social scientists in academia and practitioners in real society. The former has so distantly separated themselves from the latter that the former has not admitted the latter in the professional societies. Their information exchange channels have been cut off.

As mathematics including mathematical statistics and quantitative data analyses are usually regarded as independent of interest and neutral between the conflict of interest, the development of mathematical theories and statistical analyses were expected to generate a new type of social sciences. This was called policy science. Indeed, the first professional journal in policy sciences was issued by a publisher in mathematical sciences. .

Mathematical approach still dominates policy sciences in academia, but those who deal with policy studies outside academia have increased in number and have had more varieties in their approaches. While academics tend to insist on beautiful models and sophisticated methodologies, administrators and practitioners in government and business prefer more practical approach by observing actual cases or data even when they discuss the same problems with academics. Today, the tension between these two groups becomes stronger; or between academic circles of policy scientists using advanced mathematical models and practitioners in government and business not using mathematics so often except simple calculations and data analysis. Anyway, academics in policy sciences cannot neglect the demands from practitioners in various fields.

In the meantime, several new scientific associations in policy sciences have emerged and developed their activities in Japan. One of their specific characters is that they consist of practitioners in the government and business besides professionals in universities and research institutions. They also accept interdisciplinary approaches of research because their main purpose is to solve real problems of their concern. Nihon Keikaku Gyosei Gakkai (Japan Association for Planning Administration), for example, was established in 1977 by the researchers and practitioners in the fields of public administration/finance, national land development, economic planning, and so on, insisting the need of closer collaboration of academia, government and industry. Kenkyu Gijutu Keikaku Gakkai (The Japan Society for Science Policy and Research Management: JSSPRM) was established in 1985 for the
promotion of practical interdisciplinary studies on science/technology policy and innovation. They said "So far JSSPRM has been providing researchers and practitioners in this field with unique opportunity of networking or information exchange." More recently, Seisaku Kagaku Gakkai (Association for Policy Sciences) was established in 2009.

In addition to these associations, policy science-oriented research activities are observed in other fields of research. In the educational research field, policy studies are one of the most prevalent approaches rather than traditional pedagogical ways of research. The Japan Society of Educational Sociology, having played the leading role of performing empirical research on educational phenomena, deals with many kinds of policy-oriented research recently. Japanese Association of Higher Education Research also put on the emphasis on practical problem solving at the ages of university reform. Same trends are observed in other academic associations in educational research.

As for the universities in Japan, the number of schools and departments with title "policy" has increased especially in private universities. They need more efforts to recruit more students into their institutes, because the population of 18 -year-olds has been decreasing since early 1990s and the decrease may not stop within several decades. Thus, universities need to attract the youth to attend. One of the ways for being attractive is to reform and rename their schools and departments. The new names include "modern," "international," "environment," "information," and "policy," even though the teaching staff remain as same as before the renaming. But social science departments are challenged by the reform of the humanities departments, where English and foreign study professors are trained in USA and learn the American way of humanities to stress the contemporary problems for practical purposes against the traditional stress on the study of classics. Social science departments need the own philosophy to compete with the humanities departments.
Back to the 1970s in Japan, there was a group who intended to establish the graduate school of policy science in Saitama University, one of the national universities. They started planning and succeeded in establishment of Graduate School of Policy Science in 1977, just one year behind the start of Graduate School of Management and Policy Science, the University of Tsukuba, which will be mentioned in the next section.

The policy science group of Saitama University strongly oriented themselves to the policy analysis in real fields. Thus, they invited not only scholars in social sciences, such as in economics and political science, but also bureaucrats who were actively working for the ministries of finance, construction, international trade and commerce, agriculture, science/technology and education. The dean of the school, who later became the first president of Seisaku Kenkyu Daigakuin Daigaku (The National Graduate Institute for Policy Studies: GRIPS), had the strong belief that academics and policy makers should cooperate intensively and thus policy makers and bureaucrats at central and local governments should be educated well; preferably they should have PhDs.
In contrast to the philosophical discussions on natural sciences and technology [e.g., Eto, 2008b], non-Marxian social scientists had avoided the philosophical discussions on social sciences policies. The postwar reform of education and bureaucracies required social science students to study some natural sciences and humanities. Without publishing the design philosophy of social sciences in systematic manners, however, Uehara extended a commercial college to include the departments of sociology and law (now Hitotsubashi

University), and Yanaihara established a comprehensive research institute for social sciences including history. Gradually, however, universities and government began to "forget" such a cultural training and to stress the specialization. Three decades later, a systematic view of policy sciences with some regard to other fields appeared [Yoshimura, et.al., 1982]. This book was critical of the situation in government office that most of the bureaucrats had only the background of positive law without any scientific manner in their undergraduate programs and that they often lacked the knowledge and the way of thinking in economics, statistics, mathematics and humanities. Further, this book criticized that the bureaucrats in Japan leaned exclusively on legal aspects and didn't or even couldn't care about identifying the real problem and its solving. Moreover, it pointed out that the bureaucrats consumed most of their time for the discussion of legal consistency with the existing legal system. In the meantime, the retired diplomats of Japan serve as the presidents of the International Court of Justice and the International Tribunal for the Law of the Sea, respectively, after the Japanese judges with academic backgrounds of law retired from the court and the tribunal, respectively.

In international organizations such as OECD have many professional staff. In the Department of Science, Technology and Innovation (DSTI), the professional staff produces regulatory reports and policy papers on these fields, while serving for committees consisting of delegates and scientists from member countries. The Center for Educational Research and Innovation (CERI) has led educational thoughts and practices for member countries by their practical research and survey. A couple of decades ago, the idea of "Recurrent Education" was presented and began to affect the life-long learning policy in Japan.

## 6. Social sciences and its relations with humanities in the design of universities

Natural sciences including engineering, medicine and agriculture are relatively borderless. Humanities are either national (the studies of own culture like language, literature, philosophy and history) or foreign (the studies of foreign culture). Social sciences are in between. The globalization limits the national characters of social sciences. When Japan ceased to isolate itself from the world, Japan had to adapt itself to the world, where the western systems dominated. The task of social sciences of Japan was to adopt the western ones possibly with some adaptation to the reality of Japan.

In 1867, the Emperor of Japan restored the power and began the radical modernization by the westernization called Meiji Restoration. The first modern university called The University of Tokyo (now University of Tokyo) was established in 1877. The word "university" was translated into Japanese "daigaku," so named after daigaku, the school for training bureaucrats in ancient Japan. The task of The University of Tokyo was to train bureaucrats with western knowledge in adaptation to the West-dominant world. Professors were all invited from West with high salaries. They gave lectures on the western culture and systems all in their languages. Students merely dictated the lectures without mutual discussion. This university had no department of Japanese or Asian studies, which were left to traditional schools with the original research activities in the fields [Eto, 1993]. This teaching style of lecturing on foreign knowledge and dictating the lectures without mutual discussion was (and is) long succeeded in the discipline system, where young assistant or associate professors follow the senior professors and succeed the positions.

It had been the only university in Japan until 1897, after The University of Tokyo was renamed The Imperial University and then The Imperial University of Tokyo and set up the departments of Japanese and Asian studies. In 1897, the second imperial university was established in Kyoto, which was mainly for law, science and engineering at first. The third and fourth imperial universities set up in Sendai and Fukuoka, respectively, were mainly for medicine, science and engineering at first.

The Imperial University of Tokyo had two main missions; the first one was to introduce advanced knowledge from overseas especially from West; the second was to train talented personnel for bureaucrats, engineers and various kinds of specialists that were essential for the rapid modernization of Japan. To realize these missions, this university consisted of five colleges, i.e., Colleges of Law, Medicine, Engineering, Literature, and Natural Sciences in this order. The former three colleges dealt with applied studies while the latter two colleges were for basic and academic matters. In this sense, the main concern of the government over higher education was applied matters rather than the promotion of basic sciences that was an important function of universities in West. This application-purposed character of Japanese higher education became clearer when the government added imperial universities and different kinds of higher education institutions later, i.e. technical colleges, commercial colleges, teachers colleges (higher normal schools) and so on, all of which had practical missions of training professionals in their fields.
Whether applied or basic, however, Japan had to quickly introduce western knowledge and technology because she needed the rapid modernization for going along with West, with the aim of being recognized as advanced countries and joining their circle instead of being colonized like neighboring countries in Asia. Thus, the universities heavily depended on "imported knowledge" at the first stage of their development.
The import of established knowledge had characterized every field of sciences in Japan until the early 1900s. However, in the field of natural sciences, things were gradually improved and some distinguished achievements of original research made Japanese scientists being worldwide famous, such as Kitazato and Honda, although such excellent scientists were limited in number. However, in social sciences, the situations had not or even have not improved. Some critics say that Japanese scholars in social sciences have only introduced knowledge and theories from overseas and talk about them among domestic colleagues and to students; they know much about what and how foreign scholars say or do but never think of the contextual difference between the country that foreign scholars work and Japan; they only learn but publish no original article not only in international journals but in domestic ones; they keep their status of scholar by only translating foreign works into Japanese [Kuroki, 2009].

Without disciplinary system, elementary and secondary school teachers attempted the selfinquiry education around 1930. But government oppressed it because it was associated with the democratic movement [Johnston, 2006]. As Army demanded the promotion of science education, the self-inquiry education method was promoted for science education by Hashida, a physiologist, moral philosopher and the Minister of Education. Accused as a war criminal, however, he committed suicide in 1945. In the 1930s and the early 1940s, social scientists made efforts to build social sciences appropriate to Japan. For example, Ono tried to replace the Napoleon Code-based legal system with the Japanese practice-based ones. But Allied Forces arrested them as nationalists or prohibited their publications as nationalistic.

Regarding the import of social sciences from West, things worsened after World War II. For the purpose of oppressing the nationalism, Allied Forces utilized the energy of west-minded social scientists. They were given the task to lead people toward western ideas and their social activities were encouraged. Social scientists who criticized government in the prewar period were highly praised, while those who kept silence were blamed.

The increase of universities and students worsened the professors' environment for creative research. Far more universities and colleges were established. There were only 47 universities in 1940 but the number increased to 228 in 1955 and 382 in 1970; out of the 382, 75 were national, 33 were local public, and 274 were private universities [Monbu-Kagakusho, 2010]. Along with the increase of institutions, enrollment in universities also rapidly increased. It was about 500 thousands in 1955 but, by 1970, it reached to 1,400 thousands, and the enrollment ratio of 18 -year-old student into higher education jumped to over 30 percent. The massification of higher education became one of the problems in keeping quality of faculties as well as students and university education. The massification more seriously affected the departments of social sciences, because it was relatively inexpensive for private institutions to establish new schools and departments, and students tended to prefer studying social sciences and humanities to studying science and engineering. Around the 1970s, more than 40 percent of students enrolled in social sciences departments. In addition, most of the newly established private universities and departments in social science had no graduate program.

As is easily imagined, professors were involved in too heavy duties of teaching to conduct creative research. Teaching subjects of social sciences for undergraduate programs needed little research because teaching was often only to read textbooks or even without use of textbook. Many professors read their notebooks in the classrooms slowly so that students could dictate professors' reading. At national universities, things were a little bit better, but graduate programs in social sciences were only allowed in pre-war universities, such as imperial universities and a few other institutions. In this environment, there were little creative research activities. In most graduate programs in social sciences, faculties tended only to follow research results by foreign scholars and graduate students tended to read books and articles written in English or other foreign languages without critical thinking regarding the contents. There was almost no room for the development of original research in social sciences.

Moreover, the term "university autonomy by faculties" occupied the way of university management after World War II. As a lesson from the governmental control of social sciences, the post-war Constitution of Japan guaranteed academic freedom and the School Education Law put an article saying "universities should have faculty meetings to discuss about important matters for the universities," while declaring in another article that university president should have the power on and the responsibility for institutional management. Faculty positions in national and local public universities were strongly protected by law, thus employment and dismissal could not be done without consent of faculty meeting. By this protection of their positions and little pressure for creative research, some professors in social sciences, especially in economics where Marxian school took the majority, became very politically sensitive and their main activities were to criticize government policies for outwards and, for inwards, they strongly insisted on departmental autonomy against their presidents. This annoyed Ministry of Education and Science responsible for management of national and other universities.

The economic growth of Japan around the 1960s allowed government to invest in various projects. The campus unrest motivated government to design and to set up a new national university often called the university of new idea (officially, the University of Tsukuba), in which the social science department was designed to be the most radically innovative. For the first (and the last) time among seventy-five national universities (at that time), the University of Tsukuba was set up by the virtually new laws (generally named the law of the establishment of the University of Tsukuba; precisely, the drastic revision of the Law of Establishment of National School and Institutions and other related laws, government orders and the orders of the Minister of Education). After the nationwide hot debates, this law passed the Diet Houses in the early October of 1973 shortly before Oil Embargo in the late October. The sudden depression of economy in the end of 1973 did not obstruct this project.
With no precedent, this "law" stipulates the names of the departments. Among the legally stipulated departments, two are related to social sciences: One is sociology and the second is shakai-kogaku (social engineering or social technology). The governmental order based on the law stipulates the graduate schools and their names of programs including Graduate School of Management and Policy Sciences (simply, policy sciences hereafter).

After World War II, the imprisoned Marxian economists were released and occupied many faculty positions in the economics departments of major universities after the nationalistic professors were all purged by the Allied Forces (virtually the US Forces). A couple of decades after World War II, government regained the power over universities through the budget control, but the paper-and-pen sciences including economics remained nearly out of the control. Government allocated the faculty of shakai-kogaku and the graduate school of policy sciences more budgets than other social science-related ones for the reason that these two use computers.

Against the Marxian theory, Popper presented the idea of social engineering. Shortly after World War I, Russian Revolution, socialism or communism movements in Europe and China, nationalistic self-determination movements in East and Ireland, social engineering denoted the manipulation of the society, close to the socialism or communism. In the late 1930s and the early 1940s, Popper presented the idea of social engineering, the same name but another meaning. With the background of the methodological discussions of quantum physics, he learned the systematic idea (systems engineering in the today's term) from mechanical engineering and presented the idea of piecemeal reform of society by cutting off the long-range view of history from social sciences. But almost all of the faculties of shakaikogaku had never heard of the term of social engineering or the name of Popper. Almost all of the faculties had never heard of the Pound's social engineering view of evolutionary legal system.

In the innovative decades around the 1960s, some staff of RAND Corporation, a most representative think-tank, considered technology as the engine of historical development and as carrying the social meaning. They called this view of technology as social technology. But almost all of the faculties of shakai-kogaku had never heard of the term of social technology or their editing journal "Technological Forecasting and Social Changes" published by a mathematical science publisher. The same publisher was publishing another journal "Policy Sciences" but only a few faculties of policy sciences knew this journal although never opened even a single page.

Almost all of the faculties of shakai-kogaku and policy sciences were aware only of the disciplinary system in ivory tower and therefore naively believed the disciplinary system as the only possible system or the interdisciplinary system as absurd. Without natural scientific idea, almost none of them knew the success of biochemistry as an interdisciplinary field. When the student organization of the university planned a seminar of Egami, the most representative pioneer of biochemistry in Japan, the university administration ordered the students to cancel it for the reason that he was a leftist. Almost all of the faculties of shakaikogaku and policy sciences naively believed the new social sciences promoted by government merely as the non- or anti-Marxian social sciences or as the US-originated social sciences. Indeed, President and Vice-Presidents of the university repeatedly and proudly pronounced the novelty of the university as the US-oriented university with the USimported system. The first chairman of Graduate School of Policy Sciences and many other faculties repeatedly and proudly pronounced this graduate school as having been established for US-originated economics. Its official publications have never used the term of policy sciences. "The New Idea" of the new university was a novel form of Westimported knowledge. It was really novel as the model of anti-leftist university.
The faculties of shakai-kogaku and policy sciences knew the term of cybernetics and the name of Wiener but only the term and the name. Some regarded cybernetics as a pro-Marxism social science. Almost all of the faculties regarded computers merely as statistical data calculators rather than information processing systems. Allocated an enormous amount of budget by government, some of the faculties put a huge amount of numeric data into computers and simulated every combination of possible cases of economic situations and took pride of this as a new social science.

Originally, the University of Tsukuba was not designed for the innovation of natural and social sciences and humanities. At first, this project was called the relocation of university rather than the design of university with new idea. Actually, it was motivated to promote economy at the cost of universities and R\&D institutes. More specifically, it was mainly motivated for more profitable use of land within Tokyo by relocating "useless" institutes to rural areas. The leading members of the planning board of the university (mainly physicists) ignored the balanced development of natural and social sciences and humanities, and once seriously planned to exclude social sciences and humanities as useless. Their view of physics as the model of all knowledge affected the design of the new university, and viewed social sciences and humanities merely as ideologies, either left or right without scientific base.
Government promised universities and R\&D institutes to increase the budget if they "sell" the expensive land in Tokyo" to more "profitable" sectors. This promise was partly broken. Government including the Ministry of Education and the Science and Technology Agency (now Ministry of Education and Science) failed to recognize the importance of information exchange of universities and R\&D institutes with governmental organizations including budgeting offices. This forced professors and scientists to consume many hours to visit the government offices in Tokyo for budgeting negotiation [Eto, 2005]. Far away from government and business centers, social scientists were engaged in mathematical tools of social sciences with little relevance to real societies.

It has passed nearly forty years since the establishment of the University of Tsukuba. Although Tsukuba is still called the University of New Idea, the environment surrounding higher education has been completely changed. One of the biggest turning points of change
was around 1990, when the Cold War ended by disintegration of former Soviet Union, and the bubble economy in Japan was collapsed, which later seriously affected Japanese politics and economy. Left-wing opposition parties decreased their seats greatly in the Diet and people who used to oppose the higher education policies by the government lost strong support by such parties. At the same time, the ruling Liberal Democratic Party also decreased their seats in accordance with the growth of centrist parties, which caused the political instability. In this situation, the main concern of universities and faculties shifted from the protection of university autonomy to the acquisition of more financial support from government. Science and engineering faculties were particularly so, and some national universities such as ex-imperial universities succeeded in getting more resources by the "prioritizing of graduate education" policy, which was initiated by the Ministry of Education and Science for the purpose of improvement of research infrastructure of selected universities [Yamamoto, 2007].

The second big turning point was in 2001-2004. In 2001, Prime Minister Koizumi took office and immediately started to implement reform policies in various fields, particularly in the postal services, based on his radical market-oriented mind and neo-liberalism thought. In higher education, "Toyama Plan" was opened in public without pre-negotiation with national universities. This was very unusual in decision-making style in Japan, where the negotiation beforehand is crucially important for consensus formation [Eto, 1984]. The plan aimed at the radical reform of national university system, i.e., merging and reorganizing of existing national universities, the introduction of managerial method developed in private enterprise, and the introduction of competitive environment based on third-party evaluation of universities. The plan said only 30 institutions were allowed to grow as research-intensive universities by the selective resource allocation of the government. By this plan and for related reasons, the university reform in Japan progressed swiftly and reached to the incorporation of national universities in 2004. In the same year, the accreditation system of universities and colleges was also introduced. Every university and college must be evaluated by one of the authorized accreditation agencies every seven years and the failure of being accredited might cause serious problems on the further existence of universities and colleges.

The third and the biggest problem particularly for private institutions continued to grow. It is the decline of 18 -year-old population. It was 2 millions in early 1990s but it has continued to decline to 1.2 million in 2010 and will be 0.7 million in the middle of the $21^{\text {st }}$ century. Because of the heavy reliance on young students, it is very serious for universities in Japan. Data provided by the Ministry of Education and Science says that nearly 95 percent of university freshmen are at the age of 18 or 19. The number of adult freshmen over 25 years old is only 2 percent, while the average of this figure at the OECD member countries is 20 percent. By the decline of the population, about one half of private universities did not enroll the enough numbers of students in 2010 and this will cause the decrease of their tuition revenue. This is directly related to the managerial problems. In this situation, student recruitment activities have become serious, and the raise of the attractiveness by university reform is the top priority of their institutional running.

Teaching of social sciences has become more application-oriented, practical and vocational oriented in many institutions in response to the needs of students, while research in social sciences is needed to reform fundamentally. After the Report of Higher Education System in
the $21^{\text {st }}$ Century issued by the National Council on Education in 2005, the public concern and governmental policy on higher education have shifted to the quality assurance of university teaching, which means the existing way of and contents of teaching must be examined and improved so that Japanese higher education may be more recognized globally. The Science Council of Japan issued a report on quality assurance for university education in each field in 2010 by the request of the Ministry of Education and Science. Although the Council says only the basic idea and does not give details on the contents and levels of each field including social sciences, more concern will be focused on the contents and levels of teaching in details. It is seriously feared for the standardization of university teaching in the field of social sciences in the near future. It may either kill the fundamental character of university education, which should be different from that of secondary education at high schools, or it may improve the quality of teaching and research on social sciences to some extent.

In the 2010s, the relationship between universities and government is expected to be different from that in the 1960s and 70s. Social sciences in Japan are expected to be more than the tools for opposing the governmental policies and rather important measures to educate students for good citizens with rich culture. Social sciences should be more contemporary with society, and students should learn the analytical and critical way of thinking through lectures. As for research in social sciences, the relevance to the actual society in Japan should be stressed for their further development, while the originality and quality should be improved for global recognition. However, the fact shows that the Japanese way of management and the theoretical and empirical studies on it were often ignored in international journals or remained only as a "Galapagos species" [Eto, 2008c]. In this situation, it is feared that the stress to increase original research activities might drive social science professors just to "apply" foreign-made theories to Japan without regard to the reality of Japan.

## 7. Conclusion, limitations, remaining problems and future research

This chapter discussed the mutual relationships between social and natural sciences, humanities, and technology in regard to their methodological influences. The discussion was mainly or nearly exclusively focused on the western knowledge including higher education systems. The non-western ones were mentioned only as a case of West-influence on East. But one can not ignore the historical fact that many of the western ones originally came from East and that East developed its own ones. The eastern ideas and systems have developed in different ways (sometimes analogous but often opposite ways) from the western ones, but are often ignored even within East. The same comment holds for South. This chapter is no exception.

Highly but locally developed knowledge or intellectual systems in East are often regarded as Galapagos species or isolated minorities and are ignored or despised or even hated as enemies in the West-dominant world like non-European languages and non-Christian religions. Many crops were bred and domesticated from wild grasses in central or western Asia in dry climate unfavorable to agriculture and transferred to West, where very few crops were originated [Doebly, 2006; Balter, 2007]. That is, West just imported knowledge from East as well as Africa (e.g., cattle keeping), American Continent (e.g., potato), Pacific Islands (e.g., banana) and, besides food, Siberia (e.g., the domestication of dog). Long after
that, West began to build the leading civilization. In analogy, Eastern civilization may take time to be recognized worldwide as Greek culture was recognized in Europe nearly two thousands years after. The Buddhists and Hebrews predicted the declines of their knowledge and the revivals again. The same comment may hold for the knowledge of Africans, American natives and Pacific Islanders.

Under the globally dominant western systems in societies and knowledge, non-western countries accept and follow the western knowledge system to avoid the isolation [Eto, 1993]. But the non-western ones survive in the invisible undercurrents. For example, western ideabased laws are radically modified in enforcement by police, prosecutors and judges in nonwestern countries, where law is one thing and the enforcement is another. In such situations, many universities of Japan avoid to offer the lectures of jurisprudence and Constitution. Another example is the so-called the Law of the Establishment of the University of Tsukuba (officially claimed as the university of new idea). This law stipulates to establish the department of shakai-kogaku (social engineering), but actually in its implementation only a few years after the pass of the law in the Diet, the department of shakai-kogaku (social engineering) was semi-officially replaced with the department of economics in accordance with the traditional idea of university.
Related to the view of humans as homo economics and an economic sin, a Buddhist Honen in the suburbs of Kyoto in the 1100s discussed so great power of the Buddha's palm to remedy any evils and cleanse any sins. Here, evils and sins mainly denoted the economic activities for profits that were prohibited in the classic Buddhism. His theory was developed further by his disciple Shinran, and their school called the Jodo School is today the most popular among the Buddhism schools in Japan. Here Jodo literally means the pure or sinless land as the quasi-paradise for general citizens or paradise above the purgatory and below but near Heaven. Honen and Shinran admitted all common people to paradise if not Heaven and thereby approved economic activities as remediable on the great palm of Buddha. Later, however, the economic power overwhelmed the power of the great Buddha's palm and destructed the agriculture-based society.

The classic ideas valued the agriculture and undervalued commerce. But agricultural activities kill noxious insects. Therefore, the Indian Jainists were engaged in commerce to avoid killing, while living in extremely simple manners. The commercial activities were free from sin if not for profit but for just distribution. The Muslims were engaged in the commerce between the East and the West but avoided the capital gain to lend money at interest. These traditional wisdoms are not known among modern economists. This blind spot must be clarified and the gap between modern western ideas and the classic nonwestern ones must be filled someday.

This chapter did not discuss the ethics of social scientists. The mega-quake and tsunami in 2011 affected the ethics of natural scientists, engineers and medical doctors. After the disaster, they participate in social activities. The public also expects the social scientists' activities, but finds that they remain relatively inactive possibly because of the university reform, which seems to affect the ethics of social scientists in the opposite direction from that of natural scientists.

This chapter merely followed the prevalent idea to regard the Greek culture as the origin of the scientific ideas. But some physicists date back the origin of the relativity and the
quantum theories to the Indian Vedas, 3000 or more years old. The ideas of evolution and genetics could date back to the origin of breeding grains or cattle from grasses or wild animals in East Africa, and West or Central Asia in the Neolithic Age. Scientific evidences demonstrate that the species of dog (Canis familiaris; family Canidae) was bred from species of wolf (Canis lupus; family Canidae) about or over 10,000 years ago in East Siberia [Savolanien, et al., 2002]. The currently prevalent idea to date back the origin of the modern idea to the Greek classic era might be needed to reconsider on the basis of evidences.
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## Section 2

## Quantitative and Qualitative Approaches

# Causality in Social Studies Education 

Bayram Tay<br>Ahi Evran University,<br>Turkey

## 1. Introduction

Science is a scientific process which uses scientific methods to obtain information, and it studies the facts within their relations, not individually. In this regard, individual facts and objects have no scientific importance. Therefore, science aims at observing and explaining the relations between facts which seem desultory at first (Yildirim, 1998). As a consequence, it can be said that scientific information includes the cause and effect relation. The cause and effect relation can be expressed by causality concept.

## 2. Historical and philosophical foundations of causality

Causality is usually defined as the relation between cause and effect. There are two terms constituting the causality. These are the terms of cause and effect. Cause can be defined as a thing, a condition or a creative agent-a thing making something emerge thus without its existence it is impossible for this something to exist-that has the capability to change a thing and create a phenomenon or an event (Cevizci, 1999; Akarsu, 1998). In Latin, there are two words which mean cause. The first one is "causa" and the second one is "ratio". Although "ratio" means "mind" or "intelligence" it also means "cause" (Ozcinar, 1997). The Latin usage of this word appears to show a relation between intelligence and cause. It cannot be coincidental that "ratio" means both intelligence and cause in Latin because intelligence everyday runs different activities to answer the word cause. Human curiosity and surprise which are first directed to them and then to the nature also revealed the need for them to be able to explain and understand both themselves and the nature. This need brings various "whys (cause)" along with it, and human mind tries to answer (solve) these questions. Answering the whys, i.e. finding out the consequence, is a mental activity which is a typical example of causality itself. Consequently, causality can be expressed as a principle of reasoning.

Effect, which is the answer of cause, can be expressed in philosophy and science through the terms of impression or result. So effect can be defined as any event resulting from a certain cause, any impression stemming indissolubly from a cause, any fact found out based on a factor or any phrase succeeding a condition which expresses the phrase and a certain result (Cevizci, 1999). By this definition, the emergence of effect can emerge depends on a cause or a condition. However, it can be concluded here that effect/impression expression is a mental process since explaining an expression stating a condition requires a mental activity. Thus causality is the term for the relation between cause and effect. That is to say, causality
is the glue binding entities to each other in time (Denkel, 1996). Causal explanation also entails processes which "accord with reality" to belong to reality, namely; it entails the reality itself to be constituted of process-control (Piaget, 1982).

The fact that no common definition for causality is provided in all scopes of science, and it has been a controversial issue requires the debates to be reviewed only in general terms in order to comprehend it. Aristotle, who classified causality first, distinguished between four types as follows: the material cause (causa materialis), the efficient cause (causa efficiens), the formal cause (causa formalis) and the final cause (causa finalis) (Aristotales, 1985; Yildirim, 1997; Cevizci, 1999). Aristotle's final causality explanation also influenced the Middle Age philosophers and provided the basis for the Middle Age scholastic philosophy. Until the $16^{\text {th }}$ century Aristotle's thoughts were the primary source of reference in solving a scientific problem (Berry, 2003).
Although Aristotle emphasized sense data and founded the sciences of nature by observation, depiction and classification methods, the traditional sciences relying on his thoughts lost their functionality in 17th century. However, human sciences which particularly appeal to imagination became unsatisfactory in the same way as they expressed some contradicting values with uncertain validity (Northrop, 1998). This conception began to disappear during the Renaissance while improvements achieved gave rise to modern philosophy. From the perspective of causality, the idea that the anything which happens in nature depends on a firm causality, is also an output this period (modern ages) (Reichenbach, 1998). In modern philosophy, knowledge came to the forefront, and epistemology was given priority. Arguments about the source of the knowledge introduced two different views, which are the rationalist (intellectual) and the empirical (experientialist) approaches. While rationalism accepts the intelligence as the primary and the only indispensable source of our knowledge, empiricism gives precedence to the senses and the things which can be observed directly (Ozlem, 2003).
Empiricism and rationalism are two key arguments of causality (it is also true in terms of epistemology). Yet those advocating empiricism attribute causality to experiment while those advocating rationalism attribute it to intelligence. Descartes, Leibniz and Spinoza can be remarked as the supporters of rationalism, while Locke, Hume, Hobbes and Berkeley can be remarked as the supporters of empiricism. However, Kant who was a rationalist initially and later influenced by Hume can be remarked as both a rationalist and an empiricist (Ozlem, 2003).
David Hume's and Immanuel's causality explanations constitute significant arguments, and therefore knowledge of the outlines of thereof will be helpful. Hume explained the causality concept and tried to base his explanation upon experimental conscious of causal relationships by utilizing Newton's experimental approach (Cevizci, 1999). He used the words "impressions and ideas" to explain causality, which in modern philosophy appear in the form of sensory experience and concept. He also suggested that all our knowledge derive from impressions (sensory experience) which generate an idea in our minds (Hume, 2000; Denkel, 1996).

According to him, it is not coincidental that our ideas have certain relationships and are connected to each other. He argues that there are some connectives binding our ideas in three ways, i.e. resemblance, contiguity in time or place, and cause or effect (Hume, 2000; Cevizci, 1999).

Hume also suggests that there is a reasoning not based on experiment but on the cause and effect relation which underlies our knowledge of facts. He emphasizes this knowledge emerges by seeing certain objects are constantly conjoined and experienced, or in other words; it emerges empirically (Hume, 1976). In this respect Hume describes eight criteria for cause and effect relation. These are as follows:

1. Cause and effect must be contiguous in sense of time and place.
2. Cause must occur prior to effect.
3. Cause and effect must be constantly connected with each other.
4. The same causes generate the same effects, i.e., the same effect doesn't occur unless there is the same cause. This principle is gained through experiences and mostly derives from our intellectual causality.
5. Several different facts (things) can have the same effect. This must be by the quality of the event which is common among them. However, similar causes imply similar effects; we always attribute this causality to this environment where we find or discover similarity.
6. This principle is formed on the basis of the previous principle. Several different similar effects can differ from each other at the same level or the same way. We have to consider this difference (in respect to irregularity) in causality since similar effects imply similar causes.
7. If the cause in facts increases or decreases, it is accepted as emerging from an integrated effect, or integration of several effects or different parts of the cause, i.e., the presence or absence of the cause is related with the ratio of presence or absence of effect. This necessary connection proves that a certain part, that is the effect, is the cause of the other part. When warmth and happiness (contentment) are exemplified, happiness increases as warmth increases a piece, and vice versa. Again, a certain amount is intended here.
8. A fact which emerges in any time duration and has no effect is not the only cause of the effect. Nevertheless, it must be supported by the other principles. For instance, similar causes are expected to succeed similar effects. It is must be supported by the principle of contiguity in sense of time and place. Yet, it cannot be the sheer cause.

Although Kant seems to be a supporter of rationalist epistemology, in essence, he is both a rationalist and an empiricist since he doesn't fully or absolutely agree the dogmatic views of rationalists also the views of empiricists who try to explain everything by means experiments. He is critical of both views. Thus, his thoughts about causality are both empirical and rationalist (Kant, 2004; Kant, 2006; Gunay, 2004). Kant regards the causality as the beginning of the work for classifying the thoughts (knowledge) and the center of philosophical arguments, and he suggests causality evokes particularly experiencing (Ewing, 1969).

Hume and Kant have different points of view about causality principle. In general terms, Kant is considered as rationalist (intellect), Hume as empiricist. Their causality explanations differ due to the views they represent. Causality is briefly explained here with regards to empirical and rationalist views.

Let us consider two facts which are X and Y . X stands for cause and Y stands for effect (influence, consequence). According to this; the judgment that $X$ is the cause of $Y$ must describe a phenomenal connection observed between $X$ and $Y$. It means whenever $X$ emerges, Y also emerges. This relation which is an observational subject is a companionship.

Asserting $X$ is the cause of Y means Y always follows X , or X and Y always go with together. In this context causality expression has no further meaning. The relation between $X$ and $Y$ does not express a necessary connection or a tie. As for rationalists, while they do not deny the contribution of observation in causality, they assert observation alone is not sufficient to explain causality and they also suggest existence of something beyond observation, i.e. metaphysical explanation, is necessary. In this sense according to rationalists, causality occurs in two stages. The first stage is observation, and the second stage is necessary connection that is beyond observation. Empiricists criticize the rationalists on the grounds of their metaphysical explanations being non-scientific (Yildirim, 1998; Ozlem, 2003).

As it is understood from these explanations causality, according to empiricists, is an outcome of our experience or habits but according to the rationalists, it is a necessary connection and a result of our prior knowledge which often doesn't rely on experience. In this context, causality is a basic principle that is used in both natural sciences and social sciences (history-sociology, cultural sciences, and spiritual sciences) and also these sciences rely on this principle.

## 3. Causality in social sciences and social studies

Human's effort to explain and understand themselves first and then the environment they live in lies on the roots of natural and social sciences. Environment refers to natural and social neighborhood since a human being lives as a social being in the natural environment. Having two living spaces, i.e. natural and social, causes the human being to perceive, understand, set up and organize two different environments. Clarifying the nature-related activities is based on a certain systematic, and easier than those which are related with social surrounding. The order of nature is the main factor for this fact. However, the order is at the moment, and as it involves cosmologically a long period it is more usual to define and explain the events with regards to repetition and continuity which involve shorter periods in social events. Thus, it is well known that human life and social facts in antiquity were different from later times. Both human lifestyle and their scientific activities were affected by the properties of the period they lived in. In this regard the first "cause" which emerged with polytheism in antiquity was different from the "cause" seen in monotheism in later periods. However, improvements in science and technology affecting human life in different ways, even faster today, made it more difficult for society-related sciences to systematize the events and phenomena because repetition and continuity decrease in regard to time.

The philosophy of social sciences deals two forms of dualism, i.e. understanding-explaining and cause-meaning, and the scientific efficiency of social sciences will rise in line with the extent to which these two forms are able to be explained. The definition of the term "general" substantially differs in social and natural sciences, therefore the one used in social sciences should be defined first in order to understand them both. The term "general" used in natural sciences is timeless and universal which means having repetition and continuity at a high percentage (covering cosmologically a long period). However, the situation is quite different in social sciences as in most cases events do not re-occur. For instance, the events such as the Independence War of Turkey or French Revolution are unique events, and they cannot occur twice. However these events happened or remained with their inner and peculiar properties. It is not possible for them to re-occur with different properties and consequences, and they can only be comprehended by the aid of their peculiar properties.

Understanding them is only possible by knowing or taking into account all the properties of the period in question. Therefore, in social sciences the term "general" cannot be timeless and universal, which by no means rules out the use of term "general" in social sciences. General is peculiar to that period; it is in its mechanism and often occurs once (Ozlem, 2003; Fay, 2005).

Another characteristic of sciences is revealing to which extent a decisiveness occurs between rules-principles and actions. In social sciences, it is known or should be known that between the rules-principles and actions, there is not an absolute consistency but a contingent, consistency with a percentage. Therefore, there is a contingent causality in social sciences and explanations are deductive as in natural sciences. In this respect, explanations provided by social sciences, which have premises comprised of "meaning related" propositions, require understanding the action first. Thus, the explanation will require describing in which period, how and in which way the thing that is to be explained happened. Then, as the last activity "understanding-action" relation will be considered (Ozlem, 2003).

The term "general" used in social sciences and natural sciences can be described as follows (Ozlem, 2003):

```
General Peculiar to Social Sciences
    2. It has a time limited (once) validity.
    3. It is artificial (made later).
    4. It is related with the meaning.
```


## General Peculiar to Natural sciences

1. It is timeless; that is to say it is always valid.
2. Naturel (It is spontaneous).
3. It is related with the object.

Table 1. General in two science groups (Ozlem, 2003)
When table 1 is reviewed it can be said that social sciences are peculiar to human while natural sciences are peculiar to nature. Keep in mind that the term general related with human is contingent. Since this contingency constitutes the properties of knowledge it means that the causality concept in social sciences will be different from the causality concept in natural sciences. As a matter of fact, natural sciences have been explained through determinist causality for years. This determinist approach (a is the cause of b) was faltered with quantum physics and disappeared. Instead, a probabilistic causality understanding became dominant (instead of $a$ is the cause $b, b$ probably follows $a$ ). In this respect causality perception of social sciences and natural sciences seem similar but the properties of timelessness (present), spontaneity, repetition and continuity (with regard to cosmological time) of natural sciences are very limited in social sciences. What made the causality concept differentiate is that natural sciences deal with things unlike social sciences, which deal with human. Therefore, causality is probabilistic in natural sciences but it is contingent in social sciences. It cannot be said that causality concept has been accepted in the same way by the social scientists from past to present. In social sciences, causal explanations focused on the factors which engender cultures and their change, unintended results, functional relations and genealogical origins (Fay, 2005).

Causality relations in social sciences differ from bare coupling principles. According to Fay (2005); "the cause of e is $c^{\prime \prime}$ is completely different from "c occurred and then e occurred". The fact that c occurred before e doesn't mean c caused e. However, saying that c is the cause of e means c's occurrence is a necessary or sufficient condition for e's occurrence. If e
can occur without $c$, or if e doesn't occur despite c's occurrence then c is not the cause of e . As it can be understood from this explanation, causal propositions state condition. It is like if c occurs so will e or if c didn't occur nor would e. But to verify such a relation it is necessary to show why e and c are correlated beyond coincidence and in this respect unlike the bare coupling principles, it should explain all the examples of a causal proposition.

It is seen that in social sciences, causal explanations are provided with genetic explanation. Genetic explanations present the explained e event as the last ring of a string of events which engender this. Therefore, such explanations are based on depiction (description) of successive phases which make e. In genetic explanations, there aren't only phases successively put together, that is to say there is not only chronological ordering. It is necessary to show that all phases produce the next phase to finish in the same way like in the aforementioned event. Here, the explanations are stated as "under the conditions of ...". This is due to the fact that, in social sciences most events are often once and in genetic explanation of the event, it is stated that the event happened under the conditions of that time and the result of this happening; in other words, its consequence emerged under the conditions of that time (Fay, 2005).

There is a significant relation between causal structure of genetic explanations and their efficiency. According to Fay (2005), standard causality evaluation has been made in the context of language of necessary and sufficient conditions since Mill. Most of the social scientists deal with the concept of causality in this way. According to Mill's analysis, if c is the cause of $\mathrm{e}, \mathrm{c}$ is the sufficient condition or necessary condition of e. For a causality which is dealt with in the context of necessary and sufficient condition, albeit hidden, the need to refer not only to certain c events but also to a rule which expresses an unchanging functional relation between $C$ (independent variable), which is a class of events and $E$ (dependent variable), which is another class of events, emerges. When Mill's causality thoughts are reviewed, it is found out that the genetic explanations in which certain causal relations are suggested are implicitly based on some general rules. Most of the social scientists do not approve reaching such general rules as there is singularity in social events and it is not explained by any general rule. However, Fay states that Mill, in his own causality explanations, asserts the existence of an absolute general rule in a causal explanation which covers the events that are dealt with.

Davidson (1970) states that causal explanations are heteronymous or homonymic (intrinsic). Homonymic (intrinsic) explanations have the same vocabulary and structure with the basic rule of the explanation. Heteronymous explanations are the explanations which require using completely different terms from its own terms in order to express the rule on which they are based (Fay, 2005).

In social sciences, causal reality has been used to explain the causality. According to this view, the cause of an e event is a basic mechanism which results in e under appropriate conditions. These underlying mechanisms have natural forces, and these forces are causally responsible for partial results. Thus seeking for the causes is not looking for general rules but for such mechanisms (Fay, 2005).

Although there is not an agreement on the causality concept, it is an indispensable concept in explaining social sciences. Causality concept in social studies, which created a study field by using the information produced by social sciences, will be explained again in the same way that social sciences use it. In this sense causality in social sciences and causality in social
studies will be in line with each other. When social information is defined as a field of study (Savage and Armstrond, 1996) comprised of humanistic and social sciences aimed at improving civic skills, it is seen that it involves social sciences such as history, geography, economics, sociology, anthropology, psychology, philosophy, politics and law. In this sense, without further detailing, it is beneficial to address the methodology of history and science of geography and their characteristics related to causality. History and science of geography will be addressed as they have respectively a larger part and more subjects in social studies.

History can be defined as a scope of science, which studies and explains the events related with human within the frame of past-present and future considering the cause-effect relations and grounding it to documents. From this point of view, it is seen that history is founded within the frame of the human being's past, grounding to documents and causeeffect relation concepts. This shows history is directly related with causality. It is also known that every science has its own terminology that is its own language. In this respect questioning the existence of causality concept in the language of history can be necessary. Hence, it will be probable to find causality if the language of history is reviewed. On that account applying to classification of the language of history by Husbands will be appropriate. Husbands categorizes the language of history into four. These are as following:

1. Historical Time Language (era, century, period, Middle Age (Middle time), modern),
2. Language of The Historical Period (cause, chronology, similarity, difference, etc.),
3. Language of Historical Depiction and Analysis (revolution, monarchy, triearchy, democracy, etc.),
4. Language of the Past (special terminology) (demesne, kadi, governor etc.) (Husbands, 1996; Dilek, 2002).

Cause, chronology, similarity and difference expressions in the language of the historical period seem to explain the methodology of history, because while explaining the events history will order (chronology) them from past to present, detect the similar and different aspects thereof and eventually will focus on their causes by depicting what kind of a relation exists between them. Explaining the causes is one of the fundamentals of science of history because according to Carr (2006), history reviews the causes. Historians also continuously need to ask "why" questions in order to reach historical truths (Uzun, 2006). Since the answers to "Whys" bring out the cause and effect, it can be necessary to explain historical events considering this fact. In this sense, the need to determine a historical event's relation with the cause and effect can also emerge. A historical event has a characteristic, that is to say; it is the effect of a former event and the cause of a subsequent event. It is explained in the following example.

Sentence 1: The Armistice of Moudros is a cease fire treaty, concluded on 30th October 1918, between the Ottoman Empire and Allies declaring the war was over.

If the sentence is analyzed; The Armistice of Moudros is an effect of World War I.
Sentence 2: After the Armistice of Moudros was signed, Mustafa Kemal and his comrades evaluated the situation and set off to Anatolia on 19th May 1919 and started the War of Independence.

If the sentence is analyzed; The Armistice of Moudros is the cause of starting the War of Independence.

A historical event appears as an effect of a former event and as a cause of a following event. It can be explained in history by causality concept. So we can say that the cause (reason) which exists in the language of history and its questioning in history paved the way for us to reach the causality concept. Therefore, historians cannot neglect the causality principle in history writing.

Voss (1998) stated the difficulty and complexity of apprehension of causality in history, particularly when it is considered in a historical aspect. This view about the complexity derives from the fact that the causes of historical events can be various, that is to say; they can be expressed in different ways.

Another difficulty of historical causality is that history has no control group like life. Events and actions take place only once. It means in order to make a particular effect, setting or detecting some situations, event or actions necessary and/or sufficient should be formed without using experiential ways (Voss, 1998). Explaining historical events and together with presenting the causality will be possible within the uniqueness of the events. After all history is idiographic with this feature.

In social studies, geography is another discipline, which has one of the largest parts with regards to its subjects. Geography, like history, is an application people have been performing for a very long time and with this feature, it is one of the oldest study fields (Gulbenkian Komisyonu, 2005; Ozguc and Tumertekin, 2000). Geography began to renew itself as a discipline substantially in German universities at the late nineteenth century. In this period, geography aimed at filling the gap between natural sciences and human sciences (Gulbenkian Komisyonu, 2005).

Geography with its simplest and the most common meaning is the introduction to the world (Doganay, 1992). Within the frame of our subject, it is possible to find causality in geography in its purpose. Doganay (1992) states that the essential purpose of geographical view accordingly the purpose of geography is; "to study the formation causes and effects of geographical phenomena...". The abovementioned study of causes and effects will lead us to the causality concept. One of the main aims, probably the most important, of geography is to study and reveal the reciprocal relations between human-environment and scientific effects of these relations on human. While doing this it is seen that the two views, i.e. determinism (environmentalist view) and possibilism (humanistic view), have been supported as the methodic approaches in geography since the late nineteenth century till today (Doganay, 1992; Ozguc and Tumertekin, 2000). They cover the causality concept with their context. According to the determinist view, natural environmental factors are dominant on human (society), therefore, while analyzing human-environment relations in geography primarily environmental factors should be focused on in the first place, but according to the opposite possibilist view human is not under the control and hegemony of environment, but the environment is under control and hegemony of humans thesis is supported. It is well known that determinism constitutes the ontological aspect of causality. In other words, it constitutes the deterministic aspect of the nature (natural environment in geography). As a matter of fact, the supporters of determinism in geography primarily accept the natural environment's influence. In this respect, geography methodologically involves the causality concept of geographical.

Various methods are used in Geography. These are rationalism (reasoning), experience (experiment), monocausal and multicausal explanations. The monocausal and multicausal explanations among these also indicate the existence of causality in geography. Although monocausal explanation has an extensive range of application in human and economic geography, it is well known that monocausal events are not common in geography. But multicausal explanations emerged on the basis that various and different factors are influential on social events' occurrence (Gungordu, 1997). Both of these explanations can be expressed through causality.

There are three principles referred to when the basic principles of geography are considered: distribution, interrelationship and dependence, and causality. Researches in geography are carried out or should be carried out considering these three basic principles. The distribution principle expresses the distribution or presence of geographical subjects in a certain field. The interrelationship and dependence principle proposes that all facts and phenomena which are subjects of geography are related with another event or phenomenon. The third principle is causality and can be expressed as everything has a cause (Doganay, 1993).

Causality concept which is a requisite for scientific knowledge has a significant place in social sciences, consequently in social studies. As it is explained above, social studies getting information from many sciences, that is to say, benefiting from many disciplines, integrating this information in an interdisciplinary way emerged the necessity that the information, which constitutes the social studies, should be generated scientifically and have scientific consistency. Social studies curricula which will be created in this sense must be prepared considering this feature. Hence, it can be said that in social studies content curricula, especially that was prepared as a product of constructivism in United States of America, New Zealand, Israel, Canada, Switzerland, Australia and Turkey, has this property.

## 4. Development of causality in children

When the studies about the development of causality in children are reviewed (De Avila ve Struthers, 1967; Berzonsky, 1971; Fuson, 1976; Stepans and Kuehn, 1985; Schlottmann, 1999; Spiliotopoulou, 2001; Charles, 2003; Inagaki, Hatano and Inagaki, 2006 et al.) it is seen that they are based on the studies made by Piaget. Piaget, (1969) in his work "The Child's Conception of Physical Causality" under the chapter which he named "Causality and Child" states that causality has 17 types in children. The 17 causality types which were determined by Piaget about the development of children's causality concept take place in three main stages. Two of them are precausality while the third stage is real causality. Those causality types are shown in Table 2.

1. Psychological Causality or Causality about Motivation/Stimulation (Psychological Causality/Motivation Type): It is the most primitive type of causality and the most continual of other causality types. Psychological causality is in the precausality stage. In his explanations, a child uses psychological expressions and expressions based on motivation. "God or people send us dreams because we did what we should have done." (Piaget, 1969), "The nightmares are sent to us because we are bad." and "Tomorrow it will rains because someone wants us to be ill." (Charles, 2003). These kinds of sentences are examples for children's such explanations. Piaget thinks that this way of thinking continues for a very long time.


Table 2. Development of causality concept (Piaget, 1969)
2. Consequentalism/Final Causality (Finalism): This type of causality is a successor of the former, and they overlap. However, over time it is separated from the previous one. Children behave thinking that there is an explanation for everything. They make their explanations definite simply by the force of finalism. The sentences "Ducks have web feet to swim better." (Piaget, 1969), "The river flows because it runs to the sea." (Charles, 2003) are examples for children's such explanations.
3. Phenomenisic Causality: This type of causality addresses a relationship between two phenomena to explain events and these phenomena are not related with life at all except their contiguity. In other words, contiguity in time between two phenomena is in such a way that one is mentioned as the cause or the effect of the other (Piaget, 1969).
4. Participative Causality: This type of causality is seen more often than the previous ones, but it disappears after 5-6 years of age. This type's principle is being successive: It is designed between two objects which have similarity or closeness relationship. In this design, the thing which enables them to become above a distance from each other is thought to be common or the source of emerging is accepted as one thing, that is to say, becoming of the first enables the other to become. The following sentence can be mentioned as an example for children's this type of explanations "The air or shadow in a room stem from the air or shadow out of the room" (Piaget, 1969).
5. Magical Causality: This type of causality is comprised of many features of the participative causality. Gestures, thoughts or touchable objects are assigned or associated with impression, and much participation established between these objects emerges. Thus, some words have influence on some objects. Roots of participative causality are related with some instances of logical structures. But participative and magical causalities are more related with psychological causality. The child's own desires are not influential on himself, but they are seen as conditions in his all reality thoughts. In other words, signs of reality are general and this reality is the result of most objects' first complexity between itself and external world. This implies the primitive psychological causality (Piaget, 1969). The following sentence can be an example for children's this type of explanations "Rude words make a person rude." (Charles, 2003).
6. Moral Causality: This type of causality is closely related with the abovementioned causalities. The child explains the presence of any behavior or attribute referred to for requirements, but these are always related to morality, i.e. the view that "things happen because they have to" comes to the foreground: "The clouds must be moved for the night", "People must go to bed in order to sleep", "The ships have to swim, otherwise they can't use anything", etc. (Piaget, 1969).
7. Artificialist Causality: In this type of causality, psychological causality or pre-causality is described in neither sole moral nor physical terms. The descriptions state that both substance and conscious do not play any role in life. The event and object are described first, and then men's activities are designed as objects. In other terms, the descriptions are made through objects and humans' acts (Piaget, 1969).
8. Animistic Causality: In this type of causality, an existing character or form is described by an inherent biological tendency, which is both alive and conscious. Animistic causality defines artificialist causality (Piaget, 1969).
9. Dynamic Causality: In this type of causality, while the vitality of objects belonging to previous period is appropriately eliminated, inherent strengths of activities and behaviors of objects still remain. Thus, there happens a mandatory primitive intellectual confusion with the life itself. Consequentialism lives longer than pre-causality while dynamic causality lives longer than vitality (Piaget, 1969).
10. Reaction of the Surrounding Medium: This is the type of causality where the child for the first time comes up with realistic physical explanations. The movements of objects are described physically, though in a primitive way. There are traces of dynamic causality but no magic, stimulus, intention or mystery in such descriptions (Piaget, 1969).
11. Mechanical Causality: This type of causality emerges in 7-8 years-old children. For children, who previously thought that any movement was driven by two types of forces (internal and external), the internal (the force of the object itself) and the other force gradually turn into a less needed internal force. At this point, the explanation is a mechanic one. Examples of children's such explanations are as follows: "The wind pushes the clouds, pedals power the bicycle" (Piaget, 1969), "A bicycle moves because it has pedals" (Charles, 2003).
12. Causality by Generation: In this type of causality, explanations for movement demonstrate that mechanic causality loses its significance and that explanations for how objects are actually produced are more easily accepted. Explanations through causality
by generation are not independent from previous types of causality (Piaget, 1969). Examples of children's such explanations include "The sun was taken out from a cloud; the clouds are made up of smokes" (Charles, 2003).
13. Substantial Identification: This type is similar to the abovementioned generation type of causality. Children think that objects are not made of other things but come into existence through phases such as burning and melting/boiling. Substantial identification is often seen in $8-10$ years-old children (Piaget, 1969). Examples of children's such explanations include "There are many small clouds side-by-side in the sky" (Charles, 2003).
14. Condensation and Rarefaction: This type is characterized by condensation and depressurization (rarefaction) schemes. There are explanations over the substances that form the basic attributes of objects. For example, stone is hard due to the properties of the substances that comprise it, i.e. stone was comprised through the condensation and combination of its components and therefore, it is hard. Some examples of children include "Water is light because it is 'thin' or 'fluid/liquid'", "Wood and stone are heavy because they are 'big', 'thick' and 'full'" (Piaget, 1969).
15. Atomistic Composition: So far, it was thought that objects were formed through condensation or rarefaction of source substances. This process continues inevitably until they are conceived as sooner or later products of particles connected with loose or tight bounds. The child's conclusion on how stones are formed is as follows: "Stones consist of little, tiny stones which are formed by particles on the earth." In other terms, small pieces are joined together and form objects (Piaget, 1969).
16. Spatial Explanation: This type of causality is seen in children over 9-10 years old. And children use advanced forms in their explanations (Piaget, 1969).
17. Explanation by Logical Deduction: This type of causality contains explanations representing the principle of sufficient reason. Principle of logical deduction includes all mechanic, spatial, atomistic, etc. explanations. Therefore, this period covers 10-11 years and onwards (Piaget, 1969).

The concept of causality develops through overlapped and sequential processes. Piaget determined seventeen types of causality in this development and divided these seventeen types of causality into three main stages. He called the first two as precausality while he called the last one as real causality. He stated that the last stage is reached by $11-12$ years-old children. According to Piaget (2007a), there are types of causality as well as types and grades of awareness. In cases where the child acts as if he knows that "one thing is caused by another" or that something caused another; we come across with a primitive type of causal relationship or the functional equivalent of causality even when children are not aware of causality. Later, when the same child becomes aware of the relationship in question, this awareness may emerge in several different types -i.e. spirited, artificialist, finalism, mechanic and dynamic, etc.- as it fits to the needs and interests of that moment. Therefore, the succession of these types never occurs in a definitive stage order. The relationship types used by the adults and the wise are also temporary as the types used before by the child and the primitive.

## 5. Instructional elements of causality

In order to explain the causality term and determine the development levels of students, identifying the context of this term and forming other main terms may be needed. Causality
can be defined as the cause and effect relation between the event, phenomenon and objects. Cause defines event, phenomenon and object's being, as to effect it defines the result, effect that this being presents (emerges). In this context, when it is instructionally viewed causality falls into two parts: Determining the causes and finding out the effects. Determining the causes may refer to deduction, finding out the effects may refer to induction. This may require the collocation of deduction and induction, which is hypothetical-deduction. However, Aristotales (1989) viewed scientific explanation relying on causality. He formed a connection between causality and scientific explanation, thus there existences a relation between process, scientific process skills and causality. Scientific process skills are, in general terms, discussed in three categories. These categories and sub-categories are as follows:


Table 3. Scientific process skills (Cilenti, 1985; Ayas et al., 1997; Turgut et al., 1997; Akdeniz, 2005)

Scientific process skills consist of basic process skills, causal process skills and experimental process skills. Among these skills, the classification skill, relating skill and deduction skill are the skills that can be directly used to determine the education and development of causality concept. However, all scientific process skills are closely related to causality. In this respect, when both scientific process skills and hypothetic-deductive reasoning are considered together, the educational components of the concept of causality can be determined as shown below:

The educational components of the causality concept are as follows:

1. Defining,
2. Relating,
3. Sorting,
4. Classification,
5. Change and Continuity,
6. Determining the Causes (Deduction),
7. Reasoning (Induction).


Table 4. Educational components of the causality concept (Tay, 2007; Tay, 2011)
These concepts have their specific properties, yet they complete each other. While the first four of abovementioned skills comprise the main factors in understanding and forming causality, the change and continuity element surrounds these four concepts and thus the concept of causality. A good comprehension of the causality concept could be achieved by systematizing these four elements along with change and continuity, determining causes in some cases through this systematization, deducing the outcomes in some cases and promoting both of them in some cases. In this respect, children should be provided with these skills in order to enable them to develop, improve and utilize the concept of causality. These skills are described briefly in the following sections.

### 5.1 Defining

The scientific method is defined as both an action-based (phenomenal) and mental (descriptive) process which encompasses the ways to describe and explain the universe (Ozlem, 2003). Accordingly, the existence of scientific knowledge is made possible by defining this knowledge. The defining process reveals the existence of knowledge, and once the knowledge is defined, it can be included into the group(s) it belongs to. Defining operationally is important (Cilenti, 1985). As a matter of fact, the ability to draw-up operational definitions, which is one of the scientific process skills, indicates that. In this respect, since the ability to draw-up operational definitions represents the ways to observe and measure any given variable, defining process is the first step in determining the causal relationship between two objects, phenomena and events. Whether the definition is operational or not is an important property as it affects the meaning of that definition. When the defining process is carried out in general terms but not in operational terms, this might
lead to formation of wrong causal relationships. For instance, if we consider capitulation in general terms, we cannot establish a correct relationship between the capitulations given to the French by the Ottoman Empire and what it intended to achieve. For that reason, definitions should be operational.

Defining start with the children's "to....." words towards the ages of 5 or six. For example, the sentence "a table to write on" can be exemplified. The eye catching point in the sentence is that the definition is operational (Piaget, 2004). Children begin to make first logical defining when they 7-8 years-old and they will not have the ability to make surrounding definitions until they are 11-12 years-old.

### 5.2 Relating (resemblance, analogy)

Relation is the connection which the newly getting formed thought assumes it has found between two new thoughts, two beings or two facts; by this thought these beings or the facts can closely resemble, influence each other, although there is not a perceivable causal participation.

Environment has a significant influence on the development of child's relation thought. Hence at the beginning stage, the baby's life cannot be thought apart from the mother's life. The baby's basic requests and needs end up with the mother's or the indirect environment's response. The extension of the baby's each crying is an activity of the mother-father and even his desires which are never mentioned are always foreseen. Briefly, although the small child cannot distinguish exactly his own activities from the external activities, in this sense, there is a sheer continuity between the mother-father's lives and personal activity. This continuity influences the development of relation thought in child (Piaget, 2005). Children begin to understand many of the concrete and abstract relations at the preschool stage. While concrete relations can be perceived through the senses, the abstract relations should be designed in thought. In other words, connecting will be possible as much as the abstract relations are concretized. In connecting activities of preschool children concretization should be benefited from, since at this stage they are bad at establishing the cause and effect relations (Gander and Gardiner, 2004).

The child begins to understand the relations between the concrete objects and conditions as he begins to see better in which way the people and ideas are similar and different. This fact is the first necessary step for the child to understand and create these concepts, and make generalizations with these concepts (Karadeniz, 2002).

According to Hume, our ideas being in relation and connected to each other in certain ways is not coincidental. Hume states that there are some connective bonds which tie our ideas to each other in some certain aspects. According to this, these ideas connect to each other when they have some certain properties. These properties are three according to Hume: similarity, continuity in time or place and cause-effect relation.

According to Claparède the likening conscious in child (that is understanding the similarity between two objects) emerges long after the differentiating conscious (that is after understanding the differences between two objects). It means that children use similarity without deep thinking. Therefore, development of similarity conscious requires becoming
conscious. Becoming conscious comes true when there is inconsistency (Piaget, 2007b). In this context and therefore, it may be better to develop the relation skills by inconsistency, in other terms by differences.

According to the child's mental development, the child's relating ability in intuitive stage has a way of sensing which derives from evaluating all perceptional qualities of designed collection without needing to examine the relation between the objects (Piaget, 2004) therefore it is sublevel. In concrete operational stage the child establishes valid relations between the objects he observes, in formal operational stage his relating skill completes its development and becomes able to do the relating without considering whether concrete or abstract (Charles, 2003).

### 5.3 Ordering

The ability of arranging a set of elements according a certain relation is ordering. Piaget called this conceptual ability as "seriation". This ability starts developing at preschool stage, the child's ordering ability of objects according to weight, size or other quantitative properties develops and matures at concrete operational stage and fully develops at formal operational stage (Gander and Gardiner, 2004; Karadeniz, 2002). Ordering ability is one of the scientific thinking abilities according to (Akt. Arslan and Tertemiz, 2004).

Ordering ability includes ordering the events, facts and objects with respect to a property determined among these. When it is viewed in context of causality presenting the causality between two events might be closely related with the order of the events. Here, this ordering is usually related with before event and after event. For example, to present the existence of the causal relationship between two events which took place in history, it is needed to know which happened before and which happened later. In the same way in geographical events, it is also needed.

### 5.4 Classification

It is the process of grouping the objects, facts or events in respect to their relations with each other and properties determined as results of observation. Doing a good classification depends on having observed the properties of objects, facts and events and their relations with each other well (Cilenti, 1985).
Classification that is one of the skills in basic process categories of scientific process skills is an induction (generalization). Our brain gradually organizes the information by grouping, according to similarities or differences, all the living or nonliving; concrete or abstract concepts which we perceive by our organs or have through our mental skills. To distinguish between the concepts by comparing we need to have distinctive information about them. In this sense, it requires specifying the borders of concepts and identifying them considering their basic distinctive properties. Neglecting this property of identification might cause incorrect concepts, in other words, misconceptions (Erbas and others., 2005). Doing the identification properly is the prior condition of doing a proper classification.

There are two elements in an efficient classification process. One of them is the power of learning the figures; it requires considering all related perceptual properties of a group of
objects, knowing the meanings of the words and keeping them in mind. The other one is the power of organizing the perceptions; it requires using the logical principles in grouping process. According to Piaget, learning the figures gains importance in developing concepts. According to Vygotsky, these two powers are always in an interaction. Knowledge about the meanings of the words reflects the power of organizing the information related with the objects. The information is managed by the classification power. In other words, a person who is deficient in the perceptions related with the objects cannot classify efficiently. An individual whose power of selecting and applying certain principles lacks is unsuccessful in an inefficient classification, even if he has substantial perceptions about the objects (Karadeniz, 2002).

In intuitive stage, classification skill improves from the deficient grouping state towards an efficient grouping skill in accordance with the child's mental development, in concrete and formal operational stage this skill improves with its all aspects and becomes able to test, make explanations conforming to the logical law and make regressions (Charles, 2003). Skill of grouping the objects according to a certain common feature can be stated as classification. According to Ginsburg and Opper (1965), children in concrete operational stage can classify according to many levels of conceptual hierarchy as long as the objects are concrete and not imaginary (Akt. Gander and Gardiner, 2004).

### 5.5 Change and continuity

Positive or negative conditions which the events, facts or objects had over time can be called as change. As for continuity, it means events, facts and objects protecting their existence in the course of time in other words, it means their continuity. Change and continuity can be the condition or continuity of events, facts and objects in the course of time. When it is viewed from the point of causality, establishing the causal relation correctly between the two things can require knowing the conditions and continuity of the two things in the course of time. Thus, children's ability of establishing causal relations is closely related with this change or continuity perception or skills development. According to Sunal (1981), the starting point of change concept is the differences. First, the differences should be introduced to the children and these differences should be observed by the children. According to him, change cannot be identified unless they are observed. Three categories are important for change. These are observation, discussion and recording (Sunal, 1981). Schlotmann (1999), states that there is a natural connection between continuity and children's understanding the causality. This indicates continuity concept is a significant in understanding the causality.

### 5.6 Identifying the causes (deduction)

The Child performs very little reasoning and it is performed especially on rare and special instances because of the difficulties in being aware of own thoughts. He finds all kinds of deductions, as generalization and effect, difficult. He puts successive judgments side by side instead of connecting them. Thus, there is no internal pressure or necessity on his thoughts. Even when the child starts making generalizations and deductions he remains unfamiliar with the formal deduction because of failing in getting out of personal beliefs and reasoning on a hypothesis put forward by others (Piaget, 2007b).

Before the ages 7-8 even until the ages 11-12 at which deduction completely rises, the whole structure of the child's reasoning is as following: The child reasons on individual or special instances and doesn't look for whether there is a contradiction between these. These individual or special instances constitute the conscious experiences which are not reflectional yet (Piaget, 2007b).

### 5.7 Concluding

The method which goes to the common from the single, special one and reaches general propositions from facts one after another is called induction (Akarsu, 1998). Induction might mean reaching a conclusion, because there is reaching to a whole, in other words, to a conclusion from facts one after another. In this regard, reaching a conclusion includes effect (influence, consequence) which is one of the two main categories of the causality concept.

In children, induction or deduction take place in the stage of "explanations conforming logical law". The explanations in this stage increase in most of the children about at the ages of eleven-twelve. That is to say in children, logical thinking includes induction (generalizations and observations are made) and deduction (results obtained through the process of reaching a conclusion by comparing) (Charles, 2003).

## 6. Conclusion

The relation between cause and effect is the most general definition of causality. Empiricists regard causality as an outcome of our experience or habits, but according to rationalists, it is a necessary connection and a result of our priori knowledge which is often independent of experience. In this context, causality, used in both sciences, is one of the basic principles that nature-related and social sciences are based on.

In social sciences, there is a contingent and percentile consistency between rules, principles and actions, not an absolute consistency. Hence, in social sciences all the descriptions should be made considering that there is a contingent consistency. In an educational curriculum, the information produced by social sciences is instructed through mono disciplinary, multidisciplinary or interdisciplinary approaches. Conceiving a cause and effect relation is one of the skills that the students are supposed to attain in social sciences lesson which is constituted on the basis of multi-disciplinary and interdisciplinary approaches. Having the students to attain this skill may require dealing with causality educationally. In educational point of view, causality comprises the skills of defining, relating, sorting, classifying, change and continuity, determining the causes, and reasoning. Students' development stages and accordingly their mental development level are important in teaching these skills. Properties of children's intuitive, concrete and formal operational stages should be taken into consideration when teaching the causality concept and related skills, until they reach the logical thinking stage.
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## 1. Introduction

The concept of causality is changing as human knowledge changes. Causality as an abstract notion has been traditionally studied in the field of metaphysics in philosophy. The Greek philosophers understood the time causality as explanation in general (Aristotle, 350 B.C.). The search for causes was a search for "first principles", which were meant to be explanatory. In the more recent philosophy introduced by (Newton, 1687) was causality connected with determinism. The current experimental science reveals the non-deterministic notion of cause, which has to be also taken into consideration. The introduction of probability theory into all scientific disciplines allows to formalize and mathematize the wider conceived notion of cause.

This paper does not deal with the philosophical approach to causality, to this we refer the reader for example to the works (Mackie, 1988), (Hume, 1896), (Russo, 2009) or (Pearl, 2000). Here we deal exclusively with the formal mathematical approaches to detect cause-effect relationships, namely with Granger causality and transfer entropy and their application in sciences.

The generally non-deterministic approaches to causality apply various probability distributions to model the real-world phenomena. The selection of an appropriate or inappropriate model to fit the real world data has obviously an important influence on the credibility of the achieved conclusions.
In the present paper we discuss the influence of the selection of a data model for detection of causal relationships between two or more time series. We focus here on cases when the Gaussianity of the investigated process can be assumed and when not. The causality detection methods considered here are Granger causality (Granger, 1969) and transfer entropy (Schreiber, 2000). We investigated time series with a wider class probability distributions than Gaussian, the generalized Gaussian probability distributions. These distributions are given parametrically. We set conditions on their parameters so that one can from their values decide whether the relationships between the involved time series are unidirectional causal or whether no causality is present.

Being aware of outstanding philosophical papers on causality in the sciences, for example (Illari et al., 2011), we are though not aware of any similar publication on mathematically
conceived causality and their application in natural and social sciences, neither of any analysis of the probabilistic assumptions about the investigated time series and their influence on causality detection by Granger causality or transfer entropy.

The paper is organized as follows. The application of various probabilistic models in natural and social sciences is discussed in Section 2. Granger causality and its application in natural and social sciences is treated in Section 3. Section 4 deals with transfer entropy, directionality index and other information-theoretical measures, inclusive their applications. Section 5 devotes a special attention to causal relationships among Gaussian time series and generalized Gaussian time series. In Section 6 we presented original and simple criteria for phenomena having generalized Gaussian distributions given parametrically which decide about a presence or absence of causality between these phenomena given by concrete time series. Section 7 discussed the criteria deciding about the applied causality detection method and concludes with the importance of the achieved results.

We presented original and simple criteria for phenomena having generalized Gaussian distributions given parametrically which decide about a presence or absence of causality between these phenomena given by concrete time series.

## 2. Probabilistic distributions and their application in natural and social sciences

Gaussian, more frequently called "normal" distribution has a special position among all probability distributions used in data modeling and is the most popular. It has been known for a relatively long time, is simple and analytically tractable. Its symmetry about its mean value is one of the basic principles realized in nature as well as in human culture. The bell shape of its graph makes the normal distribution attractive for modeling of real world data in many scientific or social disciplines.

Indeed, many common natural or social phenomena show to have normal distribution. For example, such phenomena as women's height, Brownian motion of particles, milk production by cows and random deviations from target values in industrial processes fit a normal distribution (Limpert et al., 2001). However, many phenomena which fit normal distribution, have been shown that they fit also log-normal distribution or generalized normal distribution or, more precisely, fit it even better. What is the difference between normal and log-normal distribution? Both forms of variability are based on a variety of forces (causes) acting independently of one another. A major difference is however that the effects can be additive or multiplicative, thus leading to normal or log-normal distributions, respectively (Limpert et al., 2001).

The length of spoken words in phone conversation (Herdan, 1958), the length of sentences (Williams, 1940) have been shown to have log-normal distribution, as well as the age of marriage (Preston, 1981) or income (Statistical yearbook in Switzerland, 1997). Prices, incomes or populations, i.e. phenomena which grow exponentially, are often skewed to the right, and hence may be better modeled by other distributions than by the normal one, such as the log-normal distribution, Pareto distribution or skewed generalized normal distribution. Statistical inference using a normal distribution is not robust to the presence of outliers. When outliers are expected, data may be better described using a heavy-tailed distribution such as the Student's $t$-distribution.

Generalized normal distribution (generalized Gaussian distribution), first time mathematically defined in (Nadarajah, 1995) can model for example Brownian motion of particles or fractional Brownian motion with a better precision than the normal distribution (Zinde-Walsh \& Phillips, 2003). Other experiments have shown a better approximation precision of the generalized Gaussian distributions than of the Gaussian distributions, for example (Sharifi \& Leon-Garcia, 1995), (Moulin \& Liu, 1999) for in image processing and video analysis, (Bicego et al., 2008) for EEG time series modeling.

The modeling in linguistics applies mostly Gaussian mixtures. Mixtures of generalized Gaussian distributions have been recently used in text independent speaker identification (Sailaja et al., 2010) and showed that it outperforms the earlier existing text independent speaker identification models. This model was applied for speaker identification like voice dialing, banking by telephone, telephone shopping information services etc.
Exponential distribution has been frequently used in modeling in astrophysics, for example the Weinman exponential distribution has been shown to be a good model for dusty galactic discs (Misiriotis et al., 2000).

To summarize, other probability distributions than the normal one have an important role in modeling both in natural and social sciences. We will call them non-Gaussian distributions in the following. The selection of a correct distributions for modeling natural or social phenomena is of great importance, especially when mutual interactions among these phenomena are investigated. A crucial question is whether there are causal relationships among the studied phenomena. This leads to a formal definition of causality and causal measures.

In the following chapters we define formally two causality detection measures, namely the Granger causality and transfer entropy.

## 3. Granger causality

The introduction of the concept of causality into the experimental science, namely into analyses of data observed in consecutive time instants (time series), is due to C.W.J. Granger in (Granger, 1969), the 2003 Nobel prize winner in economy. In his Nobel lecture (Granger, 2003) he recalled the inspiration by the Wiener's work and identified two components of the statement about causality:

1. The cause occurs before the effect; and
2. The cause contains information about the effect that is unique, and is in no other variable.

As Granger put it, a consequence of these statements is that the causal variable can help to forecast the effect variable after other data has been first used (Granger, 2003). This restricted sense of causality, referred to as Granger causality, G-causality thereafter, characterizes the extent to which a process $X_{t}$ is leading another process $Y_{t}$, and builds upon the notion of incremental predictability. It is said that the process $X_{t}$ Granger causes another process $Y_{t}$ if future values of $Y_{t}$ can be better predicted using the past values of $X_{t}$ and $Y_{t}$ rather then only past values of $Y_{t}$. The standard test of G-causality developed in (Granger, 1969) is based on a linear regression model.

In the following we will define Granger causality by using the notation from (Barnett, 2009). Let $\oplus$ denotes concatenation of vectors, so that for $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$
$x \oplus y$ is the $1 \times(d+m)$ vector $\left(x_{1}, \ldots, x_{d}, y_{1}, \ldots, y_{m}\right)$. Given jointly distributed multivariate random variables $\mathbf{X}$ and $\mathbf{Y}$ i.e. random vectors in $R^{d}$, we denote by $\Sigma(\mathbf{X})$ the $d \times d$ matrix of covariances $\operatorname{cov}\left(X_{i}, Y_{j}\right)$ and by $\Sigma(\mathbf{X}, \mathbf{Y})$ the $d \times m$ matrix of cross-covariances $\operatorname{cov}\left(X_{i}, Y_{\alpha}\right)$. Let $\Sigma(\mathbf{X} \mid \mathbf{Y})$ denotes the $d \times d$ matrix

$$
\begin{equation*}
\Sigma(\mathbf{X} \mid \mathbf{Y})=\Sigma(\mathbf{X})-\Sigma(\mathbf{X}, \mathbf{Y}) \Sigma(\mathbf{Y})^{-1} \Sigma(\mathbf{X}, \mathbf{Y})^{T} \tag{1}
\end{equation*}
$$

define when $\Sigma(\mathbf{Y})$ is invertible.
Suppose we have a stationary multivariate stochastic process $\mathbf{X}_{t}$ in discrete time (i.e. marginal distributions are jointly distributed). Denote $\mathbf{X}_{t}^{(p)}=\mathbf{X}_{t} \oplus \mathbf{X}_{t-1} \oplus \cdots \oplus \mathbf{X}_{t-p+1}$ for $\mathbf{X}$ along with $p-1$ lags so that $\mathbf{X}_{t}^{(p)}$ is a $1 \times p d$ random vector for each $t$. Given the lag $p$, we use the shorthand notation $\mathbf{X}_{t}^{-}=\mathbf{X}_{t-1}^{(p)}$ for the lagged variable.
Suppose we have three jointly distributed stationary multivariate stochastic processes $X_{t}, Y_{t}, Z_{t}$. Consider the regression models

$$
\begin{gather*}
\mathbf{X}_{t}=\alpha_{t}+\left(\mathbf{X}_{t-1}^{(p)} \oplus \mathbf{Z}_{t-1}^{r}\right) \cdot A+\epsilon_{t}  \tag{2}\\
\mathbf{X}_{t}=\alpha_{t}^{\prime}+\left(\mathbf{X}_{t-1}^{(p)} \oplus \mathbf{Y}_{t-1}^{(q)} \oplus \mathbf{Z}_{t-1}^{(r)}\right) \cdot A^{\prime}+\epsilon_{t}^{\prime} \tag{3}
\end{gather*}
$$

where $A$ and $A^{\prime}$ are the matrices of regression coefficients, $\alpha_{t}$ and $\alpha_{t}^{\prime}$ are the constant terms and the random vectors $\epsilon$ and $\epsilon^{\prime}$ comprise the residuals, so that so that the predictee variable $\mathbf{X}$ is regressed firstly on the previous $p$ lags of itself plus $r$ lags of the conditioning variable $\mathbf{Z}$ and secondly, in addition, on $q$ lags of the predictor variable $\mathbf{Y}$. By stationarity this expression does not depend on time $t$, so we omit $t$ from the notation. The G-causality of $\mathbf{Y}$ to $\mathbf{X}$ given $\mathbf{Z}$ is a measure of the extent to which inclusion of $\mathbf{Y}$ in the second model (3) reduces the prediction error of the first model (2). The standard measure of G-causality in the literature is defined for univariate predictor and predictee variables $\mathbf{Y}$ and $\mathbf{X}$, and is given by the natural logarithm of the ratio of the residual variance in the restricted regression (2) to that of the unrestricted regression (3).
(Barnett, 2009) have shown that G-causality can be expressed as

$$
\begin{equation*}
\mathcal{F}_{\mathbf{Y} \rightarrow \mathbf{X} \mid \mathbf{Z}}=\ln \left(\frac{\Sigma\left(\mathbf{X} \mid \mathbf{X}^{-} \oplus \mathbf{Z}^{-}\right)}{\Sigma\left(\mathbf{X} \mid \mathbf{X}^{-} \oplus \mathbf{Y}^{-} \oplus \mathbf{Z}^{-}\right)}\right) \tag{4}
\end{equation*}
$$

where $\ln$ denotes the natural logarithm.

### 3.1 Extensions of Granger causality

The linear framework of Granger causality given by equations 2 and 3 has been widely applied not only in economy and finance (for a comprehensive survey of the literature see i.e. (Geweke, 1984)), but also in diverse fields of natural sciences, i.e. climatology (see (Triacca, 2005) and references therein) or neurophysiology, where specific problems of multichannel electroencephalogram recordings were solved by generalizing the Granger causality concept to multivariate case (Blinowska et al., 2004; Kamiński et. al., 2001). Nevertheless, the limitation of the present concept to linear relations required further generalizations.
Recent development in nonlinear dynamics (Abarbanel, 1993) evoked lively interactions between statistics and economy (econometrics) on one side, and physics and other natural
sciences on the other side. In the field of economy, (Baek \& Brock, 1992) and (Hiemstra \& Jones, 1994) proposed a nonlinear extension of the Granger causality concept. Their non-parametric dependence estimator is based on so-called correlation integral, a probability distribution and entropy estimator, developed by physicists Grassberger and Procaccia in the field of nonlinear dynamics and deterministic chaos as a characterization tool of chaotic attractors (Grassberger \& Procaccia, 1983).

Another non-linear extension of Granger causality is so called correntropy (Park \& Principe, 2008).

A non-parametric approach to non-linear causality testing, based on non-parametric regression, was proposed in (Bell et al., 1996). Following (Hiemstra \& Jones, 1994), (Aparicio \& Escribano, 1998) succinctly suggested an information-theoretic definition of causality which include both linear and nonlinear dependence.

Another nonlinear extension of the Granger causality approach was proposed by Chen et al. (Chen et al., 2004) using local linear predictors. An important class of nonlinear predictors are based on so-called radial basis functions (Broomhead \& Lowe, 1988) which were used for nonlinear parametric extension of the Granger causality concept (Ancona et al., 2004; Marinazzo, 2006).

In physics and nonlinear dynamics, a considerable interest recently emerged in studying cooperative behavior of coupled complex systems (Boccaletti et al., 2002; Pikovsky et al., 2001). Synchronization and related phenomena were observed not only in physical, but also in many biological systems, i.e. (Schäfer et al., 1998; 1999) or in (Paluš et al., 2001a;b; Quyen et al., 1999; Schiff et al., 1996; Tass et al., 1998). In such physiological systems it is not only important to detect synchronized states, but also to identify drive-response relationships and thus the causality in evolution of the interacting (sub)systems. (Schiff et al., 1996) and (Quyen et al., 1999) used ideas similar to those of Granger, however, their cross-prediction models utilize zero-order nonlinear predictors based on mutual nearest neighbors. A careful comparison of these two papers (Quyen et al., 1999; Schiff et al., 1996) reveals how complex is the problem of inferring causality in nonlinear systems. While the latter two papers use the method of mutual nearest neighbors for mutual prediction, (Arnhold, 1999) proposed asymmetric dependence measures based on averaged relative distances of the (mutual) nearest neighbors.
(Ge et al, 2009) presented a novel approach which is an extension of Granger causal model and also shares the features of the bilinear approximation of dynamic causal model (David et al., 2006). The authors demonstrated face discrimination learning-induced changes in interand intra-hemispheric connectivity and in the hemispheric predominance of theta and gamma frequency oscillations in sheep infero-temporal cortex. The results provide the first evidence for connectivity changes between and within left and right infero-temporal cortexes as a result of face recognition learning.

### 3.2 Application of Granger causality in natural and social sciences

As already said, the Granger causality was introduced by its author in econometry and applied by him and his followers mainly in econometry, finance and market analysis, for example in (Granger, 1969), (Poon \& Granger, 2003). Other applications in humanities and social sciences are in linguistics and psychology (Gilbert \& Karahalios, 2009) or demography (Feridun, 2007).

Granger causality has also been extensively applied in natural sciences, for example in medicine, especially to neuroscience (Smith et al., 2011) for the functional magnetic resonance method and (Hesse et al., 2003), analysis of EEG signals or causal interaction in neural populations (Seth \& Edelman, 2007) and in many other papers. Granger causality was applied as well as in climatology (Kufmann \& Stern, 1997), in cognitive and systematical biology, (Kim et al., 2011), (Fujita et al., 2010) etc.

The main drawback of Granger causality and its extensions as a model dependent method are their instability which can cause a high variability in the final estimation of errors in (2) and (3). As an alternative, we will present in the following model-free methods whose formal definitions apply information-theoretic functionals.

## 4. Information-theoretical causality measures

Using distributions of random processes and their definitions, introduce the information-theoretic causality measures determinism into the notion of causality.
(Paluš et al., 2001b) proposed to study synchronization phenomena in experimental time series by using the tools of information theory. Mutual information, an information-theoretic functional of probability distribution functions, is a measure of general statistical dependence. For inferring causal relation, conditional mutual information or so called transfer entropy can be used.

### 4.1 Transfer entropy

Transfer entropy as a non-linear causality measure was introduced in (Schreiber, 2000). It is an information-theoretic measure of time-directed information transfer between jointly dependent processes.
Let us first remind some basic definitions. The differential entropy of a (continuous) random vector $\mathbf{X}$ taking its values in $R^{d}$ with the probability density function $p(\mathbf{x})$ is defined by

$$
\begin{equation*}
h(\mathbf{X})=-\int_{R^{d}} p(\mathbf{x}) \ln p(\mathbf{x}) d \mathbf{x} . \tag{5}
\end{equation*}
$$

If $\mathbf{X}$ is a discrete (multivariate) random variable given by a set of possible values $\left\{x_{1}, \ldots, x_{n}\right\}$ then the entropy can explicitly be written as

$$
\begin{equation*}
H(\mathbf{X})=-\sum_{i=1}^{n} p\left(\mathbf{x}_{\mathbf{i}}\right) \ln p\left(\mathbf{x}_{\mathbf{i}}\right) \tag{6}
\end{equation*}
$$

where $p$ denotes the probability mass function of $X$. With $\mathbf{X}_{t}, \mathbf{Y}_{t}, \mathbf{Z}_{t}$ defined as before, the transfer entropy of $\mathbf{Y}$ to $\mathbf{X}$ given $\mathbf{Z}$ is defined as the difference between the entropy of $X$ conditioned on its own past and the past of $\mathbf{Z}$, and its entropy conditioned, in addition, on the past of $\mathbf{Y}$ :

$$
\begin{equation*}
\mathcal{T}_{\mathbf{Y} \rightarrow \mathbf{X} \mid \mathbf{Z}}=H\left(\mathbf{X} \mid \mathbf{X}^{-} \oplus \mathbf{Z}^{-}\right)-H\left(\mathbf{X} \mid \mathbf{X}^{-} \oplus \mathbf{Y}^{-} \oplus \mathbf{Z}^{-}\right) \tag{7}
\end{equation*}
$$

where $H(. \mid$.$) is the conditional entropy. For stationary variables, similarly as for Granger$ causality, the transfer entropy does not depend on $t$, so we omitted it from labeling. Transfer entropy is a a Kullback-Leibler distance of transition probabilities.

It was shown in (Hlaváčková-Schindler et. al., 2007) that with proper conditioning, the transfer entropy is equivalent to the conditional mutual information (Paluš et al., 2001b). The latter, however, is a standard measure of information theory (Cover \& Thomas, 1991). More details on the information-theoretic methods for causality detection can be found in our review paper (Hlaváčková-Schindler et. al., 2007). Marschinski and Kanz in 2002 suggested so called effective transfer entropy to reduce the bias of transfer entropy on small data sets (Marschinski \& Kantz, 2002).

### 4.2 Transfer entropy, other information-theoretical measures and their application in natural and social sciences

Turning our attention back to econometrics, we can follow further development due to (Diks \& DeGoede, 2001). They applied a nonparametric approach to nonlinear Granger causality using the concept of correlation integrals (Grassberger \& Procaccia, 1983) and pointed out the connection between the correlation integrals and information theory. (Diks \& Panchenko, 2005) critically discussed the previous tests of (Hiemstra \& Jones, 1994). As the most recent development in economics, (Baghli, 2006) proposes information-theoretic statistics for a model-free characterization of causality, based on an evaluation of conditional entropy.

The information-theoretical approaches to causality detection are model free and can detect non-linear causal relationships, which are their advantages with respect to the approach of the linear Granger causality.
The nonlinear extension of the Granger causality based the information-theoretic formulation has found numerous applications in various fields of natural and social sciences. Let us mention just a few examples.

The Schreiber's transfer entropy has been used in climatology, i.e. (Mokhov \& Smirnov, 2006; Verdes, 2005), in physiology, i.e. (Verdes, 2005), in neurophysiology, i.e. (Chávez et al., 2003) and also in analysis of financial data, i.e.(Marschinski \& Kantz, 2002).
(Paluš et al., 2001a;b) applied their conditional mutual information based measures in analysis of electroencephalograms of patients suffering from epilepsy.

Other applications of the conditional mutual information in neurophysiology are due to (Hinrichs et. al., 2006) and (Pflieger \& Greenblatt, 2005).
Causality or coupling directions in multimode laser dynamics is another diverse field where the conditional mutual information was applied (Otsuka et al., 2004). (Paluš \& A. Stefanovska, 2003) adapted the conditional mutual information approach (Paluš et al., 2001b) to analysis of instantaneous phases of interacting oscillators and demonstrated suitability of this approach for analyzing causality in cardio-respiratory interaction (Paluš et al., 2001b). The later approach has also been applied in neurophysiology (Brea et al., 2006).

More recent applications of information-theoretical functionals in natural sciences (medicine) are for example in (Van Dijck et al., 2007), inferring and quantifying causality in neuronal networks (Chicharro et al., 2011), (Vicente et al., 2010), in the computer simulation of human-robot interaction in (Sumioka et al., 1997) or in the relationship of predator-prey in etiology (Bochmann, 2007).
The information-theoretical functionals applied in social sciences are mostly in financial applications: i.e. application of transfer entropy to the information flow between various
financial time series (Dimpfl et al., 2011) or analysis of the Korean stock market by transfer entropy (Baek et al., 2006). Applications of transfer entropy in linguistics can be found in the book (Baeyer, 2005).

Social media (for example Twitter or Facebook) serves to researches as an important source for studying social interactions. One important problem is the characterization and identification of influentials, which can be defined as users who influence the behavior of large number of other users. To characterize influence (in other words a causal relationship) in Twitter, researchers have suggested number of followers, mentions, and retweets (Cha et al., 2010), and Pagerank of follower network (Kwak at al., 2010). (Ver Steeg et al., 2011) however argue that the purely structural measures of influence (causality) can be misleading (Ghosh \& Lerman, 2010) and high popularity does not necessarily imply high influence (Romero et al., 2010; Ver Steeg et al., 2011).

More recent work has used the size of the cascade trees (Bakshy et al., 2011) and influence-passivity score (Romero et al., 2010). One serious drawback of existing methods is that they are based on explicit causal knowledge (i.e., $A$ responds to $B$ ), whereas for many data sets such knowledge is not available. (Ver Steeg et al., 2011) suggest a model-free transfer entropy approach to detect causal relationships and identifying influential users based on their capacity to predict the behavior of other users.

Having reviewed the relevant literature and also after extensive practical experience, we can state that the information-theoretic approach to the Granger causality plays an important, if not a dominant role in analyses of causal relationships in nonlinear systems.

In the following we define a practical criterium for detection of causal relationships among time series by means of transfer entropy.

### 4.3 Directionality index

To measure causal structure on small data sets and to allow conclusions about the dominant direction of the information flow, the (causal) directionality index was defined for transfer entropy or conditional mutual information by Paluš in (Paluš \& A. Stefanovska, 2003) and analogically in (Rosenblum \& Pikovsky, 2001). It is given by

$$
\begin{equation*}
D I(\mathbf{Y} \rightarrow \mathbf{X} \mid \mathbf{Z})=\frac{\mathcal{T}_{\mathbf{Y} \rightarrow \mathbf{X} \mid \mathbf{Z}}-\mathcal{T}_{\mathbf{X} \rightarrow \mathbf{Y} \mid \mathbf{Z}}}{\mathcal{T}_{\mathbf{Y} \rightarrow \mathbf{X} \mid \mathbf{Z}}+\mathcal{T}_{\mathbf{X} \rightarrow \mathbf{Y} \mid \mathbf{Z}}}, \tag{8}
\end{equation*}
$$

where $X, Y, Z$ are time series. Paluš et al. in Paluš \& A. Stefanovska (2003) consider special cases for $Z$, the so called phase increments of $X$ and $Y$ :

$$
\begin{equation*}
D I(\mathbf{Y} \rightarrow \mathbf{X})=\frac{\mathcal{T}_{\mathbf{Y} \rightarrow \mathbf{X}}-\mathcal{T}_{\mathbf{X} \rightarrow \mathbf{Y}}}{\mathcal{T}_{\mathbf{Y} \rightarrow \mathbf{X}}+\mathcal{T}_{\mathbf{X} \rightarrow \mathbf{Y}}}, \tag{9}
\end{equation*}
$$

where $\mathcal{T}_{\mathbf{Y} \rightarrow \mathbf{X}}=H\left(\mathbf{X} \mid \mathbf{X}^{-} \oplus \boldsymbol{\Delta} \mathbf{X}^{-}\right)-H\left(\mathbf{X} \mid \mathbf{X}^{-} \oplus \mathbf{Y}^{-} \oplus \boldsymbol{\Delta} \mathbf{X}^{-}\right)$and $\Delta X=X(n+k)-X(n)$ and similarly $\mathcal{T}_{\mathbf{X} \rightarrow \mathbf{Y}}=H\left(\mathbf{Y} \mid \mathbf{Y}^{-} \oplus \boldsymbol{\Delta} \mathbf{Y}^{-}\right)-H\left(\mathbf{Y} \mid \mathbf{Y}^{-} \oplus \mathbf{X}^{-} \oplus \boldsymbol{\Delta} \mathbf{Y}^{-}\right)$and $\Delta Y=Y(n+k)-Y(n)$.

The index varies between -1 and 1 , where negative values imply that the information flow from $X$ to $Y$ dominates and positive vales indicate a large information flow from $Y$ to $X$.
The definitions in the literature on the concrete subintervals are unfortunately not united. As well as there exist other modifications of the causal directionality index in the literature. We
will use the following definitions. The case when the index equals to -1 or 1 respectively we call explicit unidirectional causality from $Y$ to $X$ or $X$ to $Y$ respectively. The case when the directional index is in interval $<-1,0$ ) we call it a prevailing unidirectional causality from $X$ to $Y$ (and analogically when the directional index is in interval $(0,1>$ we call it a prevailing unidirectional causality from $Y$ to $X$ ). In case the directionality index equals to 0 , we call it an absence of unidirectional causality.

## 5. Gaussianity and causal relationships

To avoid any misunderstanding, we assume that the investigated random processes are given by time series with a finite number of data (a discrete case). We assume that one knows the probability (density) distribution of the processes which the time series represent, and these we define for a continuous case by explicit analytical formulas. By terms a probability density function or probability distributions which will be used in the text we mean a probability density distribution function.
(Barnett, 2009) recently proved that if all processes (time series) $X, Y, Z$ defined by (4) are jointly Gaussian then Granger causality and transfer entropy are equivalent (up to a multiplication constant of 2). This result provides for the first time a unified framework for data-driven causal inference that bridges information-theoretic and autoregressive methods. For practice it means that in the complexity sense cheaper linear test can be applied for detection of causality, when one knows the time series are Gaussian.
We investigated in our paper (Hlaváčková-Schindler, 2011) the question, to which other multivariate probability distributions of the time series can be the equivalence (up to a multiplicative constant) of the two causality measures extended. In the same paper we extended the equivalence of these two measures to the generalized normal distribution, to the log-normal distribution and Weinman exponential distribution. Since a lot of phenomena in nature and social areas have these distributions, have our results practical implications for studying causal relationships among those phenomena.
In the following we will further investigate generalized Gaussian distributions given parametrically and causal relationships among them. Let us recall their definition.

### 5.1 Generalized Gaussian distributions

Generalized Gaussian distributions which was defined in 1995 by Nadarajah in (Nadarajah, 1995) is a parametrical class of distributions containing all Gaussian and Laplacian distributions as special cases.

Generalized Gaussian density (GGD) is defined as

$$
\begin{equation*}
p(x ; \alpha, \beta)=\frac{\beta}{2 \alpha \Gamma(1 / \beta)} e^{-(|x| / \alpha)^{\beta}} \tag{10}
\end{equation*}
$$

where $\Gamma$ (.) is the Gamma function $\Gamma(z)=\int_{0}^{\infty} e^{-t} t^{z-1} d t, z>0$. The parameter $\alpha$, the scale parameter, models the width of the pdf peak (standard deviation) and $\beta$, the shape parameter, is inversely proportional to the decreasing rate of the peak.

The generalized Gaussian distribution for $\beta=2$ is the Gaussian distribution and for $\beta=1$ the Laplacian distribution.

### 5.1.1 Special subclasses of generalized Gaussians and their Kullback-Leibler divergence

Let us recall that the Kullback -Liebler distance (KLD) of two parametrical (general) probability density functions $p\left(x, \theta_{p}\right)$ and $q\left(x, \theta_{q}\right)$ is defined as

$$
\begin{equation*}
D\left(p\left(x, \theta_{p}\right) \| q\left(x, \theta_{q}\right)\right)=\sum_{x} p\left(x, \theta_{p}\right) \log \frac{p\left(x, \theta_{p}\right)}{q\left(x, \theta_{q}\right)} \tag{11}
\end{equation*}
$$

where $\theta_{p}$ and $\theta_{q}$ are parameters of probability distributions $p$ and $q$ respectively and $x \in R$.
It can be easily shown that for two probability density functions which are generalized Gaussians $p\left(x, \alpha_{1}, \beta_{1}\right), p\left(x, \alpha_{2}, \beta_{2}\right)$, the Kullback-Leibler divergence can be expressed as

$$
\begin{equation*}
D\left(p\left(x, \alpha_{1}, \beta_{1}\right) \| p\left(x, \alpha_{2}, \beta_{2}\right)\right)=\log \left(\frac{\beta_{1} \alpha_{2} \Gamma\left(1 / \beta_{2}\right)}{\beta_{2} \alpha_{1} \Gamma\left(1 / \beta_{1}\right)}\right)+\left(\frac{\alpha_{1}}{\alpha_{2}}\right)^{\beta_{2}} \frac{\Gamma\left(\left(\beta_{2}+1\right) / \beta_{1}\right)}{\Gamma\left(1 / \beta_{1}\right)}-\frac{1}{\beta_{1}} . \tag{12}
\end{equation*}
$$

A subclass of generalized Gaussians where the shape parameter $\beta$ is fixed is defined as

$$
\begin{equation*}
\mathcal{P}_{\beta}(\alpha)=\left\{p_{\beta}(x ; \alpha), \alpha \in R^{+} \left\lvert\, p_{\beta}(x ; \alpha)=\frac{\beta}{2 \alpha \Gamma(1 / \beta)} e^{-(|x| / \alpha)^{\beta}}\right.\right\} . \tag{13}
\end{equation*}
$$

The Kullback-Leibler divergence between two pdfs from $\mathcal{P}_{\beta}(\alpha)$ is

$$
\begin{equation*}
D\left(p_{\beta}\left(x, \alpha_{1}\right) \| p_{\beta}\left(x, \alpha_{2}\right)\right)=\log \left(\frac{\alpha_{2}}{\alpha_{1}}\right)+\left(\frac{\alpha_{2}}{\alpha_{1}}\right)^{\beta} \frac{1}{\beta}-\frac{1}{\beta} . \tag{14}
\end{equation*}
$$

For $\beta=1$ it is a Laplacian distribution. In this case is the Kullback -Liebler distance between two Laplacian distributions

$$
\begin{equation*}
D\left(p_{1}\left(x, \alpha_{1}\right) \| p_{1}\left(x, \alpha_{2}\right)\right)=\log \left(\frac{\alpha_{2}}{\alpha_{1}}\right)+\left(\frac{\alpha_{1}}{\alpha_{2}}\right)-1 . \tag{15}
\end{equation*}
$$

For two Gaussian functions with parameter $\alpha_{1}$ and $\alpha_{2}$ and $\beta_{1}=\beta_{2}=2$ holds

$$
\begin{equation*}
D\left(p_{2}\left(x, \alpha_{1}\right) \| p_{2}\left(x, \alpha_{2}\right)\right)=\log \left(\frac{\alpha_{2}}{\alpha_{1}}\right)+\frac{1}{2}\left(\frac{\alpha_{1}}{\alpha_{2}}\right)-\frac{1}{2} . \tag{16}
\end{equation*}
$$

### 5.2 Transfer entropy as a conditional Kullback-Leibler divergence

Define $p(X):=\{p(x) \mid x \in X\}$ and similarly $p(X, Y):=\{p(x, y) \mid x \in X, y \in Y\}$ for joint probability distributions. Kullback-Leibler divergence $D$ between two joint probability density functions $p(X, Y)$ and $q(X, Y)$ can be expressed as

$$
\begin{equation*}
D(p(X, Y) \| q(X, Y))=D(p(X) \| q(X))+D(p(Y \mid X) \| q(Y \mid X)) \tag{17}
\end{equation*}
$$

(the chain rule from Cover (Cover \& Thomas, 1991).) Similarly, the conditional Kullback-Leibler divergence can be expressed as

$$
\begin{equation*}
D(p(X, Y \mid Z) \| q(X, Y \mid Z)=D(p(X \mid Z) \| q(X \mid Z))+D(p(Y \mid X, Z) \| q(Y \mid X, Z)) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
D(p(X \mid Z) \| q(X \mid Z))=\sum_{x \in X, z \in Z} p(x, z) \log \frac{p(x \mid z)}{q(x \mid z)} \tag{19}
\end{equation*}
$$

Transfer entropy can be in terms of Kullback-Leibler divergence rewritten as

$$
\begin{equation*}
\mathcal{T}_{x \rightarrow y \mid z}=D\left(p\left(x_{n+1} \mid x_{n}^{(k)}, y_{n}^{(l)}, z_{n}^{(k)}\right)| | p\left(x_{n+1}^{(k)} \mid z_{n}^{(k)}\right)\right. \tag{20}
\end{equation*}
$$

where $x_{n}^{(k)}=\left(x_{n}^{1}, \ldots, x_{n}^{k}\right), z_{n}^{(k)}=\left(z_{n}^{1}, \ldots, z_{n}^{k}\right)$, and $y_{n}^{(l)}=\left(y_{n}^{1}, \ldots, y_{n}^{l}\right)$.
We will use the statements from Sections 5.1. and 5.2 in proofs of our results in Section 6.

## 6. Causality in time series with generalized Gaussian distributions: our results

The time series having generalized Gaussian distributions given parametrically allow to study and to express the relationships between them by means of their parameters. In the framework of definition of the directionality index introduced in section 4.3, we investigated the cases of the prevailing unidirectional causality, the explicit unidirectional causality and the absence of causality.

In the following we consider generalized Gaussian distributions given parametrically with the same shape parameter $\beta$. We give conditions on the relationships between the parameters of the involved probability distributions so that causal relationships between them can be detected by the directionality index.

Theorem 1. Assume that times series $X, Y$ have generalized Gaussian distributions given parametrically by $p_{X}\left(x, \alpha_{x}, \beta\right)=\frac{\beta}{2 \alpha_{x} \Gamma(1 / \beta)} e^{-\left(|x| / \alpha_{x}\right)^{\beta}}$ and $p_{Y}\left(y, \alpha_{y}, \beta\right)=\frac{\beta}{2 \alpha_{y} \Gamma(1 / \beta)} e^{-\left(|y| / \alpha_{y}\right)^{\beta}}$, $\alpha_{x}, \alpha_{y}, \beta>0$. Then
(i) there is a prevailing unidirectional causality from $Y$ to $X$, if for the parameters of both distributions

$$
p_{X}\left(x, \alpha_{x}, \beta\right) \text { and } p_{Y}\left(y, \alpha_{y}, \beta\right) \text { holds } \frac{\beta \log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}+\Gamma\left(\frac{1}{\beta}\right)\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}-\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\right]}{\Gamma\left(\frac{1}{\beta}\right)\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}+\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\right]-2} \in(0,1>\text {. }
$$

(ii) there is a prevailing unidirectional causality from $X$ to $Y$, if for the parameters of both distributions

$$
\left.p_{X}\left(x, \alpha_{x}, \beta\right) \text { and } p_{Y}\left(y, \alpha_{y}, \beta\right) \text { holds } \frac{\beta \log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}+\Gamma\left(\frac{1}{\beta}\right)\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}-\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\right]}{\Gamma\left(\frac{1}{\beta}\right)\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}+\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\right]-2} \in<-1,0\right) \text {. }
$$

(iii) there is an explicit unidirectional causality from $Y$ to $X$, if for the parameters of both distributions $p_{X}\left(x, \alpha_{x}, \beta\right)$ and $p_{Y}\left(y, \alpha_{y}, \beta\right)$ holds $\beta \log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}=\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\left[1+\Gamma\left(\frac{1}{\beta}\right)\right]-2$.
(iv) there is an explicit unidirectional causality from $X$ to $Y$, if for the parameters of both distributions $p_{X}\left(x, \alpha_{x}, \beta\right)$ and $p_{Y}\left(y, \alpha_{y}, \beta\right)$ holds $\beta \log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}=2-2 \Gamma\left(\frac{1}{\beta}\right)\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}$.
(v) there is an absence of unidirectional causality between time series $X$ and $Y$, if for the parameters of both distributions $p_{X}\left(x, \alpha_{x}, \beta\right)$ and $p_{Y}\left(y, \alpha_{y}, \beta\right)$ holds $\beta \log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)=-\frac{1}{2} \Gamma\left(\frac{1}{\beta}\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}-\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\right]$ and $\left.\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{\beta}+\frac{\alpha_{x}}{\alpha_{y}}\right)^{\beta}\right] \neq 2$.

Proof: The items (i) -(v) can be proven by a direct application of the directionality index and the expression of transfer entropy by means of Kullback-Leibler divergence for generalized Gaussian distributions $D(X \| Y)=\frac{2 \beta \alpha_{x} \alpha_{y} \log \frac{\alpha_{y}}{\alpha_{x}}+\alpha_{x}^{2}-\alpha_{y}^{2}}{\left(\alpha_{x}-\alpha_{y}\right)^{2}}$.

### 6.1 Causality detection between two Laplacian distributions

For the Laplacian distributions holds $\beta=1$, which simplifies the conditions set in Theorem 1 for the remaining parameters. Theorem 1 ist then for the remaining parameters reformulated as follows.

Corollary 1. Assume that times series $X, Y$ have Laplacian distributions given parametrically by $p_{X}\left(x, \alpha_{x}\right)=\frac{1}{2 \alpha_{x}} e^{-\left(|x| / \alpha_{x}\right)}$ and $p_{Y}\left(y, \alpha_{y}\right)=\frac{1}{2 \alpha_{y}} e^{-\left(|y| / \alpha_{y}\right)}, \alpha_{x}, \alpha_{y}>0$. Then
(i) there is a prevailing unidirectional causality from $Y$ to $X$, if for the parameters of both distributions holds $\frac{\alpha_{x}}{\alpha_{y}}-1 \geq \log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)>\frac{\alpha_{x}^{2}-\alpha_{y}^{2}}{2 \alpha_{x} \alpha_{y}}$.
(ii) there is a prevailing unidirectional causality from $X$ to $Y$, if for the parameters of both distributions holds $\left.\frac{2 \log \left(\frac{\alpha_{y}}{a_{y}}\right)+\frac{\alpha_{y}}{a_{x}}-\frac{\alpha_{x}}{\alpha_{y}}}{\frac{\alpha_{y}}{a_{x}}+\frac{\alpha_{y}}{\alpha_{y}}-2} \in<-1,0\right)$.
(iii) there is an explicit unidirectional causality from $Y$ to $X$, if for the parameters of both distributions holds $\log \frac{\alpha_{x}}{\alpha_{y}}=\frac{\alpha_{x}}{\alpha_{y}}-1$.
(iv) there is an explicit unidirectional causality from $X$ to $Y$, if for the parameters of both distributions holds $\log \frac{\alpha_{y}}{\alpha_{x}}=\frac{\alpha_{y}}{\alpha_{x}}-1$.
(v) there is an absence of unidirectional causality between time series $X$ and $Y$, if for the parameters of both distributions $p_{X}\left(x, \alpha_{x}\right)$ and $p_{Y}\left(y, \alpha_{y}\right)$ holds $\log \frac{\alpha_{x}}{\alpha_{y}}=-\frac{1}{2}\left[\frac{\alpha_{y}}{\alpha_{x}}-\frac{\alpha_{x}}{\alpha_{y}}\right]$ and $\frac{\alpha_{y}^{2}+\alpha_{x}^{2}}{\alpha_{x} \alpha_{y}} \neq 2 \alpha_{x} \alpha_{y}$.

Proof: The items (i) -(v) can be proven by a direct application of the directionality index and the expression of transfer entropy by means of Kullback-Leibler divergence for Laplacian distributions.

### 6.2 Causality detection between two Gaussian distributions

For the Gaussian distributions holds $\beta=2$ and Theorem 1 for the remaining parameters simplifies into the following corollary.

Corollary 2. Assume that times series $X, Y$ have Gaussian distributions given parametrically by $p_{X}\left(x, \alpha_{x}\right)=\frac{1}{\alpha_{x} \sqrt{\pi}} e^{-\left(|x| / \alpha_{x}\right)^{2}}$ and $p_{Y}\left(y, \alpha_{y}\right)=\frac{1}{\alpha_{y} \sqrt{\pi}} e^{-\left(|y| / \alpha_{y}\right)^{2}}, \alpha_{x}, \alpha_{y}>0$. Then
(i) there is a prevailing unidirectional causality from $Y$ to $X$, if for the parameters of both distributions $p_{X}\left(x, \alpha_{x}\right)$ and $p_{Y}\left(y, \alpha_{y}\right)$ holds $\frac{4 \log \left(\frac{\alpha_{x}}{a y_{x}}\right)+\sqrt{\pi}\left[\left(\frac{\alpha_{y}}{a_{x}}\right)^{2}-\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}\right]}{\sqrt{\pi})\left[\left(\frac{a_{y}}{a_{x}}\right)^{2}+\left(\frac{\alpha_{\alpha}}{\alpha_{y}}\right)^{2}\right]-2} \in(0,1>$.
(ii) there is a prevailing unidirectional causality from $X$ to $Y$, if for the parameters of both distributions holds $\left.\frac{4 \log \left(\frac{\alpha x}{\frac{\alpha}{y}}\right)+\sqrt{\pi}\left[\left(\frac{a_{y}}{\alpha_{x}}\right)^{2}-\left(\frac{\alpha x}{\alpha_{y}}\right)^{2}\right]}{\sqrt{\pi})\left[\left(\frac{\alpha_{y}}{a_{x}}\right)^{2}+\left(\frac{(x, x y}{\alpha_{y}}\right)^{2}\right]-2} \in<-1,0\right)$.
(iii) there is an explicit unidirectional causality from $Y$ to $X$, if for the parameters of both distributions holds $\log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)=\frac{\sqrt{\pi}}{4}\left[\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}+\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}\right]-\frac{1}{2}$.
(iv) there is an explicit unidirectional causality from $X$ to $Y$, if for the parameters of both distributions holds $\log \left(\frac{\alpha_{x}}{\alpha_{y}}\right)=1-\sqrt{\pi}\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{2}$.
(v) there is an absence of unidirectional causality between time series $X$ and $Y$, if for the parameters of both distributions $p_{X}\left(x, \alpha_{x}\right)$ and $p_{Y}\left(y, \alpha_{y}\right)$ holds $\log \frac{\alpha_{x}}{\alpha_{y}}=-\frac{\sqrt{\pi}}{4}\left[\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{2}-\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2}\right]$ and $\left(\frac{\alpha_{y}}{\alpha_{x}}\right)^{2}+$ $\left(\frac{\alpha_{x}}{\alpha_{y}}\right)^{2} \neq \frac{2}{\sqrt{\pi}}$.

Proof: The items (i) -(v) can be proven by a direct application of the directionality index and the expression of transfer entropy by means of Kullback-Leibler divergence for Gaussian distributions.

In praxis, for time series given by finite number of observations, one can apply methods for finding parameters of corresponding generalized Gaussian distributions, which these data sets interpolate. Knowing these parameters, the statements in our theorem and corollaries provide simple decision criteria about a presence or absence of causality between two time series.

## 7. Conclusion

In this paper we presented linear and non-linear methods on causality detection among time series, namely Granger causality and transfer entropy, respectively. We discussed their applications both in natural and social sciences. For the purpose of selecting a method for causality detection among time series, the approach of using statistical hypothesis testing techniques, applied in G-causality has several difficulties. The issue of multiple testing which is being done sequentially in general does not provide an optimal solution. In addition, there is no objective guideline for the choice of the input of the individual test (i.e. the size of the time series interval) and it is unclear how would such a choice influence the detection of causality. The main drawback of model dependent methods for causality detection is their instability. As expected, with a small or moderate number of observations, models close to each other are often hard to distinguish and the values of the model selection criterion are usually close to each other. A small change on the data may result in a choice of a different hypothesis. As a consequence, the causality detection based on the selected hypothesis may have a high variability (ill-posedness of the problem). The main conceptual advantage of the Granger causality model over the information-theoretical approaches to causality detection is its linearity and its straightforward generalization for multivariate time series testing. The main conceptual drawback of Granger causality is its inability to detect eventual non-linear causal relationships.

For the reasons stated above, in this paper we focused on causality detection by transfer entropy. We dealt with the Gaussian and some non-Gaussian distributions of natural phenomena as well of phenomena occurring in social sciences. We presented original and simple criteria for finite time series having generalized Gaussian distributions given parametrically representing natural or social phenomena which decide about a presence or absence of causality between them.
Our results can considerably simplify current more computationally demanding data processing methods applied in natural and social sciences for detection of causal relationships.
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# Karl Popper and the Social Sciences 

Sylvain K. Cibangu<br>Regis University, Denver, University of Washington, Seattle, USA

## 1. Introduction

The social sciences have a rich tradition, as shown by its various authors and theories found throughout written history. In the 1st century BC, for example, Seneca the younger stated that "human beings are social animals" (Cl.1.3.2). Not long before, in the 4th century BC, Aristotle insisted that "man is by nature [emphasis mine] a political animal" (Pol. 1.1.9). This chapter focuses on Karl Popper, a contemporary social thinker. Popper represented one of, if not, the most prolific authors that articulated the status of the social sciences. While Popper (1950/1971a, 1950/1971b, 1959/1992, 1963, 1972, 1982, 1983, 1991, 1996a) produced an extensive body of literature devoted to the social sciences, he has been given too little attention in modern social science historiography. Even though he "concentrated mainly on practical problems of the methodology of the social sciences" (Popper, 2008, p. 87), textbooks of social science methodology rarely include Popper's writings. Consequently, his works on the social sciences and/or psychology, including his dissertation, remain largely unknown.

This chapter explores the heretofore unexplored social themes that arise and recur in Popper's writings. To begin to redress this gap in the Popperian scholarship, Popper's (2008) recently published posthumous work is of particular interest to our discussion. I pay close attention to parts IV and V of this milestone book, which contains several of Popper's unpublished materials concerned with social issues. These materials were collected from various archives preserved respectively at Stanford University (USA), University of Canterbury (New Zealand), and Klagenfurt University (Austria). In addition, Popper's correspondence with the philosopher Rudolf Carnap (see Carnap's archives at the University of Pittsburg, USA) are included. Because the scope of this project is limited, further work is necessary, especially publication aimed at unearthing Popper's materials that are housed at the London School of Economics and Political Science. Indeed, the entire catalog of Popper's archived work represents an enormous amount of unpublished materials that cannot be adequately or faithfully reproduced in a single book chapter. It is important to warn the reader that Popper's oeuvre, and in fact, all his books (perhaps with the exception of Furschung der Logic) are comprised of a mélange of papers and drafts, written in a variety of genres, including lectures, correspondences, conference presentations, and drafts. Even though the majority of his work was written in English, each text was written under different circumstances, at different times, and for different purposes.

With such a prodigious catalog to take into consideration, a thematic approach makes the most sense. I have therefore made efforts to focus on Popper's themes that respond to the goals and scope of the present book chapter. Along the same lines, it is worth noting that "Popper's work has been among the most controversial, and influential, in twentiethcentury philosophy" (Catton \& Macdonald, 2004, p. 1). It follows that my aim is not to provide a complete explication of Popper's work, but instead, I offer an introduction/invitation to Popper's often forgotten contributions to the social sciences. After a quick biographical sketch, five key concepts will guide our reflections: (a) Popper and the world, (b) Popper and the social sciences, (c) Popper and society, (d) Popper and science, and (e) practical considerations.

A recent biography of Popper's life (Hacohen, 2000; Popper, 2008) sheds light on the underlying motivations of his work. Popper (1902-1994) was born and grew up in Vienna in an upper-class family, although neither of his parents were Austrian. His father was a Czech lawyer who settled in Vienna; his mother was Hungarian. Though they were Jewish, the family converted to Lutheranism. In 1928, Popper obtained his PhD at the University of Vienna in psychology of thinking, under the supervision of Karl L. Bühler (1879-1963). Bühler was the leading figure of Gestalt psychology at the time (ter Hark, 2003, 2004a, 2004b, 2006, 2009), which greatly influenced the development of Popper's social reflections. When the Nazis took power in 1937 in Germany, Popper migrated to New Zealand where he taught at the University of Canterbury in Christchurch. In 1946 at the close of World War II, he returned to Europe, and took a post at the London School of Economics and Political Science (University of London), and later he held several teaching positions in the US. Popper had a difficult life in Austria where he didn't feel at home: indeed, he lived as a foreigner for most of his life, and in 1994, he died as a foreigner as well in the outskirts of London. Discouraged by publication challenges, he was virtually unknown in academia and to the general public. These hardships are important to bear in mind in order to best understand his thoughts and writings. More precisely, the struggles for survival and the Nazi extermination of ideas, institutions, and populations foreground Popper's thoughts and works.

## 2. Popper and the world

To understand Popper's social theories, it is necessary to grasp his foundational ideas about the world (Popper, 1959, 1988). Popper distinguished three groups of worlds: (a) the physical world (world 1), which is the exterior and cosmic world, (b) the world of mental states and subjective knowledge (world 2), and (c) the world of social and recorded knowledge (world 3). World 1 concerns the cosmos and accompanying physical forces. World 2 involves the mental and subjective experiences of humans and the minds and feelings of animals. World 3 embraces social phenomena, namely: culture, language, laws, customs, and institutions, all of which are found in a recorded form of knowledge (e.g., utensils, houses, books, masks, tablets, and the like). Though interrelated, the three worlds are each autonomous and objective in that they can be tested and demonstrated independently from the subject. The tripartite cosmology provides the groundwork from which to understand the Popperian division of sciences. Inexplicably, authors tend to understand Popper's classification of sciences separately from his worldview, although these classifications are essential to understanding his social tenets as well. We will discuss the characteristics of science and social sciences below, but for now, note that the natural
sciences are conceived of as belonging to world 1, whereas the human and social sciences correspond to world 2 and world 3, respectively.

Even though each of the three worlds designates particular categorical qualities, each world can be connected with the same object at different levels. To illustrate, a book can be considered as a physical object, and for that reason the book belongs to world 1. As a physical object, the book, consisting of paper, ink, illustrations, and a cover, manifests a series of physical properties of the cosmos. However, the meaning of the printed words, as well as any comments and annotations made in the book, belong to world 2, since they represent the mental states of the author and readers, which correspond to a series of physical forces/entities. The content of the book is conveyed through forms of recorded knowledge (e.g., alphabet, paragraphs, and chapters, etc.), which belong to world 3. Recorded knowledge represents specific social institutions, such as publishing houses, libraries, universities, research centers, and nations, with each one performing specific activities, complete with their own force, and each of these social institutions operates within and through specific facilities. Popper envisaged a world 4 , comprised of arts and related objects, although he came to include its material in world 3 since art represents recorded knowledge. For Popper (1988), all the worlds together in aggregate form are an open universe-a universe of indeterminism, with unrestricted freedoms and unrestrictive theories. For this reason, Popper characterized scientific work through the rubric of its contributions to the world.

We will discuss the idea of open universe when we get to the concept of society, for now bear in mind that, as pointed out above, the three worlds pave the way to the classification of sciences.

## 3. Popper and the social sciences

In his later works, Popper (1991, 1996a, 1996b, 2008) devoted expansive and in-depth literature to describe the human and social sciences. Popper understood the social and human sciences to be interchangeable in order to best defend their scientific character, which is commonly thought to be subjective, weak, non-measurable, etc. (see Little, 1998; Rosenberg, 2008; Wallerstein et al., 1996). ${ }^{1}$ In Popper's logic, three dominant concepts characterize the social sciences as: (a) scientific, (b) objective, and (c) empirical. First, Popper understood the social sciences as sciences in the full sense of the word, a position that attempts to refute the widespread idea that the social sciences represent a weak form of science. Discussions of the scientific status of the social sciences (their methods, theories, and laws) are usually impaired by the common misunderstandings that authors entertain about physics and its laws. The point behind those misunderstandings is that
physical laws, or the "laws of nature", are valid anywhere and always; for the physical world is ruled by a system of physical uniformities invariable throughout space and time. Sociological laws, however, or the laws of social life, differ in different places and periods. (Popper, 1991, p. 5)

Popper's statement critiques the view that physical laws are more universal than the laws of social life. This view lacks empirical evidence and reveals a restricted understanding of both

[^0]the cosmos (world 1) and the social world (world 3). Remember that all three worlds are made of autonomous and objective physical entities. The laws of physics are the same in each of the three worlds. Therefore, by the virtue of their object of study, the social sciences are objective. Popper (1991) elaborated, "although historicism admits that there are plenty of typical social conditions whose regular recurrence can be observed, it denies that the regularities detectable in social life have the character of the immutable regularities of the physical world" (p. 5). One needs to bear in mind that historicism in the Popperian sense is different from that encountered in social science literature. According to Popper (1991, 1971a), historicism states that human history involves regularities and patterns with which the evolution of society can be understood and predicted. In this sense, historicism simply means evolutionism. ${ }^{2}$ The social sciences seek to pinpoint the regularities hidden in the physical processes of the social world with the goal of crafting newer problems and newer theories. Popper (1996b) explained,

The method of the social sciences, like that of the natural sciences, consists in trying out tentative solutions to those problems from which our investigations start. Solutions are proposed and criticized. If a proposed solution is not open to objective criticism, then it is excluded as unscientific. (p. 66)

Note how new problem-solving criticism, variedly called critical method, deductive logic, critical discussion, critical rationality, or rational criticism, characterizes all sciences, both social and natural. Certainly, scientific work involves testing proposed hypotheses and theories, while critical discussion leads to these tests.

I consider it important to identify scientific method, at least in first approximation, with the critical method... The method of science consists in the choice of problems and in the criticism of our ever tentative and provisional attempts to solve them. (Popper, 1996b, p. 74)

Criticism of encountered puzzles and suggested theories constitute the unifying method of sciences. However, this methodological foundation of sciences has been understood to indicate the uniformity of methods and disciplines. ${ }^{3}$ A quick semantic clarification may help advance the discussion. I should emphasize that the word method is an ambivalent concept found in social science literature. Not surprisingly, what Popper meant by method is often different from what authors and readers expect, and even more confusing, the term can hold fluctuating semantics within the same book. Furthermore, Popper did not supply a definition of the term, although he attempts to circumvent misunderstanding with the statement: "I do not intend to assert that there are no differences whatever between the methods of the theoretical sciences of nature and of society" (Popper, 1991, p. 120). In this specific context, thorough textual review reveals that Popper understood method as a fundamental and underlying strategy of science. Perhaps an analogy will help to illustrate method as a fundamental and underlying strategy. For example, the fundamental strategy for athletic success is competitiveness. However, while competitiveness is an underlying strategy for athletic success, it does not follow that athletic success is limited to one set of

[^1]rules, one set of techniques, and identical methods of scoring. The unity of fundamentals does not exclude the diversity of methods.

The second dominant concept, perhaps the most challenging in Popper's literature, is that Popper considered the social sciences to be objective. As noted earlier, Popper placed the social sciences in world 3, which contains definite physical entities/forces. These physical entities, which he also called propensities (Bächtold, 2006; Popper, 1990; Runde, 1996), confer an objective character to the social sciences. For this reason, the social sciences provide us with an objective understanding of the social world. Popper (1996b) refuted the misunderstanding that
objectivity in the social sciences is much more difficult to achieve (if it can be achieved at all) than in the natural sciences. For being objective demands that one is not biased by one's value judgments... But only in the rarest cases can the social scientist free himself from the value system of his own social class and so achieve even a limited degree of "value freedom" or objectivity. (p. 68)

Against this misunderstanding, Popper situated objectivity in a much more communal and inter-subjective sense than is usually perceived within the natural sciences, wherein the researcher is often seen as the sole center of science. Locating objectivity in an intersubjective way highlights the social world of science as necessary to ensure objectivity itself, since the exchanges that happen in such inter-subjective engagements as peer review and criticism, can filter out biases. Further, Popper rejected the idea of science that is merely a matter of personal choices and preferences, though he allowed that personal choices and preferences can potentially be part of the research process. He noted,

It is completely erroneous to believe that the attitude of the natural scientist is more objective than that of the social scientist... The objectivity of science is not a matter for the individual scientist, but rather the social result of mutual criticism, of the friendlyhostile division of labour among scientists, of their co-operation and also of their competition... Objectivity can only be explained in terms of social ideas such as competition (both of individual scientists and of various schools of thoughts); tradition (that is the critical tradition); social institutions (for instance, publications in various competing journals and by various competing publishers; discussions at congresses); the power of the state (that is, its political tolerance of free discussion). (1996b, pp. 72-73)

Objectivity, then, is not a goal in and by itself, nor the achievement of an individual scientist, but a nest of autonomous, objective, and physical entities of world 3, namely: communities, groups, institutions, and venues that criticize the researcher's proposed theories. Objectivity derives from the combination of these social and physical forces. In other words, objectivity is the byproduct of critical inter-subjectivity such that the subject does not command on his/her own. As explained earlier, the social world carries physical forces with it. Most pertinently, Popper referred to verstehende Soziologie (see Cibangu, in press), as a sociology of objective understanding. Objective understanding rests on the hermeneutic tradition of inter-subjective interpretations and criticisms, the product of which is not bound to an individual's opinions and preferences.

Social institutions determine the peculiarly social character of our social environment. They consist of all the social realities of the social world, realities which correspond to
the things of the physical world. A grocer's shop or a university institute or a police force or a law are, in this sense, social institutions. (Popper, 1996b, p. 80)

Just as objective statements of the natural sciences involve physical entities of world 1, objective statements of the human and social sciences also involve the physical entities of world 2 and world 3, respectively. The social entities embody the fabric of inter-subjective exchanges, of which the social sciences endeavor to show the (objective) understanding. To be clear, a more telling expression with which to determine objective understanding might be that of trans-subjective undertakings. The understanding obtained in the social sciences is one that reflects a trans-subjective (i.e., beyond-subjective) reality.

The third and last concept that characterizes the social sciences is empirical (Popper, 1959; Shearmur, 2006). While doubt can be raised as to whether the social sciences are empirical or non-empirical, Popper classed the social sciences as empirical. A close look reveals that Popper held two major lines of thought as to what constitutes an empirical approach. On the one hand, Popper understood empirical sciences in the traditional sense; that is, the sciences that deal with experiment and observation, using induction as their sole method of analysis. Also called applied sciences, these represent the sciences that Popper was most critical of. The traditional sense of empirical sciences reflects the 17-19th-century model that depicts science as a replication of natural laws and theory as a non-sense. On the other hand, Popper took the empirical sciences as ones that go beyond the limitations of inductivism. Popper's view heralds the methodology of modern empirical sciences. Popper rejected inductivism as the conduit of universal truths. Popper's now canonical example of inductive reasoning is helpful here: imagine that a researcher observes all of the swans in the world, and one by one, found that every swan is white. According to induction, the researcher is allowed to conclude that all swans are white: the conclusion is therefore valid, since it proceeds from a higher number of observed particulars to a universal statement. Popper found such typical inductivist conclusions implausible. Even if the researcher has found by inductive experiments that all observed swans are white, the veracity of the statement, all swans are white, is not guaranteed. In other words, the conclusion that all swans are white is simply a situational statement, not a universal truth. For example, there may have been red swans two millennia ago, or, there may be grey swans in the future, or there may be brown swans in a location unknown to the researcher. This shows that experimental inductivism is always context-bound and cannot lead to universal truths.

Because observation is limited, researchers use deductive reasoning, applying principles of logic to come to a conclusion. However, with deductive logic or deductive induction, particular statements lead to a particular understanding of the situation at hand. Logic deals with the case analysis of particular situations (see Cibangu, in press). At the same time, deductive logic can lead to statements that are stronger about, and nearer to the truth, than are the statements derived from, and limited to observational context. In this respect, the second kind of empirical sciences involve deductive logic through the test of theories. Popper understood deductive logic to be the characteristic of science. The scientists' role "is to analyse their logical consequences [of statements]: to point out their fertility - their power to elucidate the problems of the theory of knowledge" (Popper, 1959, p. 38). Even though induction and deduction are inadequate on their own, Popper showed that in combination at the logical, not experimental, level, they lead to stronger conclusions and stronger methodologies. Putting both kinds together, Popper (1959) viewed empirical sciences as
ones that engage experiment and/or the testing of theories. The endeavor to test theories consists of critically/logically confronting them with empirical evidence. Empirical evidence represents the real world with which humans are confronted. Context-bound observation (inductivism) tends to limit the real world. In essence, empirical sciences are characterized by the following scheme: problems, theories, criticisms, and new problems (see Popper, 1996a, p. 158). The goal is to suggest new paths of research. Though concerned with experience and experiment, empirical is not the end product of science. Science is earmarked by the process of forging newer and newer theories.

One of the most misled tendencies among authors is to view empirical and theoretical concepts as opposite and exclusive. Hence, one would think that the empirical sciences are best undertaken when one avoids the theoretical dimension of research. However, Popper (1996b) noted, "there is no such thing as purely observational [empirical] science; there are only sciences in which we theorize (more or less consciously and critically). This also holds true for the social sciences" (p. 78). Theories represent the hallmark of the empirical sciences, and of all sciences. Modern empirical or applied sciences involve a great deal of theorization. Empirical science simply means that theories are tested and applied in particular circumstances, and under particular forces of the social world. To further highlight the characteristics outlined above, Popper identified one method to be unique to the social sciences, which he referred to as the method of objective understanding, or, alternately, situational logic. The method springs from the idea of objective understanding attributed to the social sciences. Popper (1996b) explained,

> The logical investigation of the methods of economics yields a result which can be applied to all social sciences. This result shows that there is a purely objective method in the social sciences, which may well be called the method of objective understanding, or situational logic... Objective "understanding" consists in realizing that the action was objectively appropriate to the situation... Situational logic assumes a physical world in which we act. [emphasis in original] (pp. 79-80)

Objective understanding takes us into a world-like environment, the patterns and regularities of which embody logic and/or meaning. The researcher is called to analyze the logic and meaning of the selected situation within the social world.

Situational analysis is Popper's attempt to overcome the interpretive-positivistic divide. Popper (1996a) explained that, "the fundamental problem of the social sciences is to explain and understand events in terms of human actions and social situations. The key term here is 'social situation' [emphasis in original]" (p. 166). Clearly, Popper was of the opinion that both interpretive and positivistic knowledge are needed in order to disentangle the human actions and the physical entities hidden in the situation at hand. Situational analysis transcends the interpretive-positivistic divide, since "the situational analysis will comprise some physical things and some of their properties and states, some social institutions and some of their properties, some aims, and some elements of knowledge" (Popper, 1996a, p. 168). Note the notion of properties (i.e., autonomous physical forces or entities discussed earlier) along with the social and human elements. Certainly, these physical forces imply objective knowledge. With the objective understanding of the patterns behind lived experiences and phenomena, interpretivism goes far beyond the ability to interpret meaning and text, and draws on broader (inter-subjective) independent forces. Situational analysis is a model with which to interpret the patterns hidden beneath
phenomena. While Popper (see 1996a, p. 173) wished to consider situational analysis as the property of the social sciences (Gorton, 2006), situational analysis presents all the right ingredients for the natural sciences as well (e.g., objective, logic, test, hypotheses, experience, etc.). The characteristics of the social sciences seen above make this method of the social sciences a strong candidate for the natural sciences.

Closely related to situational analysis is the concept of methodological individualism. Although strongly supported by Popper, methodological individualism is neither Popper's (1971a, 1971b) concept nor his theory. The method can be traced as far back as to Aristotle's (4th c. BC, 1924) idea that professions and their organizations correspond to human needs. Methodological individualism serves as a channel of objectivity (i.e., inter-subjective exchanges) that situational analysis claims to bring. The idea is that social science objectivity does not seek to supplant individual agency and related particular entities in the name of social collective forces and structures. Therefore, methodological individualism rejects totalitarianism and collectivism (Chalmers, 1985; Gonzalez, 2004). Methodological individualism constitutes in part a response to Gestalt psychology which teaches that the brain as a whole provides explanation for all specific human sensations (i.e., vision, touch, smell, taste, and hearing). Furthermore, Popper's extensive rebuttal against psychologism, is foundational to his social teachings -- a body of work that is largely unknown and remains unpublished (ter Hark, 2003, 2004a, 2004b, 2006, 2009). Popper presented a context-specific explanation of human sensorial phenomena distinct from psychologism. The three worlds, the physical, the mental, and the social, are not a mere human representation, but they each contain entities endowed with autonomous processes.

For Popper, the interpretation of social phenomena must be achieved according to specific relations between autonomous individuals, their actions, and collective bodies. Popper (2008) noted,

Collectivism is here attached to such views as that the individual is unimportant while some "collective body" such as race, or class, or nation, is all-important, if not divine, and the social sciences have to study the structure and especially the movement and the development and the history of "collective bodies". (p. 134)
The espousal of methodological individualism, in rejection of collectivism, speaks to the various hardships Popper encountered all along his life. Popper did not seek to debunk social structures, but to argue for an open society. He urged methodological individualism because "we must try to understand all collective [social] phenomena as due to the actions, interactions, aims, and thoughts of individual men, and as due to [the] traditions created and preserved by individual men" (Popper, 1991, p. 157). Stated differently, transsubjectivity does not entail totalitarian trans-plantation of a group's agendas and preferences onto the rest of humanity, rather, it can mean ongoing affirmation of individuals' agencies and needed physical entities. Trans-subjectivity implies that situational analysis is not about totality and collectivity, but the quality of individuals' lives, their actions, and needed physical entities. In addition, Popper considered academic work to be a tool for making the world a better place, since "it is, however, quite obviously the task of all thinking people to do their best to bring about a better world" (Popper, 2008, p. 289). Methodological individualism privileges each and every individual, with his/her actions, choices, and physical entities.

## 4. Popper and society

Popper distinguished two kinds of societies; the open society is based on critical discussion about such human pursuits as achievements, decisions, goals, and authority, whereas the closed society does not allow for social criticism, and may even exterminate individuals, their ideas, and properties. Popper believed that "it [open society] introduces a new and practical view of social methodology" (Popper, 2008, p. 110), which resists closed thoughts, structures and actions. For better or worse, the widespread fixation of Popper's work on the field of philosophy of science ${ }^{4}$ and ensuing debates has led to no small neglect of Popper's social doctrine. As his key social tenet, Popper fought for an open society, a society in which we are actors of our history and makers of our destiny. It is inexplicable that "most commentators think of Popper and his intellectual legacy primarily in terms of his philosophy of science" (Sassower, 2006, p. 7). The open society gives a markedly social tenor to the wide range of Popper's thoughts from scientific work, to knowledge and methodology.

In rebuttal against the commonly held idea that Popper's work falls exclusively under philosophy of science, Popper (2008) clarified the focus of his study, saying,

By inclination and by choice, my fields of study are the natural sciences - physics and biology - and especially their methods. Yet I came to think seriously about [the] problems of our political and social responsibilities... in my sixteenth year [he was born in 1902]... In 1938 [a year after he migrated to New Zealand], when I heard the news that Hitler had invaded Austria, my homeland, I decided to write down some of my thoughts about political freedom. (p. 355)

Certainly, social issues became the focal point of Popper's lifelong concerns. Psychology of the brain was Popper's formative field, which drew primarily on physics and biology, and left its indelible mark on Popper's understanding of social science methodology. In effect, though not always acknowledged, Popper's concepts are to be taken "as means to broad social and political ends, and not as ends in themselves" (Sassower, 2006, p. 40). In light of the dire conditions endured in Austria and beyond, open society has become Popper's overarching thesis. A closed society is characterized by abstract, repressive, uncontextualized, and disconnected truths, all of which lead to passivity, stagnation, misery, and monotony. An open society cherishes creativity and participation of all individuals.
The concept of an open society was not invented by Popper. Popper (1971a, p. 202) acknowledged that he borrowed the phrase from the French philosopher Henri Bergson (18591941). In a later statement, Popper argued that the German poet Heinrich Heine (1797-1856) used the concept open and closed society before Bergson: "Much later I found that, long before Bergson, the German poet and historian of ideas, Heinrich Heine, had also used it [open/closed society]: he described (approximately in 1850) Prussian society as closed society, and French society as open" (Popper, 2008, pp. 388-389). However, no firm evidence has been found to prove this claim (Popper, 2008, p. 478, footnote 6, see also Heine, 1840/2006). Remember that a large part of Heine's works were burned at Opernplatz (Berlin) in 1933 by the Nazis (see Micha Ullman, s.d.). Heine's words referring to the burning of books and people had been engraved at the Opernplatz (Bebelplatz) site and can be seen to this day.

[^2]An open society is not fixed in a specific social system, but is an ongoing journey along the lines of which we critically review our actions, theories, ideas, and structures in the hopes of enjoying fuller lives. Open society lends itself to a broader scheme of open science and open universe (Popper, 1988). In an open universe, humans can dream the highest, reach the broadest, and feel the deepest while a closed universe confines and crushes minds and hearts. The concept of open universe includes more than open dimensional space. It includes the conceptual, creative, and critical spaces for human thought and action. In addition, open universe folds in the laws of nature as the forces that fulfill and advance all individuals and their properties. For example, the more openness roses enjoy the more they radiate fragrance, but when roses endure closedness, the less they thrive. Similarly, better human lives require open space/universe for our bodies, feelings, ideas, and societies. Open universe loosens the shackles of social systems under which we struggle to survive despite financial and emotional pressures. Unrestricted freedoms and unrestrictive theories mark the difference between open science and closed science (science and non-science), open and closed world, open and closed universe, and open and closed society.
This value of openness fueled Popper's critique of historicism. Historicism teaches that a few people have "the supreme task of the great men and great nations to become actors on the stage of history" (Popper, 2008, p. 133), and it is a natural law that a given race is considered to be the chosen people and the required instrument of evolution and human destiny (Popper, 1971a). Under historicism, the rest of humanity is called to emulate the biological and human superiority of the chosen people. He also spoke of spiritual historicism in the sense that a given race is considered to be the people chosen by God and the instrument of God's will. Against this belief, Popper argued that no one group of people and race can totalize and supplant humanity and its complexity. This shows how the idea of the chosen people can also be applied to racism. One of the most forgotten tenets of Popper is his characterization of racism. Popper included racism under the umbrella of historicism (see Popper, 1971a, pp. 9-10). Methodological individualism comes in sharp contrast with racism and historicism since both impair the open society.
While it is not uncommon to defend society with the belief that a group of people are chosen whereas others are not, the belief of the chosen people is brought to greater light when humans are faced with various kinds of challenges and predicaments. At another level, Popper described historicism with the idea of economic development wherein the chosen people are presented to be the instrument of economic progress, and whose stages of development other societies ought to emulate. These days of endemic economic crisis that reel across the globe offer a perfect opportunity to witness examples of the chosen people concept. Imagine someone has been laid-off from work. The system of the chosen people is so engrained in our heads that we tend to rationalize someone's job loss by saying that the person might not be meant (chosen) for that job in that particular company. The person is thus advised to seek work elsewhere, if she can. Rarely do we argue that those who had remained in the company are not as well made to be there, or that they have to look for work someplace else. It all appears that, for better or worse, the departure of the laid-off person and the staying of the others in the company ensures a normal and stable society. With the idea of the chosen people, society becomes closed, and the ability to build, revise, and improve basic services, systems, and individuals' actions fades. An open society, however, achieves the unrestricted manifestation and fulfillment of individuals' lives and their worlds. Open society seeks to "fight against avoidable concrete evils such as avoidable
misery" (Popper, 2008, p. 118). It does not mean that one cannot lay off a person in a reasonable manner, but that an open society endows all individuals with fuller life. All are chosen and entitled to live to the full.

As one can see, the open society calls for a full review of our thinking in order to bring about a better world for each and every human. Consequently, situational analysis's role is to criticize, affirm, and illuminate the actions, relations, values, properties, and potentials of each and every individual. An open society implies an open universe, a universe which is indeterminate in order to allow unrestrained and fuller fulfillment of individuals. This also implies an unrestrictive science which is always open and incomplete. As Popper (1996a) put it so well, "I regard freedom, political freedom as well as a free and open mind, as one of the greatest, if not the [emphasis in original] greatest, value that our life can offer us" (p. ix). The open society is a way of life, from thinking to acting to feeling to being. As mentioned above, science is not exempt from the open society.

Popper's extensive comparison of the open society with Western societies can lead people to believe that the open society must be found in Western societies. Popper (2008) wrote,

Western societies are the freest, the most tolerant, the fairest, and the least violent societies of which we know: with the exception perhaps of pre-twentieth-century Eskimo society. In this there were some cases of murder or manslaughter, but no other forms of violence, as far as we know. These Eskimos lived almost without government... The truth is that... they [Western societies] are the only societies in which there is much freedom; in which much is done for the welfare of the needy; in which there is much equality before the law, and in which there is much toleration. (p. 317)
While such a statement implies that the open society is exemplified in Western societies, there are a number of nuances to consider, from which I have selected the three most important. The first nuance is that Popper recognized the Eskimos as an exception/corrective to his understanding of society without violence. Meanwhile considerable anthropological materials show numerous non-Western societies (Lévi-Strauss, 1948; Malinowski, 1922/1984; Murdock, 1959) that had lived for centuries without major violence, repression, genocide, etc. Among others, the sense of cohesion and community is predominant in several non-Western societies. ${ }^{5}$ To illustrate, democracy is widely considered to be one of the most obvious signs of a fair society. While it has been formalized in the past few centuries in the West, democracy is not a specialized Western product. Sen (2009) wrote, "there were, in fact, several experiments in local democracy in ancient India... We have to look beyond thinking of democracy only in terms of European and American evolution" (p. 322). The signs of a fair society, such as democracy, justice, equality, and the like are deeply engrained in the hearts and minds of all humans. It doesn't mean that all societies of the world are fair, but that ideas of democracy, justice, equality, etc. are not alien to human nature nor are they reserved to a specific class/nation. This is why even within the most vicious regimes one finds voices of opposition. Sen (2009) went on, "the practice of elections, in fact, has had a considerable history in non-Western societies" (p. 330). Yearning for a better world, all societies can align perfectly with the concept of an open society. The second nuance after Popper's recognition of Eskimos is that critical

[^3]discussion was prominent in several non-Western societies. For example, in the event of repeated/proven improprieties, a king could easily be deposed by a group of sages in the Luba empire in Africa (Reefe, 1981). Another example, among many, can be found in ancient India (Mookerji, 1919, Sen, 2005). Discussions about the substantial issues of daily life have preoccupied humans across cultures and times. The third and last nuance relates to Popper's (2008) clarification that "of course, our society [Western] is very far from perfect" (p. 317). As it should be clear now, the open society is a journey in which Western societies are also partaking like any other society.

Popper recognized that an open society is not fixed in a particular system, but he also emphasized that there is much work that needs to be done in Western societies. The fact that work needs to done in Western societies underlines humanity's deep-seeded search for freedom. This search is far from finished in any human society. Humans are engaged in a movement towards improvement and a better world.

Although I look upon our Western welfare state with critical eyes, I assert that we in the West have achieved a greater degree of freedom and justice than any other civilization of which we have knowledge; even though there is still too much oppression and injustice about, and even though the great hope has not been fulfilled that by combating poverty and tyranny we shall be able also to eliminate or at least reduce unhappiness, alcoholism, drug-taking, and crime. Thus although I regard our society as greatly in need of improvement and reform, I assert that we have achieved much, in spite of the many grave mistakes we have made. The evolution of our society towards a freer and more open society is not the result of impersonal historical laws. It is, I suggest, the result of a movement for freedom... This movement has its basis in a longing for freedom, and in a generous impulse of uncounted and unknown men to better the lot of their fellow men, to produce a better world. [emphasis mine] (Popper, 2008, p. 301)

An open society proves to be a vision in the direction (Western) societies are called to journey in order to improve people's destiny and make the world a better place. Western civilization is not, in and by itself, the end goal of the open society; rather the open society seeks to bring about a better world and create fuller life.

The open society does not come by the mere multiplication of nice and good-hearted individuals talented with bright dreams, but it comes by the hard work of criticizing what has been done and what ought to be done in the interest of all. "What is needed, what must be added to our dreams of a good society is, more than anything else, hard critical thinking... Hard critical thinking is painful and unpopular" (Popper, 2008, p. 289). Policies and decisions ought to be the subject of ongoing criticism in order to implement an open society. Without critical discussion, the offered basic freedoms and other social advantages become unproductive and repressive. The open society is not a gift or check generously awarded by powerfully philanthropic and/or political figure(s), but it is a way of life secured by critical thinking. Safety does not come from weapons, but from critical thinking.
Popper outlined the three principles of critical thinking as follows (Popper, 2008, p. 323):

1. I may be wrong and you may be right
2. Let us talk things over rationally
3. We may get nearer to the truth, even though we do not reach agreement

The first principle is based on the fact that humans are prone to error, even with the best intentions. The second principle highlights the idea that errors can be corrected and appreciated through critical discussion. Error doesn't necessarily mean lack of knowledge. An error can lead to a discovery and/or stronger understanding of that which is being studied. The third principle concerns the idea of journeying, not arriving, towards the truth. Arriving means there is no longer any horizon or vision to head to and long for. We can arrive at a specific location or goal, but we will always need horizons in order to see better and farther. Popper used the concept of biological adaptability to illustrate the open society and its core methodology, critical thinking. Biological adaptability allows individuals to face and survive fluctuating environments. Inflexibility, or the lack of adaptability of a society, leads to the necessity of extermination. With critical thinking, people learn from mistakes and challenges to forge newer and more efficient paths in their journey towards a better world. The search for and discovery of newer paths make critical thinking the cornerstone of science.

## 5. Popper and science

What distinguishes science from non-science is not experiment or predictability, but theory. One could undertake a work that changes the whole world, but without theory the work is mere activism, philanthropy, prediction, or exposition. Popper (1996b) insisted, "in the sciences [social and natural], we work with theories [emphasis mine], that is to say, with deductive systems" (p. 75). For the characteristics of a theory see my other book chapter (Cibangu, in press). Deductive systems involve the reflections devoted to the logical consequences of the researcher's statements. Theories are looked at through critical discussion. The goal of science is not to proclaim the universal truths observed and collected from induction, but to be open to the criticism of obtained statements. Critical discussion is based on deductive logic to free the particulars and individualities from the extermination of the whole. In the Popperian sense, the ability to criticize and/or craft a theory is the fundamental method that differentiates science from non-science. This method is also called the trial and error theory or searchlight theory (ter Hark, 2003, 2004a, 2004b, 2006, 2009) of knowledge acquisition. Searchlight theory has the nuance of theory as search of light, and not as a fixed container of truth. We acquire knowledge through the process of trial and error. Though we have natural dispositions to it, knowledge is not something innate, but is discovered through applying a set of theories and constructs to a particular context. Popper first mentioned the trial and error method in his dissertation, explaining that "the method of science is one of tentative attempts (or brain-waves) to solve our problems which are controlled by the most severe criticism. It is a critical development of the method of 'trial and error'" (Popper, 1996b, p. 67). The trial and error method allows for falsification.

According to Popper, the distinct feature of scientific knowledge does not reside in the objective laws of nature and society, nor in the ability to verify and replicate the findings and suggested theories, but in the criticism of proposed theories and related concepts. Falsifiability comes through critical discussion, a method in which particular situations are examined on the basis of trial and error. As Keuth (2005) noted, "every universal statement is falsifiable [emphasis in original]" (p. 31) since there are no monolithic, universal truths. Scientific statements are and should be falsifiable under specific conditions and circumstances. When a statement's, proposition's, or an idea's falsifiability is acknowledged,
this does not necessarily mean that these statements are useless. Nevertheless, scientists and policy-makers should be aware that the falsifiability of their claims (or some portion of their claims) is probable, instead of simply enjoying the ethos gained by the unchallenged use and occasional imposition of their claims. To be aware of the certainty of falsifiability requires an expectance that critical discussion will aim to falsify, or more precisely, to bring into greater focus the prone-to-error dimensions of obtained statements, decisions, or policies. Falsifiability, not predictability as is often suggested, represents the status of proposed theories, which in turn call for critical discussion in order to yield the most likely answer to problems posed.

Without critical discussion, the Popperian falsifiability or falsification loses its purpose. While falsifiability has been widely known as the marker of Popper's work, it has obscured Popper's epistemological teachings, the most dominant theme of which is the trial and error method of knowledge. It is questionable that most discussions about the social sciences do not address the concept of falsifiability, and simply leave it to philosophers of science. As a result, the broader setting upon which falsifiability is anchored often escapes authors' attention. In sum, important ideas used by Popper $(1959,1972)$ to explain falsifiability are trial and error theory of knowledge, natural selection, and survival of the fittest theory. Crafted in his dissertation, trial and error theory characterizes Popper's methodology. Trial and error method allows a proposed theory to survive the process of natural selection and become the fittest theory. With trial and error being the key criterion of scientific knowledge, one cannot verify, but only falsify theories. Trial and error method ensures the objectivity of scientific work. Popper wrote,

The so-called objectivity of science lies in the objectivity of the critical method; that is, above all, in the fact that no theory is exempt from criticism, and further, in the fact that the logical instrument of criticism - the logical contradiction - is objective. (1996b, p. 67)
Critical discussion comes into existence through inter-subjective exchanges. Critical discussion bridges the space between individuals and thus beyond subjectivity to reach the most truth-like knowledge. As stated earlier, no theory or ensuing institutions should outstrip the centrality and urgency of criticism. Falsifiability concerns all theories involved in the research process.

The question becomes whether one can or cannot criticize ones' philosophical underpinnings, namely: traditions, beliefs, worldviews, convictions, values, goals, standards, and decisions that sustain research. Popper argued that since philosophical underpinnings can prove to have a deep-seated, and often unnoticed, impact upon research and society, they need criticism all the more. He noted, "we also hold theories which we take for granted more or less unconsciously and therefore uncritically; and these uncritically held theories often contain the strongest reason for continuing to hold to other theories consciously" (1983, p. 14). These are all philosophical underpinnings from which we develop and defend other theories concerning reality and the world in which we live. Taken-for-granted theories, so to speak, rule our conscious endeavors. It is worth pointing out that the Popperian critical discussion is not synonymous with agnosticism, a philosophical current that excludes all knowledge. To be clear, Popper did not claim that a truth and a theory cannot and should not be tested, accepted, and maintained as such. Rather he advocated for an open science that always assesses our vulnerabilities and
attempts newer solutions. Popper did not propound a falsificationistic agnosticism, nor did he propound falsificationism that rejects all truths for the sake of falsifying. Using trial and error theory, he proposed falsifiability for the sake of open society.

Tested theories and/or statements can govern our values and priorities under given circumstances and at a given point in time. "There must be some [emphasis in original] kind of minimum philosophy common to, at least, a great majority of those living in an Open Society a minimum common denominator, leaving room for the mutual toleration of otherwise most diverse philosophies and views" (Popper, 2008, p. 137). Open society does not mean a society void of minimum goals, values, and priorities with which to go about our daily lives. The question remains as to how far toleration should go. This remark takes us to the realization that falsifiability is only a portion of Popper's broader social program.

With trial and error method, theories and human products are not holders of truth, but pointers of light in our endless search for greater light. The vulnerability of our theories is inter-subjectively assessed through the platform of critical discussion. Popper came to the thesis of falsifiability on the basis of the following grounds:

The theory is criticised from very many standpoints in order to bring out those points which may be vulnerable. And the testing of the theory proceeds by its vulnerable sides to as severe an examination as possible. This again is the trial and error method. Theories are put forward tentatively and tried out... Its success depends mainly on three conditions, namely, that sufficiently many and sufficiently different theories are offered, and that sufficiently severe tests are made. In this way, we may secure, if we are lucky, the survival of the fittest theory by a process of elimination [emphasis mine]. (1940, p. 404) ${ }^{6}$

Popper considered criticism to be a responsible process whereby a person's selected theories, propositions, hypotheses, and constructs are called in question for a better grasp of reality and more productive inquiry. Criticism is directed against a theory's vulnerability. To be precise, in Popper's perspective, one does not hold one's beliefs because they are true and absolute, but because they are true-like and vulnerable. Appraisal of the fittest theory does not eradicate vulnerability. Though it is usually taken as negative, vulnerability conveys the obligations, responsibilities, and challenges that a given theory brings with it. Remember that a closed society does not accept or acknowledge its vulnerable areas. Only in an open society, as discussed earlier, can we capture the points of vulnerability. The temptation, and in fact a disservice to Popper's legacy, is to strive for criticism-proof societies and forget our vulnerabilities and the ability to sort them out. Popper asked us to consider that

Scientific knowledge, and the human rationality that produces it, are, I believe, always fallible, or subject to error... Science and rationality have really very little to do with specialization and the appeal to expert authority... And it is the freedom from intellectual fashions and specializations that make science and rationality possible. (1996a, p. ix)

[^4]Taken this way, criticism engages with the structures, authorities, and ideas that impede our basic freedoms. A pertinent example is that of accountability, wherein all individuals are answerable for their actions, choices, and values. "Bacon and Descartes set up observation and reason as new authorities, and they set them up within each individual man" (Popper, 1989, p. 17). Fallibilism reminds us that we need to always be aware of how our vulnerability can impact our reason, experience, and observation, and how it has the potential to undermine basic freedoms.

Fallibilism is a significant element ... of the philosophical zeitgeist... It is worth reminding ourselves that Popper and the critical rationalist movement... were responsible for emphasising the limitations of science, and [of] our inquiry more generally... Even our simplest and most successful theories and our most elementary observation statements may be wrong. (Rowbottom, 2011, p. 147)

Despite science's technology-facilitated advances, the claims of scientists carry and induce definite errors. "The insight that all knowledge is fallible constitutes Popper's most formidable contribution to the understanding of science" (Stokes, 1998, p. 43). Though they are among the most commonly touted features of science, rigor, predictability, and experiment cannot override the fact that science, the methods used, the findings obtained, the conclusions reached, and the researchers involved are fallible. It is therefore unrealistic to ignore the inexorably fallible nature of scientific work and its various tools. In much the same way, Popper asserted that we are all vulnerable to falsifiability. ${ }^{7}$ One tends to forget this aspect of vulnerability that Popper clearly mentioned.

Perhaps a term that can help us understand Popper's conception of theories is nets. Popper (1988) wrote, "I see our scientific theories as human inventions - nets designed by us to catch the world" (p. 42). A net is essentially a pliable and removable tool that serves not to kill and destroy, but to allow the flow of water, liquid, air, and the like. The idea implies that a net is not a razor-wired wall with which to hurt and stop humans, but a set of threads through which humans gather ideas to catch and select a specific item for a specific goal. Like nets, theories are removable and pliable. The back-and-forth flow of water (ideas) and the pliability of nets speak to the open universe for which Popper fought. Only through theories as nets, not walls, can the areas of vulnerability be sorted out and brought to light for better actions. What we gain with the metaphor of theory as nets is that theories have holes through which we can take a peek at the future. In this sense, obtained theory does not blind, but enlightens the mind. In other words, the more holes we have in a theory, the more outlets we have to move forward in our journey. Critical discussion seeks to obtain-not absolute containers of truth, but the most vulnerable theories. Popper warned against the myth of agreement when it comes to critical discussion. He maintained that whether agreement is or is not reached, critical discussion brings us closer to the truth. The goal is not to reach agreement or obtain the truth, but to critically examine our undertakings in the hopes of assessing our areas of vulnerability and continuing our journey towards truth. With the metaphor of nets and their holes, theories are pointers to search out truth, but they are not truth in themselves.

[^5]Popper's biography lays the foundation of his writings. The Nazi domination of societal structures and the ensuing extermination of individuals' lives stand in stark contrast to Popper's overarching theme of open society, science, and universe wherein individuals can criticize social structures, human undertakings, organizations, and suggested theories. Popper did not reject fundamental truths such as basic concepts, goals, values, priorities, and objective realities of ordinary life, but these truths are not by nature immune from critical discussion. Critical discussion does not mean total rejection of tested and accepted knowledge. Instead, it is important to foster an open universe wherein inter-subjective criticism raises newer questions and pinpoints both the fittest and the least vulnerable theories and solutions. Open society has the potential to raise newer questions and try newer solutions. Popper understood open society as an ongoing journey.

## 6. Practical considerations

Let us consider contemporary global problems to see how the idea of open society has played out in our times. How far, for example, can we say our society is open? ${ }^{8}$ Popper listed five contemporary issues that impair the advent of an open society at the global level, namely: (1) world peace (against nuclear weapons), (2) population explosion, (3) bureaucracy, (4) children's education (against media propaganda of sex and violence), and (5) crime. It is impossible to provide a comprehensive list of the challenges, by nation, community, neighborhood, family, and individual, that threaten the open society. It is equally impossible to address these and many other challenges without an open society wherein theories are given as nets that provide further outlets, and not as walls that bar human creativity. Recently, several areas of vulnerabilities have come to the forefront: economic interdependence of our world, dozens of pacific Islands in danger of submersion, increasing weather-induced disasters, relentless incurable diseases, and global poverty. Critical discussion lends itself to be the forum of concerted efforts to make the world a better place. In my view, Popper neglected to give much of his attention to several key issues, including, but not limited to, women, animals, minorities, the environment, indigenous cultures, and the disabled.

## 7. Conclusion

While extensive literature has raised awareness about Popper's idea of falsifiability, it has given little to no attention Popper's social doctrine. Consequently, Popper's legacy figures among one of the most misunderstood topics of our times. To add to this lacuna, a great deal of Popper's material remains unpublished. His thinking is remarkably social, seeking to defend and improve people's lives in an open society, an open world, and an open universe, through an open science. The idea of chosen people is so engrained in our minds that we tend to see a few people as actors on the stage of history and others as recipients and emulators. Open society represents the core tenet of Popper's writings. Against the widespread belief that the social sciences represent a weak form of science, Popper supplied us with a strong sense of the social sciences as being fully scientific, objective, and empirical. It is erroneous to think that the laws of physics do not apply to the emotional and social

[^6]worlds. Popper attempted to show that science is not solely experiment or rigor, but rather, science generates theory and makes beneficial contribution(s) to the world. Popper suggested a richer understanding of scientific objectivity, which he located in intersubjective critical dialogue. To that end, Popper defended the trial and error theory, searchlight theory, and theory as nets, all of which remain scant in published analyses of Popper's work. Popper was not an agnostic social thinker, advocating falsifiability for the sake of it, and rejecting all form of knowledge. Rather, he advocated the submission of scientific knowledge to critical discussion as part of ensuring an open society. Productive criticism depends upon an open society in which we can freely assess the vulnerabilities and mistakes embedded in our theories to propose newer solutions for fuller human lives. Popper did not prescribe universal recipes for improving human lives; instead, he proposed an open society in which individuals' lives can be fully actualized. Thus, the details of creating and maintaining an open society are left open for further research. These and similar issues cannot be addressed within extant limited engagement of Popper's work. This chapter has shown some of the most important, and, yet, often forgotten themes of Popper's social thoughts.
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## Section 3

Coding and Cartographic Models

# A Simulation Approach to Validate Models Derived from Observational Studies 

Pierre N. Robillard and Simon Labelle<br>Ecole Polytechnique de Montréal<br>Canada

## 1. Introduction

Protocol analysis is a suitable approach for studying cognitive behaviors. It is a psychological research method that elicits verbal reports from research participants, and is used to study the thinking process in the cognitive sciences (cognitive psychology, behavior analysis). Consequently, much of what we know in most domains and particularly in software engineering about practitioners' cognitive processes is based on researchers' use of protocol analysis (Robillard et al, 1998). Trickett \& Trafton (2002) provide a comprehensive summary of practical how-to primers on protocol analysis. Hughes \& Parkes (2003) provide an excellent survey of trends in the use of verbal protocol analysis in software engineering research. They found that some difficulties associated with the technique are: (i) the effort of devising a valid and reliable encoding scheme; (ii) the time-consuming nature of the encoding process; and (iii) the problem of comparing the results of researchers who have applied different encoding schemes.
Coding is a strategy used in protocol analysis to extract values for quantitative variables from qualitative data collected from observations. Human behavior is characterized by coding schemes, and statistical tools are used to derive models of the behavioral patterns emerging from the tasks under study (Ericsson \& Simon, 1993).

The coding scheme defines the formalism for encoding the protocol, and should be capable of encoding the moves adequately and yet be formal enough to support quantitative analysis. A transcript entry is called a (verbal) move. The protocol transcript or verbatim account is an accurate written representation of all the moves performed by the participants during the observed session. The coding of a verbatim account is a subjective task that is very time-consuming. Consequently, the coding activities are the weak link in any study based on protocol analysis, in that two coders who perform the same move characterizations may have a different interpretation of the moves, and may not replicate exactly the same coding pattern. This behavior is natural, and it is unrealistic to expect exactly the same coding patterns from two coders, or even from the same coder.
In protocol analysis, reliability is associated with stability between coders (Baer, 1977), such stability being obtained by measuring the degree of similarity between the resulting codes. Coding is a subjective activity based on the assignment of qualitative codes to natural moves, and many approaches have been developed to evaluate the reliability of
coding activities (Carletta et al., 1997, Seaman, 1999, Foster et al, 2008). Stability could also mean that a coder codes in the same way during the entire experiment. One must verify that the coder will not introduce bias in one way or another during the various coding sessions (Medley \& Mitzel, 1963). For example, in software process assessments, studies have been conducted to benchmark Cohen's Kappa index, which is a measure of interrater reliability (Khaled, 1999).

The traditional scientific approach to validating models derived from experimental studies is to replicate the experiments. Experimental replication validates the appropriateness and reliability of the observed data, the correctness of the statistical analysis, and the significance of the results. Difficulties in replicating observational empirical studies arise from the impossibility of using the same people carrying out the same project in the same environment. However, a qualitative replication has a looser meaning, which is that it must only preserve the conditions set forth in the theory being tested (Seeman, 1999).

What is often recommended is to analyze the reliability of an empirical study before deriving a model based on these studies. Cronbach et al. (1972) suggest the theory of generalizability, where the factors that could affect reliability are identified, controlled experiments are repeated many times with one of the factors being modified each time, and the results are statistically compared. The idea is to define the environment for supporting the generalization of the results. This approach is considered the best for estimating reliability (Berk, 1979; Mitchell, 1979). However, it is very difficult to implement, since it requires a limited environmental setup and a relatively large amount of resources (Johnson \& Bolstad, 1973). Some authors also argue about the necessity for generalizability, finding this approach unduly complex (Nelson et al., 1977) and in some cases inappropriate for experiments where qualitative measurements are involved (Cooil \& Rust, 1994).

The term validity is potentially confusing when used in protocol analysis. The distinction is between the validity of the coding scheme, or variables derived from it, and the validity of the interpretation relating content variables to their causes or consequences. To assert that a category or variable is valid is to state that there is a correspondence between the category and the abstract concept that it represents. To assert that a research result based on protocol analysis is valid is to state that the finding does not depend upon the specific scheme or coder (Weber, 1990)

In the case of the validity of the coding scheme, measurement validity is defined by its representativeness and adequacy (Kerlinger, 1973; Curtis, 1980), validity often being confirmed by human experts (Herbert \& Attridge, 1975). Indeed, a detailed analysis by experts of the experimental setup may be necessary to judge the validity of the experiment. Another approach would be to measure the same phenomenon in various ways and then compare the results (Campbell \& Fiske, 1959). Many studies explore means to improve interrater reliability and use Monte Carlo investigation to measure the effect of the number of rating scale categories on levels of inter-rater reliability (Cicchetti et al., 1985).

Most studies are looking to improve the validity of the coding scheme and the reliability of the coders who are using it. The validity of the interpretation is crucially dependent on the validity of the model that is derived from the protocol analysis, and yet there is no single established definition of model validity and validation in the modeling literature.

Building confidence in the usefulness of a model is a gradual process, dispersed throughout the methodology, starting with problem identification, the coding scheme, the reliability of the coders, and the structure of the resulting model. The ultimate objective is to establish the validity of the structure of the model. Accuracy of the model behavior's reproduction of real behavior is also evaluated, but this is meaningful only if we already have sufficient confidence in the structure of the model (Barnas, 1996).

Nowadays, model structures derived from protocol analysis are built from the activity of one coder, whose reliability has been tested against that of another coder on a part of the protocol. The major assumption in protocol analysis is that a reliable model structure is built by a reliable coder using a valid coding scheme. It is assumed that, if another coder had done the coding, the same model structure would emerge.

Our research work leads us to consider the validity of interpretation of the model structure resulting from protocol analysis. We found no approach in the literature to evaluate the impact of subjective coding on the model structure.

The idea behind Monte Carlo Coding Replication (MCCR) is to simulate replication of the coding in the protocol analysis. The simulation generates codes with random variation of the qualitative interpretation within an observed range of variability. This enables the researcher to determine in which qualitative parameter ranges the resulting model structure remains invariable, or to evaluate the sensitivity of the model structure to these parameters. This paper presents an original approach to measure the impact of coding variability between reliable coders on the structure of the resulting models.

The simulation procedure consists of three steps that have been added to a standard protocol analysis procedure. The steps of the simulation procedure are described in the context of a real protocol analysis project. The next section introduces the components needed for the simulation in the context of an overview of protocol analysis, which leads to the problem to be solved by MCCR. The third section, which constitutes the core of this paper, presents in detail the three steps of the simulation procedure, which are the definition of the variability matrix, the performance of the simulation procedure and the reconstruction of the model from the simulated moves. The last section illustrates the impact of coder variability on the structure of the model from a real model built by the human coder.

## 2. Overview of protocol analysis and problem statement heading

The objective of the research project used to illustrate MCCR was to observe the activities of software team members during technical review meetings and to use protocol analysis to derive a model of the team's behavior during the meetings. The analysis approach used to derive the model is based on Exploratory Sequential Data Analysis (ESDA) (Sanderson \& Fisher, 1994), which is applicable to the analysis of systems, environments, or behavioral data, the sequential integrity of which has been preserved. More details of this study and its approach can be found in the publications of the review meeting model ( $\mathrm{D}^{\prime}$ Astous \& Robillard 2002, D'Astous et al., 2004). The model at the time it was published did not take into account the results obtained subsequently from the MCCR approach presented in this chapter.


Fig. 1. The four steps of the traditional approach to protocol analysis
Figure 1 illustrates the four steps (A to D) of the traditional protocol approach to model building derived from qualitative analysis, where the data collection approach is to videotape participants. For more details on traditional approach to protocol analysis see Trickett \& Trafton (2002).

### 2.1 STEP A: Protocol

A specially trained typist transcribes the videos to produce a document called a protocol. The transcription is a technical activity that requires considerable skill. The main difficulties arise from the naturalness of the discourse, the technical vocabulary, and verbal familiarity. The transcripts form the basic data for the analysis, although it is sometimes useful to refer back to the video to validate the meaning of a statement. A transcript entry is called a (verbal) move (Sinclair \& Coulthard, 1975; Edmonson, 1981), a move being a statement made by a single speaker. A series of related moves is called a sequence and a series of sequences is called a verbal interaction. During a conversation, a move is the contribution of a single speaker to a given sequence. It is, therefore, the basic element to be identified from the transcript. The protocol (transcription) is an accurate written representation of all the moves made by participants. Moves may be very short and monosyllabic, like No or Yes, or extended and last for a few minutes.

### 2.2 STEP B: Coding scheme

A coding scheme is derived from the application domain. The coding scheme defines the characteristics that are needed to describe a specific move, facilitate its identification, and provide the basis for coherent analysis. The definition of these characteristics is obtained through an iterative process of experimentation and validation of the coding scheme on one typical recording session. The coding scheme must be flexible, while at the same time maintaining the accuracy required by the researchers. The scheme should make it possible to focus on aspects judged to be relevant by the researchers. It should meet the theoretical attributes of interest and be objective (Olson et al., 1994). Objectivity deals with the reliability and validity of the coding scheme, while theoretical interest depends mainly on the domain and goals of the research. A coding scheme should be able to encode the moves adequately, and yet be formal enough to support quantitative analysis. Researchers in software engineering are even proposing a coding scheme to reduce the effort required to perform protocol analysis (Mayrhauser \& Lang, 1999). Cognitive ergonomists and software engineers are often involved in coding scheme definition.

The following illustrates the coding scheme developed for the model presented in this example (D'astous et al, 2004). Many characteristics are needed to describe a specific move, facilitate its identification, and provide the basis for coherent analysis. Table 1 defines the move characteristics.

An elementary syntax, including the separator symbol (/) between each characteristic, is used to code a move in such a way that it will facilitate automatic analysis. The generic code is then:

## ID/ACTIVITY/SUBJECT/DURATION/ATTRIBUTE

For example, in the 60th move by teammate $M$ (ID), $M$ makes an assertion consisting in the evaluation (ACTIVITY) of the design solution SOLx (SUBJECT), lasting 5 seconds and referring to the format used to describe SOLx, which is criteria F, CRIT:F (ATTRIBUTE). Its code is:

M60/EVA/ SOLx/05/CRIT:F
Table 2 defines the limited set of activities for the review sequence moves.

| Characteristics | Definition |
| :--- | :--- |
| ID | Identifies the move through the speaker and the rank in the polylog |
| ACTIVITY | Identifies the speaker's action |
| SUBJECT | Identifies the informational entity on which the activity is performed |
| DURATION | Identifies the duration of the move in seconds |
| ATTRIBUTE | Complements the subject, with respect to a criterion, fact, role, <br> content, project, sequence, etc. |

Table 1. Move characteristics

| Activity | Abr. | Definition |
| :--- | :--- | :--- |
| Evaluation | EVA | Judging the value of a subject. This evaluation can be <br> negative, positive, or neutral. |
| Justification | JUS | Arguing or explaining the rationale for a certain choice. It is <br> often necessary to follow up an evaluation with a <br> justification of the approach taken. |
| Information | INF | Providing new knowledge with respect to the nature of a <br> subject. |
| Hypothesis | HYP | Expressing a personal representation of a subject. This <br> representation is made through the use of expressions such <br> as "I believe that...," "I think ...," or "...maybe..." |
| Development | DEV | Presenting a new idea in detail. This is considered a creative <br> activity. |
| Introduction | Intro | Introducing the subject. |

Table 2. Types of activity found in review sequence moves

### 2.3 STEP C: Coder reliability

The coding scheme is applied on the protocol by coders. More than one coder is needed on a least part of the protocol to measure the inter-rater reliability. Coder A, who collaborated in defining the coding scheme, performed the first coding, called Version A. Coder B, trained by coder A, performed coding in many sessions, and is called Version B. This approach provides two coded versions of the same session with different coder characteristics. The codes were shown to be reliable, according to accepted practices (Cone, 1977; Cooil \& Rust, 1994). Coding scheme must be validated such that inter-rater dissents are regarded as a source of variance, but not as a possible bias.

Table 3 presents the Perreault and Leigh (1989) reliability index and Cohen's Kappa (1960) for the two versions. These indices, obtained from two different statistical approaches, are above a threshold estimated to signify good agreement between coders.

| Versions | Reliability Index | Std dev | Kappa |
| :---: | :---: | :---: | :---: |
| Version A and B | 0.83 | 0.020 | 0.68 |

Table 3. Perreault and Leigh reliability index and Cohen's Kappa

### 2.4 STEP D: Model building

The last step is to build a model or a theory from the analysis of the coded moves. The purpose of this research was to identify typical configurations of exchanges (i.e. configurations occurring with a significant frequency) in review meetings. The model presented is based on the Latent Semantic Analysis (LSA) statistical methods (Sackett, 1979; Allison \& Liker, 1982). The analysis of sequential structures using LSA is grounded in information theory. It enables the identification of units (moves, exchanges) that follow each other, with or without other units in between. The analysis consists of determining whether
or not the occurrence frequency of a given unit is independent of the occurrence frequency of another unit. These methods can be used in an iterative way, in several cycles, as long as LSA allows significant configurations to be detected.

This qualitative data analysis method is aimed at generating a model structure, and there are a number of approaches to strengthen, or confirm a proposition after it has been generated from the data. One method for helping to confirm findings, which is particularly well suited to most software engineering studies, is obtaining feedback on the findings from the subjects who provided the data in the first place. This strategy is sometimes called member checking (Seaman, 1999), and was the method used in this review meeting study. Participants, when presented with this model (see the box on the right-hand side of Figure 1), argue that it is only partially representative of the exchange patterns typical of a technical review meeting.

Confirmation of a qualitative model is a major endeavor. The whole qualitative approach is rigorous and objective, but the coding activity, which relies on the categorization of the protocol based on the coding scheme, may not be? What is the impact of coding variability on the derived model structure resulting from coder subjectivity? Would another coder deliver a different model structure?

Theoretically, each model could be different, depending on the intrinsic variability of sequences of coded moves. How can we know which model is the best? Assuming that it is feasible from a cost perspective to perform many codings and derive the corresponding model for each of them, it will be possible, for example, to consider only the model structure that is common to all models, or the features that are encountered most frequently.

This paper presents a novel approach based on Monte Carlo Coding Replication (MCCR), which enables the validation of the models by simulating numerous codings based on the inter-rater reliability measure. The approach consists of measuring the variability of the coding on a representative sample of the data, and then simulating that coding with the same variability for all the transcripts. The impact of the coding variability obtained from various simulated coders is then analyzed on the resulting model structures.

## 3. Simulation procedure

MCCR is an original simulation approach that has been developed to validate the model structure derived from protocol analysis. The main challenge is to characterize the variability of the coders in such a way as to be able to simulate sequences of coded moves that are within the inter-rater reliability level.

We present below a new approach to replicating coding activities based on Monte Carlo simulation. Underlying MCCR are the following two assumptions:

1. Reference sessions are representative of associated sessions, and consequently the variations between coders observed for one reference session are representative of the variations for any of the sessions associated with this reference session.
2. The simulated data will not generate hidden dependencies between the data, and the generated data will be similar to real data.

The first assumption is necessary in order to reduce the effort required to measure variability. In theory, all the sessions are unique and variability could be measured on each of them. Pragmatic considerations and the homogeneity of the sessions, in terms of reviewing activities, make this assumption reasonable. In case of doubt, or given enough resources, it could be validated on many sessions. The example used in this chapter to illustrate the MCCR is based on a single representative session. Many sessions were coded by two coders, and it was estimated by the coders that session 2 versions A and B were representative of all the sessions coded. The second assumption is guaranteed by the parameters of the normal distributions used for the simulations, which are specific to, and derived from, each session.
MCCR is based on two parameters. The first takes into account the qualitative and subjective differences observed between coders in the reference session to simulate the variability. The second takes into account the profile of moves within the real session to reconstruct the simulated sessions.

Figure 2 shows the three steps added ( E to G ) in the MCCR approach from the traditional approach. In Step E, the variability between coders, which is based on the reference coding sessions used to compute the inter-rater reliability index, is characterized. In Step F, these variability characteristics are fed to the simulator. In Step G, models are reconstructed from the simulated moves. Finally, a new model structure is derived based on the invariant structures, or the structures that have the greatest probability of occurrence.


Fig. 2. Three added steps for the MCCR approach

### 3.1 Step E: Coded move variability characteristics

Coded move variability is characterized according to two dimensions: coders (E1) and moves (E2). Step E1 characterizes the variability of code occurrence originating from the coders. Step E2 characterizes the variability of move duration originating from the protocol. In this step, simulated codes are assigned to appropriate moves, since the session duration is the same regardless of the coders (human or simulated).

The reliability and appropriateness of the coding scheme constitute major issues and are the subject of much research from a variety of viewpoints (Carletta et al., 1997) (Craggs \& Wood, 2005). The aim of the MCCR approach is to validate the resulting model structure by taking into account the variations in coder practices, assuming that the coding scheme is appropriate and the coders are reliable.

In Step E1, the variability for each code is characterized. For example, variation occurs when one coder evaluates a move as a DEV, while another considers it to be an EVA (See Table 2 for abbreviation meaning). The agreement matrix between two coders provides the probabilities of code occurrence.

Table 4 presents the number of occurrences of each code for Versions A and B for the reference session 2. For example, the element in the first line (DEV) and the first column (DEV) indicates that 11 moves were coded as DEV in both versions. The element in the second column (EVA) indicates that three moves coded DEV in Version A were coded EVA in Version B. Column JUS shows that no DEV move in Version A was coded JUS in Version B. The last column gives the total number of moves with a particular code in Version A. The last line gives the total number of moves with a particular code in Version B. For example, moves were coded DEV 20 times in Version A and 16 times in Version B, with 11 moves coded DEV in both versions. The values on the diagonal are the exact coded agreements for the two versions, which sums up to 106. An introductory move (INT), not shown in this table, is always the first move, the one that introduces the topic to be reviewed, and cannot be misjudged.

| Version A | Version B |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DEV | EVA | JUS | HYP | INF | TOTAL |  |
| DEV | $\mathbf{1 1}$ | 3 |  | 2 | 4 | 20 |  |
| EVA |  | $\mathbf{1 5}$ |  | 2 | 4 | 21 |  |
| JUS |  | 2 | $\mathbf{1 1}$ | 1 | 5 | 19 |  |
| HYP | 5 | 1 |  | $\mathbf{1 9}$ | 3 | 28 |  |
| INF |  |  | 2 | 1 | 50 | 53 |  |
| TOTAL | 16 | 21 | 13 | 25 | 66 | 141 |  |

Table 4. Code occurrences from Version A and Version B of session 2
Table 3, presented previously, shows that the two coded versions A and B of the session 2 are reliable for discourse analysis. With the current state of the art, it is not possible to claim that one version is better than another. The main challenge is to understand and quantify the impact of this variability on the model structure derived from this protocol analysis, where only one coder coded all the sessions. It is very time-consuming, and almost
impossible, to code all seven sessions many times in order to measure the variability of the resulting codes, as shown in this case for session 2.

In Step E2, the move duration, which is an intrinsic property of moves within a session, is characterized. Table 5 and Table 6 show the average duration of a move and its standard deviation respectively for the moves of Versions A and B. For example, the 11 DEV moves, which were coded DEV in both versions, have an average duration of 21.3 seconds with a standard deviation of 11.8 seconds. The 3 DEV moves of Version A that were coded EVA in Version B have an average duration of 8 seconds, with a standard deviation of 1.7 seconds. These tables provide the duration characteristics of code variability.

| Version A | Version B |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | DEV | EVA | JUS | $\boldsymbol{H Y P}$ | INF |
| DEV | 21.3 | 8 |  | 19 | 10.3 |
| EVA |  | 10.4 |  | 9.5 | 5 |
| JUS |  | 20 | 20.6 | 5 | 8.5 |
| HYP | 8 | 4 |  | 15.7 | 19.7 |
| INF |  |  | 9.5 | 3 | 15.1 |

Table 5. Average move duration in Versions A and B

| Version $\boldsymbol{A}$ |  | Version B |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | DEV | EVA | JUS | HYP | INF |
| DEV | 11.8 | 1.7 |  | 5.7 | 6.1 |
| EVA |  | 6.7 |  | 3.5 | 2.9 |
| JUS |  | 5 | 13.3 | 3 | 4.4 |
| HYP | 3.2 | 3 |  | 10,7 | 16.2 |
| INF |  |  | 4.9 | 2 | 12.9 |

Table 6. Standard deviation for move duration in Versions A and B
The three tables needed for Step E can be easily and automatically computed from the coded move sessions. This approach requires that all the moves in a session be defined before coding. All coders code the same number of moves in a given session. All the moves are identified in the protocol with a unique ID. For example, coders will not have to decide whether an utterance accounts for one or two moves.

### 3.2 Step F: Simulation procedure

The Monte Carlo simulation of a session uses the coder and move duration characteristics obtained in Step E to produce a simulated session. The simulation procedure is performed following five steps. Step F1 and F2 simulates a new sequence of codes according to the coder variability characteristics. Step F3, F4 and F5 associates each simulated code to a corresponding move, according to the duration characteristics of each type of code. The number of moves per session is not modified by the simulation. First, all simulated sessions have to be coded by one human coder, which is Version A (see Figure 2). The
reliability index and the Kappa coefficient are calculated for each simulated session based on Version A, and should be near or above the values computed in Table 3 to be considered reliable.


Fig. 3. Steps for the simulation of a session
Figure 3 illustrates the five steps of the simulation procedure, based on the simulation of session x . In the bottom-left corner is Version A of all the sessions that were hand-coded. Session 2 is one of the sessions of Version B that was selected by another coder as the reference session from which are derived the variability matrices produced in Step E1 and Step E2, described in the previous section. We recall that there can be more than one reference session. For example, sessions A1 to A4 of Version A can have session B2 of Version $B$ as the reference session, and sessions $A 5$ to $A 7$ can have B5 as the reference session, etc.

The simulation procedure is composed of five steps, labelled F1 to F5 in Figure 3. The table dimensions shown in the figure are for illustration purposes only and do not correspond to the real example. The first step (F1) is to extract all the moves with the same type of activity, and their duration, from a given session $x$ of Version A. For example, Table 7 (Table X1 in Fig. 3) presents the six DEV codes and their duration ordered according to move occurrence (ID). In the ID field, the letter representing the author is omitted, since it is irrelevant for this analysis.

| ID | Code | Duration |
| :---: | :---: | :---: |
| 4 | DEV | 15 |
| 12 | DEV | 4 |
| 13 | DEV | 37 |
| 25 | DEV | 12 |
| 32 | DEV | 20 |
| 46 | DEV | 8 |

Table 7. Duration of DEV codes to be simulated
The next step (F2) is to simulate the new codes that will correspond to the DEV codes assigned by the human coder. This new simulated code depends on the variability probability profile between coders.

The variability between coders is such that there is a probability that some of these DEV codes will be coded differently by another coder. This probability is obtained from the multi-coding performed on the reference session with different coders. The probabilities of code occurrence are presented in Table 8, which is derived from Table 4.

For example, the number in the first row and the first column (.55) represents $55 \%$ of the 20 total occurrences of DEV for Version A. The three occurrences of EVA account for $15 \%$ of the total occurrences. The probability of occurrence is expressed cumulatively, so EVA is at 70\%.

| Version A | Version B |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | DEV | EVA | JUS | HYP | INF |
| DEV | 0.55 | 0.7 | 0.7 | 0.8 | 1 |
| EVA | 0 | 0.71 | 0.71 | 0.81 | 1 |
| JUS | 0 | 0.1 | 0.69 | 0.74 | 1 |
| HYP | 0.18 | 0.21 | 0.21 | 0.89 | 1 |
| INF | 0 | 0 | 0.04 | 0.06 | 1 |

Table 8. Probability of occurrence of codes
Six random numbers generated from a uniform distribution $U(0,1)$ are used to determine how many DEV codes, if any, will be coded differently. The ordered random numbers in the first column of Table 9 are compared with the probabilities on the DEV line of Table 8. In Table 9 , there are four numbers lower than 0.55 (in bold) and two larger than 0.55 , but less than 0.7 , which means that the simulated session will have four DEV codes and two EVA codes, as shown in the second column of Table 9.

| Ordered <br> Random number | Simulated <br> Assigned Code |
| :---: | :---: |
| $\mathbf{0 . 1 3}$ | DEV |
| $\mathbf{0 . 2 2}$ | DEV |
| $\mathbf{0 . 4 0}$ | DEV |
| $\mathbf{0 . 4 9}$ | DEV |
| 0.57 | EVA |
| 0.68 | EVA |

Table 9. Simulated code occurrences

The next step (F3) is to determine which of the two DEV codes in the real session will be interpreted as an EVA code in the simulated session. Ordering and sequencing the codes is important, since many analyses like LSA rely on the code sequences. The assignment of the simulated codes to corresponding moves is based on the duration patterns of the moves, as characterized in Table 5 and Table 6. This information is used to define the characteristics of the virtual duration of each of the new DEV and EVA codes. It is called virtual duration, because it is used only to find the appropriate moves, since the real duration of a move is fixed, regardless of how it is coded (human or simulated). The simulation is based on normal distributions with the parameters given in Table 5 and Table 6 for the corresponding codes. Normal distributions $\mathrm{N}(21.3-11.8)$ and $\mathrm{N}(8-1.73)$, which have been found to be appropriate, are used for DEV and EVA respectively. Analyses of the moves are performed to determine the most appropriate distributions for code duration simulations. Table 10 presents the results for the four DEV codes (in bold) and the two EVA codes in increasing order of simulated duration.

The next step (F4) is to match the simulated codes with the real moves. Table 11 shows the resulting association of simulated codes with the real codes. The shorter simulated code as given by Table 10 is associated with the shorter real code, and so on. The simulated duration is only used to find the code association.

| CODE | SIMULATED <br> DURATION |
| :---: | :---: |
| EVA | 7 |
| DEV | $\mathbf{9}$ |
| EVA | 10 |
| DEV | $\mathbf{1 7}$ |
| DEV | $\mathbf{2 5}$ |
| DEV | $\mathbf{2 8}$ |

Table 10. Simulated code durations

| ID | CODE | Duration | Sim CODE | Virtual Duration |
| :---: | :---: | :---: | :---: | :---: |
| 12 | DEV | 4 | EVA | 7 |
| 46 | DEV | 8 | DEV | $\mathbf{9}$ |
| 25 | DEV | 12 | EVA | 10 |
| 4 | DEV | 15 | DEV | $\mathbf{1 7}$ |
| 32 | DEV | 20 | DEV | $\mathbf{2 5}$ |
| 13 | DEV | 37 | DEV | $\mathbf{2 8}$ |

Table 11. Matching simulated codes on the basis of duration ordering
The last step (F5) is to build a new simulated version according to the simulated codes assigned to the real moves. Table 12 shows the ordered DEV codes, according to their ID, in the real and simulated versions of session $x$. The process is performed for all the codes of Version A to build a full, simulated version that has the same duration and where qualitative variations of coding are performed according to the coder's characteristics provided by the reference session.

MCCR provides a new version of the human-coded version that is likely to have the same characteristics as a version obtained by another coder. It will have the same number of codes with a variability that will be within the characteristics measured in the reference session. For example, Table 12 shows that a simulated coder will have coded moves 4, 13, 32 and 46 with the same code DEV as the human coder but will have coded moves 12 and 25 , which are lasting 4 and 12 second respectively, as EVA codes. Kappa index shows that such coding is within the inter-reliability level found between the two human coders.

| ID | Human-coded <br> Version | Simulated <br> Version | Real <br> Duration |
| :---: | :---: | :---: | :---: |
| 4 | DEV | DEV | 15 |
| 12 | DEV | EVA | 4 |
| 13 | DEV | DEV | 37 |
| 25 | DEV | EVA | 12 |
| 32 | DEV | DEV | 20 |
| 46 | DEV | DEV | 8 |

Table 12. DEV code sequence in coded and simulated versions
The whole process of simulating coded sessions is summarized by the two matrices, labelled X1 and X2 at the bottom center of Figure 3. The left-most column containing the coded type of activity (DEV, EVA, etc.) is used for the simulation process, since this is the source of the variability, while the right-most column containing the move duration is transferred 'as is' (arrow with no label) in the resulting simulated sessions (X2). The same simulation process (F6) is repeated for each type of activity, as shown in Table 8.

MCCR is efficient and could be performed hundreds of times in any given session, which means that the whole spectrum of coding variability can be explored. The Kappa coefficient is used to evaluate the level of agreement between the simulated versions and the real version.

## 4. Reconstructing the models (Step D)

Reconstruction of the models (Figure 1, Step D) is the last step of protocol analysis. This section shows the impact of the MCCR approach on validating the exchange pattern model structure derived from protocol analysis performed by a single coder and on the model derived from multi-simulated coding.

The question MCCR has answered is: How do we know that the model structure would have been the same if another coder had performed the protocol analysis?
The analysis of model structure variability is not part of the MCCR approach. It is presented only to illustrate the usefulness of MCCR in a real case. Readers interested in the detail of model building and measurement of the link significance levels for the model structures are referred to the papers presenting the models (D'Astous et al, 2002, 2004).
The purpose of this protocol analysis was to build a model of the communication exchanges occurring in technical review meetings, in order to optimize their efficiency and to better integrate these activities into the software engineering process.

Figure 4 shows the model structure resulting from the single-coder model on the left-hand side and model structure from the simulated model on the right-hand side. The single-coder model is based on the analysis of seven coded meetings. The patterns observed in each meeting are added together to create the left-hand cumulative pattern of the figure. The right-hand cumulative pattern is made-up of a combination of the simulated meetings, where each of the seven meetings is simulated 10 times. More simulation did not add any new information to the model structure. LSA is applied to each meeting independently.

The following briefly explains the model. The exchanges identified (Table 2) introduce the subject (INTRO), provide information (INF), make a hypothesis (HYP), generate a development (DEV), evaluate (EVAL), and justify (JUS) viewpoints. Each meeting is analyzed and the number of link occurrences is indicated by the size of the link. Links in large bold type indicate that they are statistically significant for all meetings, while solid narrow type indicates that the links are statistically significant for some of the meetings.

The single-coder model provides the following exchange patterns during a peer review meeting. Any sequence of exchanges starts with the introduction (INTRO) of the topic to be reviewed. Following the INTRO, there are three significant exchanges that could occur during a session: a development exchange DEV, an evaluation exchange EVA, or an information exchange INF. Peers are likely to continue on into DEV and EVA exchange sequences or into INF and HYP exchange sequences. Sometimes, a justification exchange JUS will follow an evaluation EVA or a hypothesis HYP exchange, and a justification JUS exchange may be followed by an information INF exchange. The single-coder model also indicates that an introduction INTRO may be followed by a hypothesis HYP exchange.


Fig. 4. Single-coder model (left-hand side) and simulated model (right-hand side).
At first glance, the single-coder and simulated patterns are similar, which means that the variability in coding is not dramatic. Nevertheless, there are some differences that emerge from the simulated model. For example, all but one of the large bold links is common to
both models, except for the JUS-INF link, which appears only in the simulated model on the right-hand side of the figure. Secondary links, represented by solid lines, are also almost the same in the two models, except for the INTRO-HYP links, which appear only in the singlecoder model on the left-hand side of the figure, and the JUST-EVA link, which appears only in the simulated model.

The simulated model confirmed the salient features of the single-coder model. MCCR may resolve ambiguities that arise from the qualitative components of coding. For example, the exchange patterns INTRO and HYP observed in the single-coder model are clearly not significant based on the simulated model. In contrast, the weak link between JUS and INF observed in the single-coder model is, in fact, a significant one in the simulated model. The simulated model shows the occurrence of an evaluation-justification loop.

## 5. Conclusion

MCCR enables analysis of the impact of individual qualitative variability on coding transcripts from protocol analysis. It is much easier to perform than real replication of the protocol analysis by different coders, and requires far fewer resources. Moreover, it provides information on the components of the resulting models, which are sensitive to the qualitative components of coding. This Monte Carlo validation approach is generic, and not limited or specific to the case study presented. The simulation is essentially based on the number of categories, which is limited by the capacity of human beings to handle numerous categories. This number is always very small compared to the power of computer simulation.

To summarize, MCCR is performed on complete protocol analysis performed by a welltrained coder. The coding is redone in one or many representative sessions, called reference sessions, by another well-trained coder. The reliability of the two coded protocols is measured with known tools, such as agreement indices or Kappa coefficients. Qualitative differences between the coders, which are interpreted as the qualitative variations in the coding pattern, are characterized by a probability matrix derived from the two codings of the reference sessions. Profiles of coded moves are characterized by the average and standard deviation of their durations. These parameters are used to specify the parameters of the normal distributions of the random generator. All codes are simulated according to the distribution specifications provided by the reference sessions. Sequences of simulated codes are built according to the specific code duration within a given session. A simulated session of exactly the same duration is obtained with a coding variability that is within the range shown for the reference session. The Kappa coefficient is computed on the simulated sessions to validate their reliability. As many simulations as needed could be performed to obtain a statistically significant and stable model.

Observational studies are difficult to conduct in an industrial environment, and analysis of the data is very time-consuming. However, such studies constitute one of the few approaches that enable the modeling of real activities. MCCR is a new method developed to extract from the observed model structure the components related to the subjective and qualitative components of the observations. This method has been illustrated with an example based on modeling the technical review meeting, but it is of general interest and can be applied to any observational study.
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# Cartographic Generalization Applied to Social Networks Maps in the City of Curitiba in Brazil 
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## 1. Introduction

Social network is a form of representation of affective or professional relationships between themselves or between groups of mutual interests. Generally, social networks are understood as a set of social actors (individuals, groups and institutions), called nodes, which are interconnected when these are relations between them, incorporating a social system (Delazari, Sluter and Kauchakje, 2007).

However, the representations used by analysts in social network, ie graphs and matrices of relationships are not georeferenced, and it does not allow to perform analysis about the network structure in relation to their spatial distribution and other phenomena that may affect this distribution.

In this research we intend to produce maps of social network in small-scale representations and digital media in order to allow user interaction with the map and to make handling easier and to be effective. Thus we used the cartographic generalization automatically of the elements that form the network, which was performed using the aggregation and displacement operators. Therefore we gained readable representations of all social actors together with their respective links in a map on a smaller scale.

The automation of the cartographic generalization process aims to represent the maps at smaller scales and to transmit efficiently the information. Today, maps are viewed even on mobile phone screens. Therefore several decisions should be modeled and implemented by algorithms. This research discusses, specifically, the problem of automation of aggregation and displacement operators applied to point features.

Maps are important to explore the influence of the geographic localization in the social networks. We can see where there is more actors, places with no organizations acting. And then the analysts can make your decisions about the position of a next actor or relocate them. The cartographic generalization allows users to use maps on digital screens in any scale through your operators.

## 2. Social network

The network analysis emphasizes the relationships between actors, which means that they usually are not sampled independently, as in other types of conventional data focusing on
the actors and attributes. The study of complex networks was initiated by mathematicians and then used in sociology from the perspective of structural analysis of social networks ( Tomael and Marteleto, 2006).

Social networks associated with cartography gained support to expand the knowledge of their analysts through a spatial component originated from the georeferencing of social actors and their relationships (Delazari et al, 2007). In the graph without reference we can move an actor to avoid overlaps without any compromise with its geographical location. Network analysis can still show their degree of dependence between nodes and how this can be complex or not.

## 3. Procedures

This research aims to automate two existing cartographic generalization operators. Here we will focus on procedures needed to automate the aggregation and displacement operators applied on the reduction of scale of the representations of social networks.

In this study we used the same data survey of Marchis (2008) and Pombo (2009) that refer to the social actors of the social networks that guarantee the right to social assistance in the city of Curitiba. The data were collected through research on Internet search sites to issues concerning health, labor, dwelling, nutrition, education and social assistence.

The maps were produced using the software ArcGIS, which allows variation of the scale of representation and hiding of certain types of features on the map. In addition to allowing the variation of the symbology. For the organization of data in tables are used Microsoft Excel.

The main goal was to achieve that automated process of generalization results similar to manual work performed in Pombo (2009). In both studies was applied the aggregation to the overlaps involving point symbols with the same classification - with the same symbology. Otherwise, if there is conflict between different symbols will be used the displacement operator.

The work began with a file with the coordinates of the points (network nodes), the developed software calculates and stores the distances between all points of the network. To perform the aggregation procedure, the program determines which is the minimum distance to avoid the conflict in the symbology. This distance is defined as the product between the radius of the symbol in the representation and the value of the scale. Then the algorithm checks which the distances are shorter than the minimum allowed value and stores the involved points.

Then there is a classification of points. If the points have the same classification, are assembled in one whose coordinates are obtained by averaging the coordinates of the points in which it originated. The radius of this new symbol is determined by the aggregate amount of symbols.

If the symbols were different, the software would randomly selects one of the points involved and their coordinates were added or subtracted from the value of the radius multiplied by the scale until there is no more overlap between the symbols. If this
displacement cause new conflicts, the procedure is repeated, but with the point that had not been drafted first. If there is still conflict, moves the third point that does not allow the separation of the symbols and so on until there are no more congestion. Finally, a new file is organized with the generalized points.

## 4. Results

With the developed software, several tests were performed by varying representation of the input parameters. An analysis with respect to the results obtained by changing the size of the minimum point symbol and the variation of the scale. The figures presented in this section refer to tests based on network social health data of Curitiba in the scale of 1:75,000. The goal is to produce representations on the scale of 1:250,000, which allows visualization of the whole base map of the city of Curitiba on computer screen of $15{ }^{\prime \prime}$. But tests were made with intermediate stops to realize that if and when problems occur as in the representation. FIGURE 1 shows the scale of the original part of the social network of health, more specifically, in the central region (Downtown Regional), which has the largest concentration of social actors with a minimum radius of 1 mm .


Fig. 1. Original data with 1:75.000 scale for regional division

The three intermediate scales adopted in the tests were 1:100,000, 1:150,000, 1:200,000. On a scale of $1: 100,000$ (Figure 2) there were no changes in the positions of the actors, because there is no problems in the representation.


Fig. 2. Generalized data for 1:100.000 scale

On a scale of 1:150,000 (Figure 3) we have the first generalization, in which the actors are separated by the displacement operator. It appears that the symbol red circle was moved north to not collapse as in Figure 4 - highlighted - the operator was applied so that, even after the displacement, the actors keep in their positions of origin.


Fig. 3. Generalized data for 1:150.000 scale


Fig. 4. No generalized data for 1:150.000 scale

Although the new symbols are represented with circles of radius bigger than 1 mm it causes problems at the division representation by districts, because they could be represented in two city district on the same time. But with the regional division (Figure 5), this type of conflict does not exist.


Fig. 5. Generalized data for the regional division for 1:200.000 scale

The reduction of scale gives an increase in quantity of symbols, conflicts that can be seen in Figure 6, that is in the scale of 1:250,000.


Fig. 6. No generalized data for 1:250.000 scale

The result of generalization of the program shows that new displacements were implemented and applied to the circles ( 2 purple, 1 red and 1 blue) in the center of the illustration. The generalized representation can be seen in Figure 7. The actors who once seemed to represent the four points of a rectangle, were reconfigured to form a diagonal line.


Fig. 7. Generalized data for 1:250.000 scale

In Figure 8 presents the results obtained by the generalization made in the manual work of Pombo(2009). This process also ran avoiding overlaps with place names and sought a greater spread between the symbols for the addition of place names to social actors. The author was concerned with the relative orientation of the features specific to each other and it can be seen in Figure 7 that this was maintained in most situations. The biggest difference is between the two generalizations involving circles in purple. In automatic generalization between them there was a displacement because there were other symbols that preserved the position of the features. In the manual there was aggregation of these symbols in order to maintain the relative orientation between them.


Fig. 8. Manual generalized data for 1:250.000 scale

In the next figures 9, 10 11, 12,13 and 14, after the generalization, we can see how the generalized maps are applied to the city of Curitiba. On the left is the map with scale reduction without generalization and on the right the results of this research. In Figure 15 we have the result for the Parana state. And, finally, in the illustration in the Figure 16, we have the result for Brazil. These last two results are about the social network for social assistance, because is the only network in Curitiba that has relationship with institutions, that are not located in the same city.


Fig. 9. Social Network for health


Fig. 10. Social Network for labor


Fig. 11. Social Network for dwelling


Fig. 12. Social Network for education


Fig. 13. Social Network for nutrition


Fig. 14. Social Network for social assistence


Fig. 15. Social Network for social assistence in Parana


Fig. 16. Social Network for social assistence in Brazil

## 5. Conclusion

This work aimed to contribute to the stdy of the process of cartographic generalization by automating the aggregation and displacement operators applied to specific features. This is the continuation of research that has as main objective to evaluate the contributions of cartography for the representation of social networks.

When symbols were used with radii of 1 mm , the generalized representations were effective, because even after geometric transformations, the nodes have not lost their spatial reference, or even when displaced, remained in their original neighborhoods. This result exceeded original expectations, because the level of analysis takes place by regional (group of districts) would not be considered a problem if the actors change their position in the new neighborhoods, while still belonging to the same region.

The symbols aggregates, formed by two or more social actors, were represented by a variation in size. Therefore, we have to aplly displacement and make aggregations with the symbols because of the new conflicts caused by the bigger size of circles.

There is no single solution when the displacement operator is applied due to its random nature not always resulting generalizations have the same results. This is because in each use of the software, the algorithm picks which actor will be moved and its direction. However for the purposes of analysis, the conclusions are independent of small movements, provided there are no sudden changes in spatial reference. Compared to the manual generalization, results were quite similar.

To improve the software, it is recommended to implement restrictions on the location of the symbols, for example, create barriers for the displaced points do not exceed certain limits in order to preserve the spatial reference.

This work contribute to make easier the geografic analysis about social networks and the position of their actors. The cartographic generalization supports many scales of visualization of the social phenomena. Finally, when we have this processes in a automatic way, the analysts can make your own maps without a cartographer.
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# Open-Source Tools for Data Mining in Social Science 

Paško Konjevoda and Nikola Štambuk<br>Ruđer Bošković Institute<br>Croatia

## 1. Introduction

Data mining can be defined as the application of machine learning algorithms (Mitchell, 1997) for semiautomatic or automatic extraction of information from data stored in databases (Chakrabarti et al., 2009; Witten et al., 2011). The goal of data mining is to extract knowledge from the data set in human-understandable structures. In recent years data mining has been used widely in the areas of science and engineering, such as bioinformatics, genetics, medicine, education and engineering. Textbooks on data analysis in social sciences largely deal with classical statistical methods, while data mining is usually mentioned only briefly (Moore, 2010). For example, in most of those books, the methods for solving the classification problem are separated from the analysis of data structure. Discriminant analysis and logistic regression are the most common classification methods found in social science textbooks, with PCA and factor analysis as representatives of the methods for analysis of data structures (Foster et al., 2006; Harlow, 2005; Tabachnick \& Fidell, 2007). Some data mining techniques, like classification trees, allow simultaneous analysis of classification and data structure, and are far easier to interpret than discriminant, PCA or factor types of analyses (Rokach \& Malmon, 2008; Zhang \& Singer, 2010). We believe that it is not appropriate to separate statistics and data mining, because those methodologies are complementary to each other. Fortunately, several good textbooks that successfully combine statistics and data mining have been published in recent years (Larose, 2005, 2006; Myatt, 2007, 2009). Commercial applications for data mining are very expensive, and as such inaccessible to many institutions and students. One of the solutions is to use open-source programs that allow high-quality statistical and data mining software to be available to all students and researchers (Janert, 2011). The reason for using open-source software is not just commercial. Many open-source programs have such a quick development cycle that commercial software can not compete with. A classic example is $R(R$ Development Core Team, 2011) which has more than 50,000 procedures for analysis and visualisation of data. Unable to follow the development of R , many commercial vendors of statistical software have added the option of calling R from their products. Some examples are SAS JMP, SPSS, STATISTICA, Genstat, etc. Therefore, we can say that R has become the gold standard for data analysis and visualization. Furthermore, the use of open-source software enables standardization and reproducibility of studies. This problem is particularly pronounced in numerical analysis, when the coefficients of the options within the program can significantly
affect the results and conclusions (Štambuk \& Konjevoda, 2011). The purpose of this paper is to describe the open-source data mining programs that the authors have found useful in their work (Štambuk et al., 2007a, 2007b). Advantages and disadvantages of those programs are described, the web addresses where they can be found are listed, and the most relevant textbooks and manuals that describe how to work with these programs are cited.

## 2. R

R is an open-source programming language and software environment for statistical computing and data visualization ( R Development Core Team, 2011). The R project was started in 1995 by a group of statisticians at the University of Auckland, and has continued to grow ever since. It is named after the first initials of the first two R authors (Robert Gentleman and Ross Ihaka). Academic researchers in various fields of applied statistics have adopted R for statistical software development and data analysis. It has become a de facto standard among statisticians for developing statistical software. There are a lot of niches in terms of R users, including: environmental statistics, econometrics, medical and public health applications, bioinformatics, and social sciences (Hilbe, 2010; Vinod, 2010) among others. Pre-compiled binary versions of $R$ are provided for various operating systems on the address: http://cran.r-project.org/ (R, 2011). R is well documented, and free $R$ Journal (2-3 issues per year) is also available on the same web address. Two main reasons for the worldwide success of $R$ are its extensibility and superb data visualization (Fig. 1, Fig. 2). There are more than 2500 packages which enormously extend functionality of R. However, it is not easy for beginners (and even advanced users) to manage a huge number of procedures (over $50,000)$ that packages contain. A significant problem presents a command-line orientation of R. There are some graphical user interfaces under development. However, with the exception of Rattle (Fig. 3) none of them currently have the maturity and reachiness of menu-driven functionality associated with commercial statistical and data mining software.

### 2.1 Recommended R books

There are many books on R. Unfortunately, the vast majority of those books are too difficult for beginners, and it often happens that students completely withdraw from $R$ after reading too advanced textbooks. Therefore, we cite the manuals which are simple and useful for the beginners.

### 2.1.1 Introductory books

1. $\quad R$ in action: data analysis and graphics with $R$ (Kabacoff, 2011). If you were to read only one book on $R$, it should be this one. It is a little masterpiece of pedagogy and clarity of writing, and deserves a detailed study.
2. A beginner's guide to $R$ (Zuur et al., 2009) explains technical details of working with $R$. Therefore, it is oriented on users who already know statistics, but want to learn $R$.
3. Using $R$ for introductory statistics (Verzani, 2005) teaches introductory statistics and R. It is well written and examples are nice. However, some students find it difficult to master both subjects at the same time.
4. Statistics: an introduction using $R$ (Crowley, 2005) is similar to the previous book (3), but slightly more advanced.
5. Business analytics for managers (Jank, 2011) is a user-friendly introduction to regression analysis with $R$. It also explains some of advanced techniques, like multivariate visualization, regression trees, and nonparametric regression.

### 2.1.2 R Graphical User Interfaces (R GUI)

1. $R$ through Excel: A spreadsheet interface for statistics, data analysis, and graphics (Heiberger \& Neuwirth, 2009) describes RExcel (Microsoft Excel add-in). It allows access to the $R$ from within Excel. Detailed information about RExcel available at the web page: http:/ /rcom.univie.ac.at/ (RExcel, 2011).
2. Getting started with Rstudio (Verzani, 2011). This short book ( 75 pages) explains how to use RStudio, an integrated development environment (IDE) for R (Fig. 4). It includes a variety of features intended to make working with $R$ more productive and straightforward. RStudio is available at the page: http:/ /rstudio.org/ (RStudio, 2011).

### 2.1.3 Reference books about $R$

Reference books are must-have for any serious user of $R$. The $R$ book (Crowley, 2007), A handbook of statistical analysis using $R$ (Everitt, 2010) and $R$ cookbook (Teetor, 2011) are recommended manuals of beginner-intermediate level.

### 2.1.4 Data mining books

1. Data mining with $R$ and Rattle (Williams, 2011). This book describes Rattle (Fig. 3), a tabbased graphical user interface for data mining using $R$ (Williams, 2011). The book is readable and easily written. Rattle runs under GNU/Linux, Macintosh OS X, and MS Windows operating systems. Rattle is freely available at: http:/ /rattle.togaware.com/ (Rattle, 2011). Rattle is probably the most mature R GUI; simple, but powerful.
2. Data mining with R: learning with case studies (Torgo, 2011). The book is more advanced than Data mining with $R$ and Rattle. It is based on examples from ecology, economy and bioinformatics.

### 2.1.5 Graphics with $R$

1. $R$ Graphics (Murrell, 2006) is a detailed description of using R for production of publication quality graphs. It is clear and straightforward, but it is not recommended as the first book for beginners.
2. Lattice: Multivariate data visualization with $R$ (Sarkar, 2008) describes the package lattice for multivariate data visualization (Fig. 1.).
3. ggplot2: elegant graphics for data analysis (Wickham, 2009) describes ggplot2 package that simplifies many of the details of creating statistical graphics. Graphs produced with ggplot2 are both beautiful and meaningful.

### 2.1.6 $R$ programming

A first course in statistical programming with $R$ (Brown \& Murdoch, 2007) is entry-level introduction to programming. No previous knowledge of $R$ is required, but the reader must know statistics and some calculus.


Fig. 1. An example of multivariate data visualization with $R$. The plot was made using lattice package (Sarkar, 2008).


Fig. 2. An example of multivariate visualization of categorical data with R. The plot was made using $v c d$ package.


Fig. 3. Rattle is a tab-based graphical user interface for data mining using R (Williams, 2011). It runs under GNU/Linux, Macintosh OS X, and MS Windows operating systems.


Fig. 4. RStudio is an integrated development environment (IDE) for $R$ (Verzani, 2011). It includes a variety of features intended to make working with $R$ more productive and straightforward.

## 3. WEKA

WEKA is a collection of machine learning algorithms for data mining tasks, freely available at: http://www.cs.waikato.ac.nz/ml/weka/ (WEKA, 2011). WEKA is Java based software, and works well under Windows, GNU/Linux and Mac Os X operating systems. It contains tools for data preprocessing, classification, regression, clustering, association rules, and visualization (Fig. 5, Fig. 6, Fig. 7). The algorithms can either be applied directly to a dataset, or called from a user's Java code. It is also well-suited for developing new machine learning schemes.

A number of books use WEKA to illustrate principles of data mining (Larose, 2005, 2006; Myatt, 2007, 2009). Two books are especially useful for potential users:

1. Data mining: practical machine learning tools and techniques (Witten et al., 2010). This book, written by creators of WEKA, is now in its third edition, and is a standard reference on WEKA.
2. Data mining techniques and applications: an introduction (Du, 2010) is a short (about 300 pages) and readable introduction to data mining. All examples are explained using WEKA software.

WEKA is probably the most successful open source data mining software. It has inspired development of other programs with more elaborated graphical user interface and better visualization methods. Two of them are KNIME (Konstanz Information Miner) available from: http://www.knime.org/ (KNIME, 2011), and RapidMiner, available from: http://rapid-i.com/ (RapidMiner, 2011).


Fig. 5. WEKA implements various Bayesian network classifier learning algorithms.


Fig. 6. An example of classification tree constructed with J48 classifier inside WEKA software.


Fig. 7. A graphical representation of an artificial neural network (multilayer perceptron) implemented in WEKA.

## 4. TANAGRA

TANAGRA (Rakotomalala, 2005) is open-source data analysis software for academic and research purposes which combines data mining techniques with statistical learning (Hastie et al., 2009; Mitchell, 1993; Witten et al., 2010). The program and detailed tutorials are available at: http://eric.univ-lyon2.fr/~ricco/tanagra/en/tanagra.html (TANAGRA, 2011).

TANAGRA is a successor of SIPINA project (SIPINA, 2011) which implements various supervised learning algorithms, especially an interactive and visual construction of decision trees. TANAGRA is more powerful, it contains many supervised learning techniques, but also other paradigms such as clustering, factorial analysis, parametric and nonparametric statistics, association rule, feature selection, etc (Fig. 8). TANAGRA works under Windows operating systems and GNU/Linux if Wine is used.


Fig. 8. Knowledge extraction with TANAGRA using combination of PCA and HAC

## 5. ORANGE

ORANGE is open-source data mining and visualization software. It is freely available from: http://orange.biolab.si/ (ORANGE, 2011). It enables design of data analysis process through user friendly visual programming (Fig. 9). ORANGE contains different visualizations, from scatter plots, bar charts, trees, to dendrograms, networks, and heatmaps (Fig. 10). Most major algorithms for data mining are represented. It works under Window, Mac Os X and GNU/Linux operating systems. Orange is integrated within Python, so this programming language can be used as a scripting language for repetitive tasks.


Fig. 9. ORANGE enables visual programming of data analysis process. It remembers user's choices, suggests most frequently used combinations, and intelligently chooses which communication channels to use.

## 6. PAST

The final application in our selection of data mining software is PAST (Hammer et al., 2001). PAST is freeware (not open-source), but we think it's a good replacement for R, especially for users who dislike a command line. Originally, it was aimed at paleontology, but now is also popular in many other fields. It includes common statistical, plotting and modeling functions.


Fig. 10. ORANGE contains different visualization methods: from scatter plots, bar charts, trees, to dendrograms, networks, and heatmaps.

PAST is available on the following web address: http://folk.uio.no/ohammer/past/ (PAST, 2011). The manual accompanying PAST is detailed, and examples are well explained. The theoretical foundations of algorithms implemented in the PAST are described in the textbook Paleontological data analysis (Hammer \& Harper, 2006).

PAST is a very user-friendly and feature-rich software (Fig. 11), especially remarkable for its large collection of cluster analysis algorithms (Everitt et al., 2011). It also implements a twogroup permutation test, an excellent replacement for Hotelling's T2 test in situations where data do not follow a normal distribution (Good, 2011).

It works under Windows operating systems and GNU/Linux if Wine is used. PAST includes a simple, Pascal-like, scripting (programming) language that allows user to make his own algorithms within the PAST framework. The language has a full matrix support and a library of mathematical, statistical and user-interface functions.


Fig. 11. PAST implements different unsupervised learning methods, including cluster analysis, neighbour joining, and $k$-means clustering.

## 7. Conclusion

Open-source data mining software is completely comparable to commercial programs according to the criteria of functionality and reliability. Moreover, some of them, such as R and Weka, have become the gold standard for industrial applications. According to Rexer's Annual Data Miner Survey in 2010, R has become the data mining tool used by more data miners ( $43 \%$ ) than any other (Rexer Analytics, 2010). Therefore, it can be concluded that the use of open source software for educational purposes is completely justified, because students will be able to continue using the same programs after they graduate.
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## 1. Introduction

The social sciences and humanities (SSH) matter. They matter because they help us understand and address wicked problems. Wicked problems are persistent problems about which there is little agreement on solutions. Not all the stakeholders are known, end points are equivocal and when interventions are introduced the problems themselves might change. We can address wicked problems but we have a tough time eradicating them. Wicked problems "occur in a social context; the greater the disagreement among stakeholders, the more wicked the problem. In fact, it's the social complexity of wicked problems as much as their technical difficulties that make them tough to manage" (Camillus 2008, 100). Wicked problems are therefore social problems. Wicked problems are problems of the social sciences.

All of the "wicked" problems such as poverty, housing, immigration, climate change, security, at risk kids, Aboriginal issues, social determinants of health - to name a few embrace issues related to the social sciences. New solutions that help address these wicked (i.e. social) problems are referred to as social innovations. Definitions of social innovation abound (Cahill 2010), but one of the most elegant is from Louise Pulford formerly of the Young Foundation in the United Kingdom who describes social innovations as "devising new and better ways to tackle social problems" (Policy Horizons Canada 2011). Social innovations can be developed by for-profit or not-for-profit organizations, by individuals (called social innovators, or social entrepreneurs) or by consortia of public, private and not-for-profit organizations. As Geoff Mulgan of the Young Foundation has written, "social change depends...on alliances between what could be called the 'bees' and the 'trees'. The bees are the small organizations, individuals and groups who have the new ideas, and are mobile, quick and able to cross-pollinate. The trees are the big organizations, governments, companies or big NGO s, which are poor at creativity but generally good at implementation, and which have the resilience, roots and scale to make things happen" (Mulgan 2008, 22).

SSH research deepens our understanding of these wicked problems and provides evidence and new knowledge of the actors, drivers, policies, barriers and enablers of wicked problems. But new SSH knowledge that isn't shared cannot contribute to decisions about
social innovations. This chapter examines how universities can maximize the impact of SSH research for the benefit of society. This chapter examines knowledge mobilization.

Knowledge mobilization is the process of connecting academic SSH research (and other knowledge) to non-academic decision makers so that SSH research informs decisions about public policy and professional practice. As we have written (Phipps and Shapson 2009) knowledge mobilization (the process) enables social innovation (the outcome).

Universities are the main producers of new SSH research knowledge and graduate level talent. Both knowledge and talent have the potential to contribute to decisions about social innovations but neither of them can benefit society if SSH scholars limit themselves to traditional academic paradigms of scholarly communication and dissemination. Digital technologies are creating new opportunities for scholars to disseminate and engage their research beyond traditional academic audiences. Lowry and colleagues (Lowry et al. 2011) recently reviewed digital technologies, scholarly communication and knowledge mobilization. They observed that "it is evident, however, that in university engagement efforts-at York University, University of Victoria, and Memorial University of Newfoundland, among others-digital information sources can augment direct social interaction, although these initiatives are only now starting to emerge out of their pilot phases" (Lowry 2011, 58). Recognizing the need to go beyond traditional scholarship and the creation of new knowledge, Tim Brodhead wrote when he was CEO of the McConnell Family Foundation "the greater challenge now is not to generate new ideas per se but to create systemic supports for a continual process of social innovation in Canada: identifying promising initiatives [and] rigorously testing their efficacy" (Brodhead 2010, 109).

Invigorated engagement of SSH research and connections between the university and society will enable SSH research to have an impact on social innovation by creating a sustainable institutional platform that connects research and expertise beyond the academy for social benefit. Writing in Canadian Government Executive, the President of the Social Sciences and Humanities Research Council of Canada, Chad Gaffield, re-imagined campuscommunity collaborations for social innovation. "An international consensus is now emerging around a people-centered model of innovation for successful change in businesses, government, and communities. ... The new model calls upon us to re-kindle the relationship between knowledge and society; to re-imagine and renew the historic covenant between campuses and the public; and to exploit all the ways of knowing about the past and present to tackle the world's toughest challenges" (Gaffield 2011).

Knowledge mobilization is an emerging institutional research infrastructure that supports these multi-directional connections between academic research and society.
A note on terminology: Many organizations use a diversity of terms to describe what we call knowledge mobilization. There are subtle distinctions between knowledge transfer (KT), knowledge translation (also KT), knowledge exchange (KE), knowledge transfer \& exchange (KTE), knowledge translation and transfer (KTT), knowledge mobilization (KMb), and knowledge integration (KI); however, they are all terms to describe essentially the same process of connecting research to practice/policy. Recently an effort to move away from the terminology recommends the term $\mathrm{K}^{*}$ (K-star) as a solution to those entrenched in their own identities and resistant to other terms. We prefer to use Knowledge Mobilization (KMb). Rather than use this chapter to further the debate, our focus instead will be on our KMb practice. It is this practice that we describe below.

One more definition: decision maker. A decision maker, sometimes referred to as a research user or policy-maker, is a person who uses research to make decisions, frequently about public policy or professional practice. Some models of KMb imagine that researchers and decision makers sit in "two communities" with researchers producing research and decision makers being the receptors for research; however, this model has been shown to be too simplistic as many decision makers also produce research knowledge and all researchers use research to inform decisions about the research process (Davies, Nutley and Walter 2008).

This chapter will review the KMb literature by reviewing three books that provide a more detailed review of the literature than can ever be done in this chapter. Reflecting on our five years of KMb practice, our review of these books draws important observations from each body of work and moves to the conclusion that relationships between researchers and decision makers are key elements to the social process of KMb . This chapter will then review Canadian examples of KMb and will describe efforts underway at universities that are developing an institutional capacity to support KMb . We shall provide detail about the KMb Unit at our institution, York University (Toronto, Canada) and describe how York and KMbing.com: are experimenting with social media tools to support the social process of knowledge mobilization that connects SSH research to social innovations. We shall conclude with thoughts about future directions for both the study and practice of knowledge mobilization.

## 2. Literature review

Rather than attempting a whole scale review of the literature on diverse terms, structures and efforts underway to connect research to decision makers, we shall review three books published on different aspects of this emerging yet diffuse field:

1. Knowledge Translation in Health Care: moving from evidence to practice (Strauss, Tetroe and Graham 2009) presents the Knowledge to Action Cycle that describes how health evidence moves into health practice.
2. Knowledge Mobilization in the Social Sciences and Humanities: moving from research to action (Bennet and Bennet 2008) reviews different aspects of how social sciences research can engage with decision makers.
3. Using Evidence: how research can inform public services (Nutley, Walter and Davies, 2007) is a detailed and exhaustive review of the literature on research utilization, how research moves into use by practitioners and decision makers for social services and public policies.

These three books were chosen because they provide in depth reviews of the literature in different dimensions of the KMb process in health, social sciences and research utilization respectively.

In their book, Knowledge Translation in Health Care: moving from evidence to practice, Strauss, Tetroe and Graham examine the Knowledge to Action (KTA) Cycle in detail. The KTA Cycle is derived from planned action theories. The KTA Cycle provides a framework linking knowledge creation to outcomes and sustained knowledge use. The KTA Cycle, first published by Graham and colleagues in 2006, and reproduced with permission, is shown in Figure 1.


Fig. 1. Knowledge to Action Cycle
The KTA Cycle follows research from knowledge creation to knowledge synthesis (such as systematic reviews) to the production of knowledge products and tools that can be exported out of the knowledge creation space (the funnel at the centre of the model) and into the knowledge utilization space. In the knowledge utilization space (on the outside of the funnel) evidence is adapted, implemented, monitored, evaluated and then its use is sustained. Although presented in a stepwise fashion, the double headed arrows and the cycle around the knowledge "funnel" indicate that this is not intended to imply a linear process. The book dedicates a chapter to each of these steps investigating each in depth. The book provides an excellent review of how evidence derived from health research can be synthesized, packaged and moved into implementation for improved health practices and health policies. Each chapter examining each step in the KTA Cycle considers the barriers and enablers of success. The book is focused on evidence which is its main strength - but also its main limitation. Evidence that has gone through a systematic review resulting in actionable messages is the best evidence to move into implementation (Lavis et al, 2003). Yet by focusing solely on moving existing evidence into practice/policy, Strauss, Tetroe and Graham do not consider the literature that focuses on the relationships by which that evidence is implemented and by which policy makers and practitioners inform knowledge creation. In this book, Michelle Gagnon points out that "involving knowledge users as partners in the research process is a strong predictor that research findings will be used and that the research endeavour will achieve a greater impact" (Gagnon 2009, 240). Clearly in each of the stages described in the KTA Cycle, strong relationships between researchers, practitioners, policy makers and patient advocates will maximize the impact of evidence on policy/practice.

Looking explicitly at knowledge mobilization in the social sciences and humanities, Alex and David Bennet's book, Knowledge Mobilization in the Social Sciences and Humanities: moving from research to action, focuses more on the relationships that underpin KMb rather than the evidence that flows as a result of those relationships. They indicate this is especially important for tacit knowledge (Bennet and Bennet 2007, 95). They describe KMb as "collaborative entanglement." "Collaborative entanglement means to purposely and consistently develop and support approaches and processes that combine the sources of knowledge and the beneficiaries of that knowledge to interactively move toward a common direction such as meeting an identified community need" (Bennet and Bennet 2007, 48). This description evokes the messy ("entanglement") yet social ("collaborative") nature of the relationships that are inherent in KMb processes. Bennet and Bennet also consider KMb as a program which is a distinction from much of the literature that looks at individual KMb interventions. When considering systematic supports for social innovation a systems or programmatic approach is required (Brodhead 2010).

The authors present a complex model of KMb, shown in Figure 2, reproduced with permission.


Fig. 2. Knowledge Mobilization - assimilating and applying the right knowledge to solve problems, make decisions and take effective actions.

The main challenge with this model is its complexity and the fact that the arrows are unidirectional, although the diagram's intent as described in the text of the book is to
illustrate a multidirectional flow of knowledge. That is not to say that KMb is not complex and multidirectional - it is. But complex models do not aid in understanding.

The main strength of this model is that it moves beyond the transmission/translation of evidence in the Knowledge to Action cycle. Bennet and Bennet describe a process of knowledge flows, and their diagrams support this with pictures of flows between researchers and decision makers. The flows are sometimes mediated by social media. Social media can "enable information and knowledge sharing among stakeholders. These tools can contribute to the development of trust and respect among stakeholders by supporting the creation or expansion of communities of interest, learning, and practice." (Bennet and Bennet 2008, 85)

Knowledge brokers (Lomas 2007; Ward, House and Hamer 2009) also play a role in "both connecting and translating knowledge to end users (Bennet and Bennet 2008, 123). A flow of knowledge, whether supported by knowledge brokers, social media or both, builds on the Knowledge to Action model by focusing on relationships between researchers and decision makers. It is this focus that differentiates Bennet \& Bennet from the Knowledge to Action model. As Bennet and Bennet indicate (Bennet and Bennet 2008, 124), "it is through the interaction of all these relationships and activities and the sharing of understanding that desired change emerges."

Sandra Nutley and her colleagues (Nutley, Walter and Davies 2007), from the Research Unit for Research Utilization (http://www.ruru.ac.uk/) at the University of Edinburgh, published Using Evidence: how research can inform public services - a seminal review of the literature on research utilization. Nutley and colleagues review research utilization studies that show how research is used to inform public policy and professional practice. There is no "Nutley model" of research utilization. Rather the book focuses, in part, on the social nature of research utilization.

Nutley agrees with Bennet and Bennet by recognizing that research utilization is socially and organizationally situated and is an interactive process. Because it is a social process, interactive forms of engagement between researchers and decision makers should be encouraged. "Interpersonal and social interactions are often key to the use of research, whether among policy and practice colleagues, or more directly with researchers themselves" (Nutley, Walter and Davies 2007, 302). Nutley and colleagues identify that "the need for better links between researchers and potential research users is addressed through interactive strategies, by developing informal networks or more formal partnership arrangements" (Nutley, Walter and Davies 2007, 151). They conclude that "interactive approaches currently seem to show most promise in improving the use of research. Interactive strategies may range from simply enabling greater discussion of findings by policy makers and practitioners at presentations, through local collaborations between researchers and research users to test out the findings from research, to formal, ongoing, large-scale partnerships that support better connections between research, policy and practice over the longer term" (Nutley, Walter and Davies 2007, 152).
Much scholarship of research use has focused on relationships between individuals; however, those individuals sit within organizations. Creating a culture of research use within organizations (both research and policy/practice organizations) can help support the collective and embedded nature of the links between research and decision making. Although this might be true, Nutley and colleagues recognize that "the evidence that we
have about developing effective organisational - and system - level research use strategies, while emerging, is still fairly thin on the ground" (Nutley, Walter and Davies 2007, 307). In 2012, Nutley and her colleague Sarah Morton state that systems models of research use are the future (Morton and Nutley 2011).

Sandra Nutley's work builds on that of Bennet and Bennet by considering not only relationships between researchers and decision makers but also the specific focus on the social nature of these relationships and the interactive approaches that can best enhance research use. Key also to current efforts to enhance research use and KMb is the role played by organizations.

Finally, whether working at the level of the individual or the organization, whether working to enhance the uptake of evidence or create interactive strategies to support enhanced research use, these activities happen within and between different sectors. As shown in Figure $3, \mathrm{KMb}$ occurs within and between sectors resulting in social benefit. Viewed holistically, KMb can be considered an ecosystem. "Knowledge Mobilization is the overall flow and ongoing and constant input and development of knowledge. It is the open process of putting available knowledge into active service to benefit not just one particular corporate or organizational structure, but for the greater benefit of all in society" (Myers, 2010).


Fig. 3. KMb happens between and among sectors for social benefit.
All the KMb associated activities in the Knowledge to Action cycle, those reviewed by Bennet and Bennet and by Sandra Nutley and her colleagues occur in the arrows in figure 3. Most flow diagrams focus on the activities that occur in the boxes at the beginning and the end of the arrows. It is these boxes that are the focus of Knowledge Translation in Health Care: moving from evidence to practice (Strauss, Tetroe and Graham, 2009). This book deepens our understanding of each step in the Knowledge to Action cycle, but Andrew Campbell and Nick Schofield (Campbell and Schofield 2008) remind us to also focus on the flows between
the boxes. Recognizing that "diagrams of organizations and other systems usually attach the dollars to the boxes and not to the arrows between them", the authors recommend that funders also "fund the arrows" (Campbell and Schofield 2008).
Key Messages:

- KMb is a social process
- Efforts to enhance KMb need to be interactive and focus on the relationships between researchers and decision makers
- KMb happens at the level of the individual and is only beginning to emerge at the organization and the system/sectoral level


## 3. KMb as an institutional capacity

Having reviewed the KMb literature in the previous section we now illustrate the key messages using live case studies of Canadian organizations that have developed a capacity for KMb . Canada is seen as an international leader in KMb ; however, there is an evidence gap since this international perception has never been empirically proven (Linder, Sudsawad and Phipps 2011). Nonetheless, Canada has created many public organizations that maximize the public benefit from public investments in research. Canada has created national institutions with a KMb mandate including the Canadian Institutes of Health Research (http://www.cihrirsc.gc.ca/), Canadian Health Services Research Foundation (http://www.chsrf.ca/Home.aspx), Canadian Partnerships Against Cancer (http://www.partnershipagainstcancer.ca/), Mental Health Commission of Canada (http://www.mentalhealthcommission.ca/english/pages/ default.aspx), and the Canadian Council on Learning (http://www.ccl-cca.ca/CCL/Home/ index.html). While not an organization of the federal government, Canada also has ResearchImpact-RéseauImpactRecherche (http://www.researchimpact.ca/ home/), a national network of university knowledge mobilization units. As a result of this effort to embed KMb within the Canadian research fabric a number of organizations have developed a KMb mandate to complement their research mandate.
The Institute for Work and Health (IWH) is an independent not-for-profit research organization in Toronto, Canada. IWH is one of the top five occupational health and safety research centres in the world. It has a mandate to undertake research in the prevention of work-related injury and illness and on treatment, return to work, disability prevention and management, and compensation policies for injured workers. IWH also has an active knowledge transfer and exchange unit that brokers relationships while making research accessible to policy makers and other work and health stakeholders. According to the IHW website (http://www.iwh.on.ca/knowledge-transfer-exchange) which uses KTE synonymously for KMb - "KTE is the process of sharing timely, useful evidence-based research findings with decision makers and others who use research. KTE also involves actively engaging external audiences in research to make studies more relevant" (Institute for Work and Health 2011). IWH produces a number of products including research articles, reports and working papers, but they also produce policy briefs and research summaries such as Sharing Best Evidence (Institute for Work and Health 2011) and Research Highlights (Institute for Work and Health 2011).

More importantly, because the literature above illustrates that KMb is a social process based on interactive relationships, the KTE team at IWH supports a variety of networks and
events. Guided by a Health \& Safety Association Liaison Committee, IWH has established a variety of clinical networks and relationships with different occupational health and safety stakeholders - including labour, advocates and policy makers. "John Frank, director of the Scottish Collaboration for Public Health Research and Policy and founding director of research at IWH, sums up Gibson's contribution: 'Jane [Gibson, Director, Knowledge Transfer \& Exchange, IWH] has created at IWH perhaps the most effective and polished KTE unit in any research facility in North America. She has been able to forge exceptional links to IWH's diverse and dispersed stakeholder communities, and provide them with a steady flow of easily digestible research findings. Indeed, her IWH unit's novel conceptualization and actualization of KTE has led the field internationally (Institute for Work and Health 2011).'" IWH has embedded KMb at the organizational level, creating a system of KMb that supports institutional relationships between research and decision makers.

Another Canadian example of KMb embedded within a research-based organization is PREVNet: Promoting Relationships and Eliminating Violence Network, funded by the Networks of Centres of Excellence (NCE). According to the PREVNet website (http://prevnet.ca/) "PREVNet is a national network of Canadian researchers, national non-governmental organizations (NGOs), corporations, and governments committed to stop bullying and promoting healthy relationships for children and youth. Bullying is wrong and hurtful. Every child and youth has the right to be safe and free from involvement in bullying. It affects children and youth who are bullied, those who bully others, and those who know it is going on". PREVNet produces a number of knowledge products including videos and fact sheets (presented online and in downloadable formats) while also supporting the social side of knowledge mobilization by hosting a number of interactive exchange events.

PREVNet has recently been awarded an NCE Knowledge Mobilization (NCE-KM) New Initiative award to co-create 10 sustainable knowledge mobilization (shown here as KM) projects. The goal for this NCE-KM is to provide adults and youth with evidence-based knowledge, strategies, tools, and programs to prevent violence and promote healthy relationships. For adults to be effective in preventing violence, they require evidence-based knowledge about: healthy and unhealthy development and relationships, how development varies by age and gender, how to identify risks for violence, and what to do to support children who are developing behaviours that may lead to violence. Peers also require this knowledge for their own healthy development and to support friends.

PREVNet joins 58 researchers and 56 graduate students with 50 national NGOs, corporations, and government agencies. Through working groups, the expertise of NGOs, government ministries and diverse fields of research expertise are integrated and linked in comprehensive knowledge mobilization. Researchers collaborate with partners to exchange and translate knowledge to develop education, assessment, intervention and policy related to bullying. PREVNet is working for socio-cultural change in Canada regarding power and aggression in relationships by providing NGOs and governments with the capacity to adapt and disseminate specific scientific knowledge and technology to build awareness, change attitudes, assess the extent of bullying and victimization problems, implement evidence based strategies and develop policies that support these activities. Through these partnerships, the outcomes of improved understanding and practice will enhance social capital, promote mental and physical health, promote healthy relationships, school engagement and prevent crime.

Although PREVNet is producing a wide range of knowledge products - including training manuals, reference guides, public service announcements and research communiqués - the focus of PREVNet is on relationships, collaborations and networking. The products produced arise from the research and knowledge exchange activities of the individuals and organizations in the network. PREVNet illustrates the social nature of KMb by using interactive methods to produce a system of knowledge mobilization to enhance the practices of all those involved with children and youth to promote their healthy development through healthy relationships.

Both IWH and PREVNet are organizations designed around a KMb mandate for a specific topic, workplace health \& safety and healthy relationships respectively. Some universities are beginning to invest in an institutional KMb capacity similar to the ubiquitous technology transfer and industry liaison services (Agrawal 2001) - although this is an emerging expertise and there are relatively few examples of universities that have invested in KMb and related support services. Three examples (from England, Scotland and USA) illustrate the varied forms in which universities have invested in an institutional capacity to connect research to policy and/or practice.

Starting with a grant from the Atlantic Philanthropies in 2003, the Community University Partnership Program (Cupp) now receives core funding from the University of Brighton. Cupp fosters relationships that allow academic expertise (faculty and students) to work with community opportunities. Cupp operates a research helpdesk (Rodriguez and Millican 2008) that community organisations can call to get connected to academic researchers, communityuniversity research forums and "speed dating" all designed to make community-university connections around issues of importance to local communities (Hart and Wolff 2006). Cupp is one way that the University of Brighton is delivering on its aim of Corporate and Civic Engagement as articulated in its Corporate Plan (http://staffcentral.brighton.ac.uk/ xpedio/groups/Public/documents/staffcentral/doc007325.pdf).

Built on a community of practice model (Hart and Wolff 2006), Cupp embeds knowledge exchange within all of its activities. Cupp does not prioritize the production of knowledge products to transfer the results of university research but mainly seeks to create opportunities for researchers and community partners to develop relationships that will meet the needs of both community and university partners. Knowledge exchange tools used by Cupp include The Brighton and Sussex Community Knowledge Exchange (Hart, Maddison and Wolff 2007) and On Our Doorstep programs. Both of these programs create spaces where university faculty and students can meet potential partners from local community organizations and explore relationships for mutual benefit. Cupp brokers these relationships and supports community-university collaborations that emerge from conversations started through knowledge exchange. Cupp embodies the three key lessons learned from the literature showing that knowledge mobilization is a social process supported by interactive relationship building strategies and practiced at an institutional level.
The Centre for Research on Families and Relationships (CRFR)( http://www.crfr.ac.uk/) is based at the University of Edinburgh and has partners across other Scottish universities. "The mission of CRFR from its inception has been to make research accessible to a range of audiences and to work in partnership with policy-makers and practitioners to ensure that
research is relevant and useful to policy and practice communities in Scotland, the UK and beyond" (Morton and Nutley, 2011). CRFR has strong collaborations with the Research Unit for Research Utilisation (http://www.ruru.ac.uk/) at the University of Edinburgh and grounds much of its effort in the foundational work of Sandra Nutley and colleagues (Nutley, Walter and Davies 2007). Since 2001, CRFR has sought to achieve its mission by undertaking project or contract work on behalf of decision makers, making research products available in formats that are accessible to a non-academic audience and brokering relationships between university researchers and decision makers.

As Morton and Nutley (2011) describe, "the provision of support for research use is important both in academic and in policy and practice settings. One of the key differences between working in research centres with a commitment to knowledge exchange and working in standard academic departments is often the level of knowledge exchange support available. If knowledge exchange is not costed into research funding applications, and is not supported by university practices it will be hard for individual researchers to carry out the activities necessary to increase the impact of their work.". CRFR is a university-based KMb service that provides the support necessary to maximize the impact of research on non-academic audiences. Like Cupp, CRFR supports the social aspects of knowledge mobilization by fostering relationships between researchers and decision makers. Although the centre is discipline specific, CRFR serves the needs of a number of academic institutions.

The Institute for Health Policy at the University of Texas School of Public Health has also started a project designed to connect research to policy. The first incarnation of Research Into Action is focused on connecting public health researchers and policy makers/practitioners, but there is also a desire to grow to serve needs more broadly at the university. According to their website (https://ktexchange.sph.uth.tmc.edu/ research_into_action.aspx), "Research Into Action (RIA) is a knowledge translation initiative that was founded in 2007 with a generous award from the ExxonMobil Foundation, with the aim of developing new methods of assisting researchers throughout the University of Texas Health Science Center in translating their technical findings into usable advice and practical recommendations".

The RIA team approaches knowledge translation (their term for KMb ) in three ways: 1) through translation activities undertaking contracted research in collaboration with public health agencies; 2) through a web portal and social media strategy and 3) disseminating key findings to public health stakeholders. RIA produces knowledge products such as briefing packages and FAQ sheets for alcohol and substance abuse screening and referral, as well as a research synthesis on noise pollution - among other projects. Their online portal boasts over 600 members, has a variety of blog posts and pod casts, including an online discussion board. It is this latter feature of social media that allows RIA to complement its knowledge products with interactive engagement of stakeholders.

Cupp, CRFR and RIA use different strategies to support different levels of engagement between researchers and decision makers. All three have professional staff supporting KMb activities of their institution. Cupp is almost exclusively based on an exchange model creating spaces and opportunities for the community and university to interact. CRFR produces products for policy makers and practitioners but they also rely on events and networks where their work can inform policy and practice. RIA relies more heavily on
contracted collaborative research and the production of knowledge products to translate research into policy and practice settings, but RIA complements these with a strong online and social media engagement strategy. Cupp, CRFR and RIA illustrate how KMb services are social processes supported by interactive (in person or online) relationships between researchers and decision makers.

All three are working beyond the level of a single project and embedding the activity within institutional structures and systems. As mentioned above, Nutley, Walter and Davies recognize that "the evidence that we have about developing effective organisational - and system - level research use strategies, while emerging, is still fairly thin on the ground" (Nutley, Walter and Davies 2007, 307). Only Cupp serves the need of the entire university. In order to better understand the potential for university wide KMb we examine in detail York University's KMb Unit.
Key Messages:

- Institutional KMb support services require a variety of strategies to support the diverse KMb needs of stakeholders
- KMb often occurs at the level of a research project or research unit; however, some institutions are beginning to invest in organizational and systems level KMb services
- KMb creates value for the institution as well as for researchers and their decision maker partners.


## 4. KMb at York University

York University was the first university in Canada to develop a KMb Unit that is fully integrated into the university's research enterprise. York's KMb Unit delivers KMb services to faculty and students and to decision makers in local community organizations and (mainly municipal, regional and provincial) government agencies. Most of York's KMb services are social in nature and depend on interactive strategies to broker relationships between researchers and research users. York's KMb strategy and processes have recently been explained in detail (Phipps 2011).

As shown in Table 1, York's KMb Unit practices elements of producer push, user pull, knowledge exchange (Lavis, Ross, McLeod and Gildner 2003) and co-production (Hart, Maddison and Wolff 2008). Arising from each of these methods is a KMb service. While each service might be employed to address a specific opportunity or need, they all work in concert to support the development of collaborations between researchers and decision makers.

ResearchSnapshot clear language research summaries ( KMb service \#1) are a form of producer push knowledge transfer in which the KMb Unit writes a two page summary of peer reviewed journals and edited book chapters according to clear language writing and design principles. The KMb Unit uses these as calling cards to facilitate introductions between researchers and decision makers - making these a tool to support the social and interactive nature of KMb ; however, they are also used in a non-iterative fashion to transfer the results of research to decision makers. Every other KMb service above is based on interactive methods that support personal relationships between researchers and decision makers.

All of York's KMb services are detailed elsewhere (Phipps 2011). We shall focus some detail here on the core of the KMb Unit - the knowledge broker. The knowledge broker operates a research translation help desk (Rodriguez and Millican 2008). The knowledge broker is the first point of contact for researchers and decision makers seeking to connect with one another. The knowledge broker meets (in person or on the telephone) with the requester, clarifies the inquiry, translates the request into either a research or a policy/practice opportunity and then seeks candidates who might be interested in the collaboration. The broker makes an introduction between the researcher (or decision maker) and the potential decision maker (or researcher) collaborator. The knowledge broker also supports the emerging conversations as the parties explore collaboration. The broker does not become directly involved in the research.

| KMb Method | KMb Service | Notes |
| :--- | :--- | :--- |
| Producer <br> Push | \#1 Clear <br> language research <br> summaries | Develop clear language research summaries from <br> completed faculty research. York has over 170 <br> ResearchSnapshot clear language research summaries <br> posted in a searchable online database <br> www.researchimpact.ca/researchsearch |
|  | \#2 Lunch and <br> Learn | Seminar series at decision-maker sites |
| User Pull | \#3 Research <br> translation help <br> desk | Use knowledge broker model to help decision-maker <br> partners identify, develop, and sustain collaborations <br> with researchers. |
| Knowledge <br> Exchange | \#4 Research <br> forums | KM in the AM: Monthly thematic knowledge <br> mobilization breakfasts. |
| Co- <br> production | \#5 Social media <br> to support <br> collaboration | Provide support for full suite of social media tools <br> including blogging, delicious bookmarks, Twitter, and <br> social collaboration tools. |
|  | \#6 KMb interns | Graduate student KMb interns work in research <br> collaborations with decision-maker partners. |

Table 1. York University's Suite of KMb Services
This last point differentiates York's KMb service from RIA and CRFR. The knowledge brokers at RIA and CRFR are themselves researchers and undertake research projects on behalf of decision makers. The knowledge brokers at York's KMb Unit do not get involved in the research project. As a project arises from a brokered collaboration the knowledge broker will monitor and be available to support any concerns arising. The knowledge broker will also follow up during and after the project to identify any outputs or outcomes of the collaboration - but the knowledge broker is not part of the research team.

A research translation help desk staffed by a knowledge broker makes research and research expertise accessible to non-academic research stakeholders by supporting interactive, social relationships between decision makers and researchers. As the foundation of the KMb Unit, the research translation help desk is the first service that should be established as part of an institutional capacity to support KMb .

It is also the job of the knowledge broker to match the KMb services provided with the KMb opportunity at hand. Phipps explains that "developing a KMb strategy for any particular research collaboration may employ one or more of these KMb services. The knowledge broker chooses the right KMb service(s) according to the available research, the researcher(s), the decision-maker(s), and the context of the potential collaboration (available resources, regulatory environment, political context, time pressure, etc.)" (Phipps 2011). In some cases multiple KMb services might need to be applied to individual opportunities. This is supported by a recent systematic review that demonstrated that multifaceted approaches to the implementation of research into practice were superior to those employing individual methods (Boaz, Baeza and Fraser 2011).

After more than five years of operating an institutional KMb service, what does success look like? As described by Phipps, "developing and using these six KMb services has created value for faculty, graduate students, and decision-maker partners as well as the university itself. In addition to the KMb services identified above, the KMb Unit has been part of the grant application team that supports all large-scale policy and practice-relevant research grant applications. Engaging the KMb Unit as part of the grant application team ensures that grant applications are submitted with a well-crafted and justified knowledge mobilization strategy, something that is becoming increasingly required by granting agencies. These large-scale grants have attracted over $\$ 16$ million in external research support for York University researchers. In addition, the KMb Unit has attracted over $\$ 1$ million in research funding from decision-maker partners to support research collaborations. York's KMb activities have also helped partner-organizations raise over $\$ 800,000$ in support of their services" (Phipps 2011). The activities of the KMb Unit are summarized in Table 2.

| \# Faculty Involved | 228 |
| :--- | :--- |
| \# Graduate Involved | 141 |
| \# Information sessions for faculty and students | 165 |
| \# Information sessions for community | 184 |
| \# collaborations brokered | 227 |
| \# agencies involved in KMb partnerships | 205 |
| Community Partner funding raised | $\$ 810 \mathrm{~K}$ |
| Research Contract funding raised | $\$ 1.2 \mathrm{M}$ |
| Total KMb associated grant funding raised | $\$ 16 \mathrm{M}$ |
| \# web hits | +4 M |
| \# Research Summaries | 158 |
| \# tweets | 4253 |
| \#Twitter followers | 1529 |
| \# delicious bookmarks | 219 |
| \# blog postings (+71,000 views) | 266 |

Table 2. York's KMb Activities February 2006-August 2011
These numbers tell only part of the story. Most of these numbers are input metrics for KMb and do not present the outcomes or impact of this work. Some outcomes are seen in the short
term. Of the +35 graduate student interns who have worked with community or government partners in projects brokered by the KMb Unit, eight have been hired by their internship partner. This is an immediate outcome with a significant impact on the graduate student who is now working in a chosen field of study. It also has an impact on the internship partner who now has increased their capacity to engage in research and also has an appreciation of the role that university research can play in their organization (Hynie, Jensen, Johnny, Wedlock and Phipps 2011). In contrast to the short term impact of a KMb intern hired by a partner, most impacts occur over the span of years. It is these stories that tell the impact that numbers do not. We illustrate this impact with four stories from our work.

### 4.1 Evaluation of the Inclusivity Action Plan (public sector partner)

York Region is home to the largest newcomer population in Canada. In January 2005 York Region held an Inclusivity Summit that resulted in York Region Counsel adopting an Inclusivity Action Plan that included opening a Welcome Centre where newcomers could get access to culturally sensitive health and human services. In 2007, York's KMb Unit brokered a collaboration between the Regional Municipality of York and York University researchers from the Faculty of Health to undertake an evaluation of the Welcome Centre. The evidence co-produced in that evaluation informed a decision by the Regional government to expand the program. York Region now has five Welcome Centres and newcomers across this large region have greater access to many settlement services including the culturally sensitive health and employment services they require. In this expansion 86 jobs were created and over 48,000 instances of service delivery have been performed between 2007 and 2011. The researchers published their results in an international journal (Singh and Hynie 2008) and you can read the ResearchSnapshot clear language research summary (http://researchimpact.ca/_app/impact/files/tables/files.path.22.pdf) about this research and its policy implications.

### 4.2 Green Economy Centre (private sector partner)

Nottawasaga Futures is a non-profit community futures agency in rural South Simcoe that supports rural businesses. Nottawasaga Futures approached York's KMb Unit in 2009 to assist them with the challenge of helping rural businesses make greener business decisions. York's KMb Unit held a meeting of faculty, funders and Nottawasaga Futures to imagine how green business services could be delivered in South Simcoe. Nottawasaga Futures engaged the services of two graduate student KMb interns who were supervised by faculty members from York University's Schulich School of Business and the Faculty of Environmental Studies. The interns undertook research that informed the development of a business case that subsequently was funded and launched the Green Economy Centre. The Green Economy Centre is an innovative research and education program that initiates, supports and facilitates green economic best practices, ensuring that the rural South Simcoe economy is healthy and sustainable. The Centre was launched in April 2010 and received funding in summer 2010. Since then, the Centre has contacted 604 local businesses and made 507 individual visits resulting in $39 \%$ of companies expressing interest in the Centre's programs. With the support of the Centre, four companies have received loans for green projects totaling more than $\$ 1$ million, and seven other loans are pending. The services of the Green Economy Centre have already created 18 jobs while
maintaining 221 jobs. This project is illustrated in a short KMb video (http://www.youtube.com/researchimpact\#p/a/u/0/ J15_lBz5mYU).

### 4.3 Heat Registry (community partner)

In North America heat kills more people every year than all severe weather related event combined. In 2008, Tanya Gulliver was a graduate student in York's Faculty of Environmental Studies. She was awarded a York University KMb Internship to work for the summer with her partner, Parkdale Activity and Recreation Centre (PARC), a community centre providing support to a large and diverse group of psychiatric survivors, low income and marginalized persons. PARC and Tanya developed Canada's first heat registry that tracked vulnerable community members at risk of heat exposure. During heat alert days the heat registry was used by Tanya and a group of street engaged volunteers to track vulnerable community members and ensure that they received the services they needed to resist the heat. In 2010, Tanya developed a Heat Registry Manual. "This manual offers a way to track (through regularly updated documentation) and actively monitor people who might be at risk from suffering ill effects caused by extreme heat. It provides a system of checking in on, and checking up on (through outreach or some other effort), people who have voluntarily self-identified as being at risk and want to be on the Registry" (Toronto Disaster Relief Committee 2011). The Heat Registry Manual is now before the Toronto Board of Public Health and is being evaluated by Toronto's Medical Officer of Health to determine how it might be able to inform Toronto's cooling policies and services.

### 4.4 Strength Investments (community sector partner)

For five years The United Way of York Region (UWYR) and York University have been deepening their knowledge mobilization and social innovation partnership. Recently York and UWYR co-invested in three graduate student interns who undertook social asset mapping research in Markham, a suburban municipality in York Region. Their research developed the evidence needed to launch a wholly new form of United Way investment called Strength Investments that recently invested $\$ 150 \mathrm{~K}$ in six projects. As an example, UWYR invested in a project from the Markham African Caribbean Association titled Building Sustainable Capacities amongst Afro-Canadian Caribbean Youth in York Region. This initiative involves and listens to local youth as they identify their realities in York Region inclusion, education, family life - and then helps them identify and build their own solutions. Strength Investments and therefore this project would not have been possible without the collaboration between a UWYR opportunity and York research.

Three lessons can be learned from these stories: 1) KMb initiatives take time to develop. Impact is rarely measured in the short term. As you plan your institutional KMb services, be prepared to invest for the long haul (4-5 years) before expecting to see impacts of your work; 2) $K M b$ is a process that results in social innovations. Strength Investments, Heat Registry, Welcome Centres and the Green Economy Centre are social innovations that were enabled by $\mathrm{KMb} . \mathrm{KMb}$ is not an end in itself. KMb is the process of brokering relationships between researchers and decision makers. The outcomes of those collaborations are social innovations; 3) Students are more frequently the source of research leading to social innovations than are faculty members.

Key to the success of York's KMb Unit is its partnership with the United Way of York Region (Phipps, Zanotti and Johnny 2009; Phipps and Zanotti 2011). Established in 1976, United Way of York Region (UWYR) is a registered charity uniting people and resources to improve our communities. In its 2010 fundraising campaign, UWYR raised $\$ 8.1 \mathrm{M}$ to support human services provided by its 39 member agencies delivering 100 programs. UWYR also funds coalitions of residents and organizations. United Way identifies community priorities and works with partners to take action, supporting a network of 100 critical programs across the region's nine municipalities. More than just a funder of agencies and coalitions, UWYR is a community champion and strong advocate for the community sector. UWYR allows York's KMb services to be grounded in the perspectives of the community. This collaboration is a result of and reinforces the trust between the community and the University and creates an institutional relationship that transcends individuals.

Key Messages for those seeking to develop an institutional capacity for KMb :

- Collect data: Count everything (see Table 2) and track initiatives longitudinally to identify those social innovations that will become your success stories.
- The first action you should take is to hire the right knowledge broker as the core of your KMb Unit.
- Develop a suite of KMb tools and select the right tool(s) for the right opportunity.
- Develop institutional relationships between the university and non-academic partners.


## 5. Social media as an emerging tool for knowledge mobilization

Social media support is one of the KMb services offered by York's KMb Unit (Table 1). Social media are increasingly being used in the academy both as a teaching tool and as a research dissemination tool. Although formal research on social media is only beginning to emerge there is evidence that social media enhances transparency and trust, while supporting a variety of relationships. As a result, social media has the potential to support knowledge mobilization and research-based relationships. York is very active in social media to support an emerging KMb community of practice and we are using social media tools to support co-creation of research and knowledge; however, this experience is only now beginning to be formally evaluated - so this section will be a visioning section.

### 5.1 Literature review of social media and KMb

Much of the literature exploring the use of social media comes from the business sector and is primarily concerned with the use of social media for marketing and sales purposes. Research of this type looks mainly at social media as a way to reach consumers (Kaplan and Haenlein 2010), or else focuses on issues of Return on Investment (ROI) and justifications for using social media (Fisher 2009). Due to the low or no cost of social media tools, the not-forprofit and charity sectors have also been quick to use these tools to engage potential volunteers and donors (Mattson and Barnes 2010). Researchers in computer science and computer mediated communication areas are also interested in social media; however, this research is mainly interested in examining these tools from an analytic, measurement or operational perspective (Finin, et al. 2007; Weng, et al. 2010).

Boyd and Ellison's survey of scholarship on social media found that "research has focused on impression management and friendship performance, networks and network structure,
online/offline connections, and privacy issues" (Boyd and Ellison 2007, 9). However, research and the literature illustrating the utility of social media in the social sciences for knowledge mobilization was lacking from this list.

Research on the social media tool Twitter is also emerging and studies have been conducted to understand who is using the tool and how they are using it (Java et al. 2007; Honeycutt and Herring 2009), as well as how networks are formed through Twitter friends and followers (Huberman, Romero and Wu 2008). However, these studies are more focused on how people are using Twitter from an operational point of view and have not begun to provide insights into how people are using Twitter to establish relationships and/or communities of practice. They also do not look specifically at research communities.

More useful to our discussion of social media for knowledge mobilization is research that explores the establishment of virtual communities of practice (Sangwan, Guan and Siguaw 2009; Urquhart, et al. 2010; Michaelides, Tickle and Morton 2010) and more general discussions of knowledge transfer and sharing (Tortoriello, Reagans and McEvily 2011). These articles discuss the elements necessary for successful online community development and knowledge mobilization.

As the use of social media for knowledge mobilization is an emerging field of study, there are many opportunities for researchers to examine how these tools are currently being used to disseminate social science research, engage between researchers and decision makers and how the use of these tools might evolve in the future.

### 5.2 How York's KMb Unit is using social media

York's KMb Unit has been using social media tools since May 2008 when we launched our Wordpress blog Mobilize This! (http://researchimpact.wordpress.com). In 2009, we started micro-blogging using Twitter (http://twitter.com/researchimpact; @researchimpact) and using an online collaborative platform called O3 (http:// researchimpact.othree.ca), which is available free of charge to all researchers in the province of Ontario through the Ontario Research and Innovation Optical Network (ORION).

We now have a suite of social media tools that we use for various purposes, as shown below in Table 3:

|  | Storytelling | Resource Sharing | Disseminating Research | Networking |
| :---: | :---: | :---: | :---: | :---: |
| Blogging | V | V | V |  |
| Twitter | $\square$ | $\square$ | $\square$ | $\square$ |
| O3 | $\square$ | $\square$ | $\square$ | $\square$ |
| Delicious |  | V | V |  |
| LinkedIn |  |  |  | $\square$ |
| Flickr | $\square$ |  |  |  |
| YouTube | $\square$ |  | $\square$ |  |
| Facebook* | $\square$ | $\square$ | $\square$ | $\square$ |

Table 3. Using Social Media Tools for Knowledge Mobilization

We do not currently use facebook as our community is more active on Twitter but Facebook has the potential to be a useful tool, especially for engaging students.

Blogging: York's KMb blog, Mobilize This!, provides an opportunity for us to share news about our activities; promote upcoming events; highlight past events; allow readers to get to know our team through Meet a Mobilizer posts; share reviews of books and articles we are reading; and offer editorial comments on issues important to knowledge mobilization. Readers can follow our blog posts through the use of an RSS aggregator or by signing up to receive new posts via email, and they can comment on our posts which enables community engagement.

Twitter: Twitter allows us to send 140 character long updates called tweets to our followers, who are people who have voluntarily elected to receive our tweets. As of October 17, 2011, we have 1,631 followers and we follow 326 other people's tweets. We use Twitter to update our followers on our activities, share resources we find useful, connect to people who share our interest in knowledge mobilization, and in 2010, we also started tweeting daily about our ResearchSnapshot series of clear language research summaries. Every day, we send out a tweet with the title and link to one of our over 170 ResearchSnapshot summaries; for example, on October 17, 2011 we tweeted, "Today's ResearchSnapshot: Research summaries improve access and utility of academic \#research." The use of Twitter in this way increased web traffic to the searchable online database of ResearchSnapshot (www.researchimpact.ca/researchsearch) 270\% (York University, KMb Unit, unpublished data).

O3: This online collaborative platform contains a suite of social media tools, including a document repository, wikis, forum discussion lists, blogging features, an event calendar, member profiles and picture galleries. It also supports the importing of RSS feeds and other social media applications for further customization.

The York KMb Unit uses O3 for our own activities but also supports the use of O3 for other knowledge mobilization research projects conducted by York researchers and their community partners. One example of this is the use of O3 in Project Teen Mom, a collaborative research project focused on teen mothering that involved researchers and graduate students from York University's LaMarsh Centre for Research on Violence and Conflict Resolution, along with practitioners from two service agencies in York Region Kinark Child and Family Services and the York Region Children's Aid Society. Using O3 gave practitioners access to research relevant to serving teen mothers and provided insights into what some of the pressing research needs were in the community to the researchers and students. You can watch a video featuring some of the participants in the project talking about their experiences using O3 to network and share knowledge (http://www.youtube.com/researchimpact\#p/u/3/qwldIEBaPWY).

### 5.3 Twitter profiles keyword study

The KMb Unit's use of Twitter provides an open network (while you can block a follower you don't need to approve a follower) with the resulting increased availability of user profiles. In order to gain more understanding of how knowledge brokers can use Twitter, a pilot project was undertaken by York's KMb Unit to advance our understanding of how individuals might use Twitter to connect and form relationships. Analysis of what
information Twitter users chose to include in their online profile information enhances our understanding of how individuals are connected within a social media network as a community of practice (Michaelides, Tickle and Morton 2010).

This study was based on the hypothesis that the words used in profiles are important as they describe the closeness of fit between the interests of Twitter account holders. The closer the fit of profiles will indicate greater group cohesiveness based on similar interest in a particular subject matter. Twitter users with similar interests can follow each other and develop as a community of practice.

### 5.3.1 Methodology

This study used two frameworks for analyzing Twitter profiles based on words found in two groups of Twitter users: Followers of ResearchImpact (FRI) ( $\mathrm{n}=345$ ) and those that ResearchImpact Follows (RIF) ( $\mathrm{n}=99$ ). A randomly generated number of Twitter profiles was also included for analysis as a Control Group (CG) $(\mathrm{n}=145)$. The dataset used in this study was compiled by extracting the public profiles of all FRI and all RIF on March 09, 2010.

As an initial visual indicator for comparison, the words used in Twitter profiles from FRI, RIF and CG groups were generated into word clouds using the online tool found at www.wordle.net. Word clouds provide a visual representation of the frequency of words by representing the more frequently used words as greater graphic size within the word cloud. In the study of Twitter profiles, word clouds of profiles indicated a greater number of larger and similar words (social, knowledge, research, innovation) in both FRI and RIF (see Figure 4). The greater number of larger random and non-matching words in CG indicated a lack of common keywords compared to FRI and RIF - except for the word social and media used the most frequently. This could be explained given the popularity and ubiquitous use of the term social media on the Internet.


Fig. 4A. Word cloud of words used in Twitter profiles of Followers of ResearchImpact ( $\mathrm{n}=345$ )

Although the KMb Unit's hypothesis appeared to be supported by the word clouds, because FRI and RIF appear different than CG, statistical analysis beyond a visual representation was required to determine if there were any differences between the groups FRI and RIF. We explored the scoring of keywords used in Twitter profiles as a way of indicating closeness of fit between followers and @researchimpact.


Fig. 4B. Word cloud of words used in Twitter profiles of those followed by ResearchImpact ( $\mathrm{n}=99$ )
think ${ }^{\text {texas }}$ animal music
 husband officialblogger weekty livingradio, frien take


 guy twitter ramake speakeremins isvin fatherlike


Fig. 4C. Word cloud of words used in Twitter profiles of the Control Group ( $\mathrm{n}=145$ )
Keywords were selected from ResearchImpact's website (http://www.researchimpact.ca) by considering relevant words connected to the work of our KMb practice. A brainstorming session with staff and students ( $\mathrm{n}=7$ ) of the KMb Unit created a list of 16 keywords encompassing those words considered most relevant to our KMb practice. Each member of the KMb Unit then ranked their top ten keywords scoring each from 10 (top ranked) to 1 (bottom ranked). The ranked scores of each word were summed to develop a total weighted score for each word. As examples, the word "knowledge" received the highest score total of 60. The word "community" scored a total of 31 and web (using the words website, Internet
as synonyms) received the lowest score total of 1 . The ResearchImpact profile with keyword scores is "Research (score 60) Impact (score 10) is Canada's knowledge (score 60) mobilization (score 49) network, connecting university (score 11), community (score 31) and government researchers (score 43) for social (score 26) innovation (score 29)" for a total score of 259. The scores in the RIF and FRI groups range from 0 to 194.

The keyword scores of the profiles of all 99 RIF and 345 FRI and 145 CG were averaged and means plus Standard Deviation (S.D.) compared using a two tailed t test for independent variables to test for significant differences. The results are presented in Table 4.

|  | n | range | Mean | S.D. |  | p value |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| FRI | 345 | $0-194$ | 17.8 | 33.084 | FRI |  |  |
| RIF | 99 | $0-194$ | 38.69 | 45.601 | $6.29 \mathrm{E}-07$ | RIF |  |
| CG | 145 | $0-74$ | 4.31 | 13.92 | $2.89 \mathrm{E}-06$ |  |  |

Table 4. Comparison of mean Twitter keyword scores
It is clear that all three groups were significantly different ( $\mathrm{p}<0.05$ ) from each other and also that the average Twitter profile keyword score of the group that ResearchImpact follows (RIF $=38.69$ ) is more than double the keyword score of the group that is following ResearchImpact (FRI =17.8) and both are much greater than that of the Control Group (CG $=4.31$ ). It appears that ResearchImpact chooses to follow a group that is not only smaller in number but that is more tightly aligned with ResearchImpact's own interests than those who follow ResearchImpact as judged by the higher keyword score. This supports our hypothesis that keywords are an important means for Twitter users to identify each other and identify membership in an online community of practice based on their self-identified interest in knowledge mobilization.

Keywords in Twitter profiles are thus important as they allow Twitter users to identify other users with self identified like interests. Like interest is the foundation of a community of practice. But then what can these members of this community accomplish? How can we evolve a Twitter-based KMb community of practice into a group that supports KMb and collaborations? We have yet to use Twitter to broker relationships between researchers and decision makers; however, we are developing closer ties with some Twitter followers as illustrated by the following example.
@KTExchange (the above mentioned RIA project at University of Texas School of Public Health) has been tweeting since July 7, 2009. They have 152 followers and follow 55 as of October 14, 2011. York's KMb Unit has been tweeting as @ResearchImpact since May 1, 2009. We have 1632 followers and follow 325 as of October 14, 2011. @ResearchImpact and @KTExchange follow each other. We began a more in depth relationship by commenting on each others' blogs and exchanging on those comments using Twitter. Our comments were mostly about the Canadian and US KMb experience. We were invited by @KTExchange to participate on a panel at the CDC National Conference on Health Communication, Marketing, and Media (Austin, Susawad and Phipps 2011) and only weeks before the conference did we connect by phone and then in person at the conference. This presentation
has led to co-publishing blogs and a formal collaboration is under development. In this case, Twitter identified a common interest that grew into an online collaboration that resulted in collaborating on a conference presentation and now is a collaboration supporting KMb practice in Toronto and Houston.

### 5.4 Establishing communities of practice and mobilizing knowledge through social media

Pick (2009) uses the concept of the four C's of social media to describe their use. Users develop Content within a given Context, i.e. specific applications and tools such as blogs, wikis or Twitter, to make Connections with others who share a similar interest; leading to Conversations; and when using social media for knowledge mobilization, we suggest that this model could be extended to include a fifth C-Collaboration as shown in Figure 5.


Fig. 5. The Five C's of Social Media: Adapted from Pick (Pick 2009)
The connections, conversations and collaboration aspects of social media work together to help establish Communities of Practice (CoP) online and support the social nature of KMb . Wenger defines CoP as "groups of people who share a concern or a passion for something they do and learn how to do it better as they interact regularly" (Wenger 2006). Social media tools, such as Twitter, provide CoP with the ability to connect, share and interact on a regular basis, even if they can't meet in person. The concept of CoP is important to KMb as demonstrated by Cupp that operates on a CoP model (Hart and Wolff 2006).

In order to successfully share, mobilize and co-create knowledge within CoP, it is necessary to establish trust, reciprocity and relational ties, along with a shared vision, norms ( Li and Li 2010) and sense of community (Sangwan, Guan and Siguaw 2009) between members. These
are all important aspects required for successful KMb and these elements can be seen in Twitter communities:

- Trust is gained by being a reliable and respected source of information;
- Reciprocity comes in the form of retweeting others' tweets;
- Relational ties are established by following others tweets and by being followed. Both strong and weak ties are present- some community members will be people you know in real life or others will only be known to you online;
- Shared vision, norms and sense of community come from using the tool itself. Those who are active on Twitter know how it works and agree to the rules simply by using it.

Also important to KMb is the presence of knowledge intermediaries or boundary spanners (Tortoriello, Reagans and McEvily 2011). These are individuals who are involved in multiple communities and who can transfer knowledge and help develop relationships across groups. In institutional knowledge mobilization units, like York's KMb Unit, knowledge brokers act as boundary spanners both in real life and online.

York's KMb Unit uses social media and specifically Twitter to disseminate and exchange information. We connect to others who share similar interests and form ties with individuals and organizations because of a mutual participation in these social media. Social media are tools for knowledge brokers and can help span boundaries. We hypothesize that we are better brokers because we use social media tools, but these tools will always supplement not replace -knowledge brokers who are central to KMb.

Key messages:

- More research is needed to understand how social media can be used to mobilize social science research
- Social media can be used to disseminate and exchange research and knowledge
- Social media, especially Twitter, can help to connect individuals sharing a common interest and thus support a community of practice.


## 6. Conclusion

This chapter has drawn from the literature to show how KMb and related activities are social processes. These processes include how the social sciences and humanities along with other organizations and institutions attempt to address some of the ongoing wicked problems and more general problems in society to create greater social benefit. The chapter has shown how these processes benefit from interactive methods of KMb that focus on the relationships between researchers and decision makers, as well as how KMb is emerging as an institutional capacity that includes the use of knowledge brokers supported by social media. We illustrated these concepts with examples from Canada, the US and the UK and provided details about York University's institutional KMb support services. The stories from York's KMb practice illustrate that KMb is a process that results in social innovations. We then presented the case and some preliminary evidence to show that social media, especially with the use of Twitter, are tools that have the potential to support the social processes of KMb.

We will close with three predictions for the future development of KMb.

1. KMb will continue to develop at the institutional level:

Sandra Nutley observed four years ago that "the evidence that we have about developing effective organisational - and system - level research use strategies, while emerging, is still fairly thin on the ground (Nutley, Walter and Davies, 2007). York University, University of Edinburgh, University of Brighton and University of Texas School of Public Health have all made investments in institutional knowledge brokering. In the same way that almost all universities have developed a capacity to support technology transfer and commercialization we predict that universities will invest in KMb services that will support the co-production of knowledge by university researchers and their research partners from the community, government and private sectors.

York University leads ResearchImpact-RéseauImpactRecherche (RIR), Canada's KMb network. RIR is a pan-Canadian network of six universities ${ }^{1}$ who have all invested in knowledge brokers and an institutional capacity to support KMb for faculty, students and their local research partners. Such networked KMb has the potential to grow institutional KMb into a system of KMb . System's level KMb will allow sharing of best practices, professional mentoring and has the potential to make research from one jurisdiction in the system accessible to decision makers in another jurisdiction.
2. Social media will evolve as a tool to broker relationships between researchers and decision makers:
Many organizations are moving from experimenting with social media to embracing social media as part of their business. We illustrated above that Twitter can support a community of practice and KMb collaboration. As more research and decision maker organizations adopt social media we anticipate that these tools will evolve from tools that disseminate information to tools that support collaboration and engagement. Despite this predicted adoption of social media, we anticipate that social media will become tools that will complement but not replace knowledge brokers.
3. Knowledge brokering will evolve as a profession:

Many organizations, some of them described in this chapter, have created professional knowledge broker positions to link research to policy and practice. Where there is critical mass, these local knowledge brokers are forming communities of practice. One example is the Ontario Knowledge Transfer and Exchange Community of Practice (www.ktecop.ca). The Toronto-based KTE CoP is funded by a grant from the Canadian Institutes of Health Research, has more than 300 members, has a social media presence through its blog and holds regular professional development meetings. Another example is the Knowledge Brokers' Forum (http://www.knowledgebrokersforum.org) which is an online community of practice for knowledge brokers in the field of international development.

As the profession of knowledge brokering grows there will increasingly be opportunities for professional exchange among knowledge brokers. On December 7,

[^7]2011 the London School of Economics is hosted a knowledge brokers and knowledge intermediary workshop titled Bridging The Gap Between Research, Policy and Practice: The importance of intermediaries (knowledge brokers) in producing research impact (http://www.genomicsnetwork.ac.uk/cesagen/events/title,24718,en.html).
Knowledge Mobilization Works (www.knowledgemobilization.net) is an Ottawabased consulting firm that is organizing the Canadian Knowledge Mobilization Forum in June 2012. These conferences and workshops will help to build the profession of knowledge brokering.

In 2012, we see knowledge mobilization embedded within research projects, research units and research institutions. KMb is developing as a profession in many disciplines. Knowledge brokers are networking locally and nationally and national systems of KMb are forming. In 2007, Sandra Nutley concluded that evidence for organizational and systems level KMb was only beginning to emerge. What a difference five years makes. As our world is now part of a social network of knowledge and innovation - we look forward to being part of the next five years of knowledge mobilization.
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# Re-Visiting Ethnographic and Orthodox Research Methodologies: Field Research Experiences from an African Perspective 

Oliver Mtapuri<br>University of Limpopo<br>South Africa

## 1. Introduction

When undertaking research, there are many things that we take for granted. This concerns research being done either in an African, Asian, Western or any other context. This Chapter shall pay special attention to research carried out in an African context and draws out nuances that pertain to such a setting on the basis that other developing countries in Asia and Latin America might have their distinctive characteristics. Thus, this Chapter is informed by our own experiences as African researchers. A case study based on data from Mashonaland West in Zimbabwe is used to illustrate some of the nuances. Using Western tools of research in an African context has always been a challenge. For instance, English is the main tool of communication in the Western world whereas in Africa, there are different languages or dialects. Researchers have to find some ways to accommodate such specificities as languages or dialects. Women are not allowed to wear pants in certain African settings. Therefore, respondents may refuse to provide information to a woman researcher wearing pants. Yet, doing research while wearing pants, for a woman in a different context may well be acceptable. Casley \& Lury (1989) observe that:

The special difficulties of conducting surveys in developing countries derive from their socio-economic structure. Agriculture is still the main occupation of most of the population and it presents particular problems. Climatic and soil conditions may vary within one country. Some areas may be inhabited by nomadic pastoralists and others by small farmers. Thus there will often be wide regional disparities particularly since the differences in physical conditions will usually be accompanied by cultural differences (Casley et al., 1989).

There are no traditional barriers when negotiating entry for research in Western countries. In most cases the major barriers are the Ethical Committees at local level and satisfaction of the legal requirements such as the Data Protection Act and the Human Rights Act among others in the case of the UK. In Africa, a researcher has to negotiate with local Chiefs and some very limited extent with the government through ministries or departments of health if the research involves human subjects. This explains why most drug tests are done in Africa and this suggests some exploitable and slipshod laxity on the part of African governments on that score. At Universities, researchers have to obtain permission from the
relevant Ethical Committees of that University who may approve or not approve the projects based on its relevance and quality and the treatment of human subjects in a humane way and guarantees of the observation of its ethical codes and standards. Furthermore, the poor state of infrastructure in rural areas of most African countries makes access to respondents very difficult. However, the major challenges faced by researchers when doing research in an African context relate primarily to data collection and sampling. This Chapter will attempt to unpack those challenges and dilemmas when doing research in such a context using essentially an interpretivist paradigm. The key components of the paradigm are 'subjective perceptions and understanding; which arise from experience; objective actions or behavior; and context' Ulin et al., (2002:22). The Chapter will also posit a few alternative methods with respect to data collection.

## 2. Questionnaire dilemmas

Western research methodologies do not take into account African development stages/dilemmas. Africa is a continent clamouring for education, technology, research capacity and skills. It is on these pre-requisites of development, among others, that she is lagging behind. In the rural areas of Africa, illiteracy is still rampant. The challenges experienced when using a questionnaire in an African context may relate to misinterpretation of the questions due to low levels of literacy. This implies that content errors will be committed as a result of the misinterpretations. Questions may also not be answered leading to non-responses. Whole questionnaires may also not be completed. Furthermore, one has to take into account the challenges of language. The multiplicity of languages in one country may present a challenge to researchers. South Africa has eleven official languages. According to the Ethnologue - Languages of the World, the number of individual languages listed for Zimbabwe is 20. Of those, 19 are living languages and one (1) is a second language without mother-tongue speakers (Lewis, 2009). However, Zimbabwe has two dominant languages, namely Shona and Ndebele with a multiplicity of dialects. This means that the research teams inevitably have to be multi-lingual in composition. Language use in the design of the questionnaire itself is also a problem. Care has to be taken with regard to wording and general phraseology. Different words mean different things to different people. For instance, the "you" would be very disrespectful in a research context which in Shona, a dominant indigenous language in Zimbabwe, would be, "iwe". A researcher cannot use such a word in research questions as that may offend the respondent if $\mathrm{s} / \mathrm{he}$ is a household leader who would prefer to be called "imi", its "you" but used in its plural form as if addressing many people.

When the questionnaire is researcher administered, there is always the danger of the researcher bringing in his/her biases into the research. Most qualitative research is pragmatic from the point of view of the researcher and subjective from the point of view of the subjects. However, the researcher must strive to desist from leading the respondents and bringing in his/her bias into the research. Seasoned researchers have the capacity to do so which comes through (self-) training and experience. Structured questionnaires tend to channel people in a particular direction, directive approach, which are researcher-defined, and usurp discretion from the respondents who will withhold his/her "views', if not covered in the questionnaire, due to these 'structured responses' created by the researcher. It
must be admitted that structured questionnaires are easy to analyse as compared to the unstructured ones. The trade off would be between the unquestionable ease of analysis provided by structured questionnaires or depth and variety of responses provided in unstructured questionnaires. These decisions rest squarely with the researcher.

Because of poor literacy levels in a rural African context, there is need to dedicate more time for holding the interviews or for questionnaire administration. Unstructured questionnaires and interviews give more discretion to the respondent to delve into issues based on their own volition, non-directive approach. This has often been found to be the case. Alternatively, respondents because of being "over-researched" tend to provide the researcher with the answers that the researcher expects in order to get rid of him/her as soon as is possible. To gain the people's confidence the research has to ensure the confidentiality and anonymity of respondents and the researcher must remain genuine/authentic and honest and also perhaps allow respondents to choose their own pseudonyms for the purposes of the study. Creating research partnerships, between the respondents, who purvey the information, and the researcher/learner/co-interpreter, carries with it serious ethical obligations anchored on mutual trust and understanding of common interests (Ulin et al., 2002). Hammersley \& Atkinson (cited in Silverman, 2001) posit that respondents are more concerned with the researcher as a person than the research itself - whether 'he or she can be trusted, what he or she might be able to offer as an acquaintance or a friend, and perhaps also how easily he or she could be manipulated or exploited'. The advantage of an 'outsider' is that respondents may be more inclined to discuss issues of a personal nature such as love and lust with them than with an 'insider' to avoid unnecessary mortification and humiliation. The bottom-line is that the questionnaire should better be administered by the researcher in cases where illiteracy is commonplace.

## 3. Interviewing conundrum

Interviewing is the process of directing a conversation to collect information (Angrosino, 2007). In an African setting we observe that interviews have their own advantages and disadvantages. One of the disadvantages is that the interviewer may push for his agenda that is, introduce interviewer bias as mentioned earlier. The advantage is that interviews cater for all people irrespective of their background, education, gender and other considerations. Face to face interviews are ideal for matters of a personal nature such as sexuality which should be understood based on personal experience as well as what people and society say about it - personal experience and what people say inform behavior. Telephonic interviews are hampered by the paucity of technology because in the rural areas, homes do not have telephones in many an African context.

## 4. Focus group enigma

Some topics are not ideal for Focus Group Discussions (FGDs). People cannot freely air their views. Some people may not feel free to answer questions in front of others and thus may not fully participate in the discussions in spite of the noble objectives the discussions/interviews may have. People may not be comfortable either in the company of others or the researcher herself. Some do not speak out because of lack of self confidence or plain respectfulness, timidity, and even reticence. Those who have the confidence,
enthusiasm and buoyancy, dominate discussions with potential to hijack it. Some moderate their answers in the presence of peers. Group interviews tend to exert influence on respondents and in turn influence the outcomes of the research. Some tend to toe the line in the presence of others. Mixed gender groups may be considered appropriate in some contexts but not mixed age groups because of the sensitivity of certain customs. (By way of caveat, even mixed gender groups should be carefully considered because in some settings, African men prefer to have their early morning chats in the kraal with the exclusion of women. Their inclusion relies on the topic to be discussed). Even then, focus group discussions in mixed groups are characterized by male domination. Moreover, for cultural reasons, some people may not want to be isolated and be put into a group of people whose values they do not share. For example, Muslim women in Northern Nigeria would not want to be put in the same focus group with Christian women from the South and by extension, Muslim men may not want to be grouped with Muslim women. These create problems. Thus FGDs are important and relevant for matters of mutual interest such as community, social events but judiciously constructed.

## 5. Participant observation riddle

According to Angrosino (2007), observation is the act of perceiving the activities and interrelationships of people in the field setting. Participant observation is unique in that it combines the researcher's participation in the lives of the people under study while also maintaining a professional distance (Fetterman, 1998). In an African setting, those who are being observed may not feel free to be in the company of a stranger. To go about this, it may be meritable to employ researchers who are locals because they can literally 'connect' with their people. This could be particularly true for studies that seek to understand cultural aspects of a people. The disadvantage of using the services of local people is that the obvious things to them may be unique to a stranger and thus interesting to research. This may result in rich grassroot level data not being captured by using their services. Casley et al., (1989) claim that 'insiders' may 'over-identify with the subjects' such that their lines of inquiry are restricted. People tend not to trust strangers in their midst leading to deception of researchers. Furthermore, people usually want to be compensated for their time. Some of this could be attributable to economic disadvantage and some of it as due payment/recognition for effort.

## 6. More on the divide

### 6.1 Cultural divergence

There are differences in how issues can be conceived in an African as opposed to a Western perspective. The differences could be cultural/traditional, literacy and moral differences. A culture (Western) that allows both males and females to wear pants will not have a problem with a woman researcher to wear pants when doing research. As earlier mentioned, a culture that does not allow women wearing pants in an African context may not allow enumeration to be done by a woman wearing them. The appropriate dress code has to be observed. Makoni (n.d) observes that euthanasia, homosexuality and sex change are embraced in the Netherlands but are considered taboo in Zimbabwe. This is a reflection of the legal and moral schism between the two countries.

Elderly people do not want to be "cross-examined" by the young ones on moral and cultural grounds, for example, on issues of family, governance and sex-related matters. They do not take to it lightly. Questions related to those matters should not be assigned to young researchers lest they be rebuffed and snubbed. The elders are the custodians of cultural heritage and indigenous knowledge of their communities which they pass on from generation to generation. Thus, secrecy is commonplace regarding ages-old tradition and taboos such that it becomes difficult to obtain credible information on such traditions and taboos. There are topics which cannot be discussed publicly or shared in public because they are thought to be sacred and sacrosanct. For example the initiation ceremonies among the Venda people in South Africa (most ethnic groups in Africa actually try by all means possible to keep their ceremonies sacred and guarded). Participants to those ceremonies do not easily share that information. This is different from Western respondents. One would find that some teenager girls do video tape their debut sex encounter to share with their friends. Issues related to sex and sexuality are neither discussed between fathers and sons, nor can that conversation transpire between mothers and sons (and fathers and daughters) in an African context. It may be slightly different in urban areas where western culture has been adopted. However, this shows that the level of openness differs in each of these two contexts. Cultural prohibitions on divulging issues related to initiation schools, mean that accessibility to facts becomes problematic. Even when respondents agree to be interviewed, the reliability of the information provided may still remain questionable given the 'sacredness' of the practice which is guarded and preserved jealously. Information will not be provided to a non-initiate because of the thorough screening process which involves elaborate test questions. It is unethical to use hidden cameras. Therefore there are those things that are considered to be sacred and therefore are held in secrecy. Those things become very difficult to observe overtly. Covert access, which is access secured without the respondent's knowledge, raises ethical issues and may well endanger the researcher's life if the researcher is found out and his/her disguise is publicly unmasked. Because Africans secretly guard these practices, sexuality among blacks is portrayed as uncultivated, unfettered and insatiable against a western self-portrait of 'restraint, purity, calculation and rationality' (Marais, 2005:15). Such ostentatious and conceited inferences are unwarranted and misplaced to the extent that such generalizations inspire wrong conclusions.

Diversity is not always embraced in certain settings as people tend to look inward to their own cultural and traditional practices to the exclusion of other perspectives. In that sense inclusivity is wantonly and shamelessly disregarded. Furthermore, many things are not properly documented in an African context, this makes researching them very difficult in cases of secondary data search.

### 6.2 Seasonality

Most African contexts are affected by seasons as in other contexts. There are times when people are too busy that they can hardly have time to take questions for example during rainy season and harvesting periods. Researchers have to accommodate these periods. This is particularly true when the researcher has to undertake research using participatory methods such as Seasonal Calendars and Gender Daily Calendar. Seasonality calendars can cover themes such as water availability, disease occurrence, patterns of household food security (e.g maximum food availability and food stress periods), labour demand and so
forth. Daily activity charts show people's routines and chores from morning to evening during both dry and rainy seasons while seasonality in terms of disease occurrences may cover both animals and humans (bilharzias, cholera, malaria and measles). These are key ingredients in, for instance, preparing a community's action plan. What is important is to be aware of the moments when it is opportune to do research without causing severe disruptions to daily chores in their lives.

### 6.3 Communication tools

Another challenge that a researcher has to take into account is the issue of "communication tools" that one uses. Whereas in western countries, they can easily make use of the internet, mobile phones and so forth. This can be totally different in developing African countries as most successful interviews have to be done face to face. Financial resources and equipment are a huge problem for African researchers. They sometimes cannot afford to buy the photographic, Personal Data Assistant (PDA), audio and video equipment to undertake their research. Thus, the approach of using technology as a means of doing research is definitely different in an African context as opposed to a western one. In the West, researchers have a wider access to the internet which can be used to dispatch questionnaires and the PDA, particularly in the Health sector, has been found to be useful with potential for quick turnaround times between data entry and processing and reporting. Overall, their use has enhanced the quality of the data.

### 6.4 Power dynamics

African and western cultures show differences in the manner in which they open up to strangers/researcher. In an African setting, there are issues which one cannot discuss with a stranger/researcher which implies that respondents will withhold information making it difficult to collect data. In an African setting, it is extremely difficult to have access to respondents, wife and children, without the explicit permission of the head of the household who is usually male (in a patriarchal society). Therefore, culture is another challenge that one would have to contend with when using western methodologies. As an example, the head of a household in most African traditional set ups is a male and it is a male who normally speaks to a stranger - in this case a researcher. This means that gender dynamics are also another challenge which implies that a researcher cannot talk to or interview a woman alone in the absence of the husband or a male relative. All these situations tend to influence the type of responses that a researcher gets. In other words, these challenges have a bearing on the outcomes of the research in an African context. In essence, it seems there is enjoyment of privilege by males that power and authority bequeaths upon them because of their gender in an African context. This would be interpreted from a western perspective as a reproduction of inequities when the purveyors of this custom view it as normal. Gender stereotyping is also commonplace. In a place like Gwanda in Zimbabwe, one cannot talk to the wife without the approval of the husband. (In some places, men and women do not use the same toilets). This implies that researchers ought to be culturally, politically and contextually sensitive as they do their research in any given setting. Samples at the individual level are not always easy to build in African context - for example a woman is less likely to take questions in the absence of their husbands if they are married due, again, to the power dynamics at play. This is different from the West, for example, in UK or the

Netherlands, women are free to take questions and in most cases they do not need the approval of a man to speak their mind or to answer questions. The power dynamics between males and females, between genders - between males and males; and females and females - are at the core of the melee for equity in the distribution of power, opportunity, authority, self-esteem and resources between traditionalists/cultural conservatives and feminists.

### 6.5 Accessing respondents

Access can also be limited because one has to consult the traditional authorities who use their discretion to grant the researcher the permission to canvas information from his/her subjects. Entry has to be negotiated. In some rural areas of Zimbabwe, for example, a family may not easily entertain "strangers" to come into their midst without the knowledge and sometimes approval of the Chief/gatekeeper. This means that the Chief needs to be informed of the research and its purpose before it is undertaken. He can either refuse entry or approve it. He can also disapprove the subject to be discussed, for example if it threatens their cultural values. Traditional authorities can thus make or break a survey or study. It is no wonder that people can boycott the study if the chief does not approve of the study. Traditional protocol has to be observed. It is advisable to know the ethics and norms of the people one is going to research and know how to talk and address them without offence. Participation is not always easy to secure in some contexts. The challenge is also that how do you assemble people without paying them, if the intention is not to compensate. Concomitant to this is the challenge of assembling people at the same time where they have to abandon their usual chores for this data collection event.

The following example shows the span of authority of the Chief. The third national census of South Africa since the attainment of democracy in 1994, Census 2011, took place on 10 ${ }^{\text {th }}$ 31 ${ }^{\text {st }}$ October, 2011. In terms of the Statistics Act of South Africa, it is obligatory for citizens to take part in the census. It was reported on National TV that a Chief, in the KwazuluNatal province, had refused entry to census enumerators because his subjects had not been offered the first opportunity to work as enumerators. Given the importance of the exercise to the country and after elaborate negotiations and concessions with the chief, his subjects were eventually enumerated. This illustrates the power and authority that chiefs/gatekeepers command in an African context.

Physical access to respondents can be impaired by the impassable roads, the forests and mountainous terrain that the researcher has to navigate. A researcher would need to establish a sample frame in order to draw a sample in such situations. There are a number of problems that a researcher would face in an African setting. For example, house numbers are found mainly in urban set ups and not in rural areas. It would be difficult to draw up a sample of houses in rural areas because the homes are not serially numbered or sequentially ordered and usually not located in a linear fashion (and often cyclical). It becomes a challenge to employ probability sampling methods such as systematic sampling in an African context. This is because the enumerator must cover all units in some sequence either even or odd until the last number in the sequence. The homeless also present their own challenges because of their homelessness and lack of fixed place of abode. The informal housing settlements in urban areas also pose their own problems as numbering is not sequential if at all it exists.

### 6.6 A case study based on my own experiences

I did a study which focused on the perceptions of poverty in Mhondoro communal area which is located in Mashonaland West province of Zimbabwe.

While the abiding theme of my work was poverty alleviation and targeting in poor African countries such as Zimbabwe, the hypothesis central to my study was stated as follows:

Hypothesis: While income may be an aspect of poverty in Africa, access to assets is important in a self-definition of poverty that uses local norms as the measure of well-being.
Accordingly, the other questions that were subjected to interrogation were:

- What factors affect perceptions of poverty and thus should be taken into account in a consensual approach to poverty?
- What is the minimally adequate asset level (MAAL) that a person must have for him or her not to be considered poor?
- Is there a measurable threshold of assets that constitutes poverty?
- How many and what kind of assets do people need not to be poor?
- Does location matter?


### 6.6.1 Aims of my study

The study had one overarching objective: To establish an asset-threshold using the consensual approach through the eyes and experiences of the people of Mashonaland West in a self-definition of poverty which uses local norms as the measure of well-being.

### 6.6.2 The research setting

Mhondoro communal area is situated 40 kilometres from Harare, the Capital City of Zimbabwe. Villagers in the area grow plants and keep animals for day-to-day living. This communal area was chosen, firstly, because the area reflects a social landscape that is rural - this was one of the fundamental conditions underlying the quest for an assetthreshold steeped in a rural setting. Secondly, the researcher's familiarity with the location as well as knowledge of the local language, Shona, which is critical in understanding the perceptions of poverty and how these relate to assets. Shona is the dominant language spoken in this province. Familiarity with the location brings in some element of purposiveness in terms of site selection. Mashonaland West is not the only rural area representing a typical African setting. There could be other areas in Zimbabwe with similar conditions as elsewhere in Africa. This paper does not lay a claim to the generalisability of the results to the whole of Mashonaland West or Zimbabwe or Africa per se. Generalising results from case studies requires a judgment about the typicality of findings in the population about which a generalisation is made (Hammersley, 1992) cited in Shaffer (2002:48). According to Shaffer (2002) the crux of the issues lies in determining 'typicality' which in practice is very hard to do, especially given that the results [may be] highly contextual and may defy generalisation. According to the 2002 Census carried out by the Government of Zimbabwe, the total population of Mashonaland West province was $1,224,670$ comprising 609,778 males and 614,892 females. About 72 per cent of the population of the province lived in rural areas while 28 per cent resided in the urban
areas. The average household size was four persons. In terms of the type of dwelling units, 32 per cent of the households live in traditional dwelling units, while 40 per cent occupied modern dwelling units and the rest occupied a mixed type of dwelling units. About 66 per cent of the population had no electricity while 80 per cent of the population had access to safe water, either from piped water or from boreholes/protected wells. The remaining 20 per cent obtained water from unsafe sources such as unprotected wells, rivers and streams.

To gain entry I also had to obtain the permission of the kraal head despite the fact my father was born in that village. It was not a given that I would be allowed to collect data for my study without his permission. Since I was staying in the capital city and had last gone there many years back, my brother had to consult the kraal herd before I could do my study there. The kraal head knew my brother because my brother has built a house in the village and he commutes there every two weeks. He also has a small plot adjacent to his house on which he grows maize and vegetables. After negotiations on my behalf, permission was granted. In a way I felt like an outsider/stranger. However, after the permission was granted, work commenced. It was easy for the kraal head to assemble his subjects. He would hit with a heavy metal rod for about six to seven times onto a thick metal sheet shaped like a satellite dish which hung from a tree, which sounded to me like a Church bell, to call his subjects. In a few minutes, the villagers would start streaming from their roundavels and houses to the kraal head's compound. He announced the object of my visit and granted permission to his subjects to assist me with the information I needed for my study. With the kraal head's blessing, I had more households from whom I could canvass for information than I had anticipated.

I selected a sample of 100 households in the three villages of Zimucha, Chakavanda and Washayanyika These villages, collectively constituted my rural area for the purposes of my study. And a furthermore 25 households from the urban area of Chikonohono township in Chinhoyi for reasons of comparison. Chinhoyi, which is located approximately 120 kilometres north-west of Harare, is the provincial capital of Mashonaland West. My sample sizes of 100 households for the rural area and 25 households for the urban area were informed by the limitations of the budget as well as time constraints. I collected my data from 10 December 2005 to 10 January 2006 at both rural and urban sites.

In terms of research design, I used the ballot (or poll or voting) in which people were given ballot papers as is done during parliamentary and presidential elections. Instead of voting for their member of parliament or president, they voted for the assets they deemed to be necessary to achieve an acceptable standard of living. All participants in the poll were given a unique number which was used to link their ballot papers to their demographic data. Each ballot paper had the name and picture of each asset. Three categories of ballot boxes were used for this purpose: Most Important, Important and Less Important. Accordingly, in the process of voting, participants were asked to place their ballot papers in the appropriate box. After the votes were cast, the ballots were counted before the assembly of villagers for validation.

Six focus groups in the rural areas and 3 in the urban area as well as interviews complemented the vote in this multi-method approach which collected both quantitative
and qualitative data. Interviews were carried out covering demographic information as well as definitions of poor and rich persons. The first choice participants for Focus Group Discussions (FGDs) were heads of household. In their absence any member of the community participated because assets are 'neutral'. If the concern was income, the researcher would have involved primarily only income earners in the FGDs. During the main survey, six FGDs were held in the rural area: one adult male-only group; one adult female-only group; one adult mixed group; one youth-male group; and one youth-female group and one mixed youth group. In the urban area, only three FGDs were conducted as follows: one adult male-only group; one adult female-only group; one mixed youth group. Assets concerned those who had them as well as those who did not. On average, between 8 and 15 participants took part in the FGDs.

There were separate FGDs for males and females. The purpose of separating the males from the females was to allow the different genders to speak their minds freely. It was also of interest to delve into the different perspectives that men and women had on a subject and separation of genders allowed this. Men and women may have different perspectives on say a house. Men may need a house, but women may look beyond a mere house to its quality as well. Males and females are not homogenous social categories in terms of needs and aspirations. Mixed groups of both males and females were also used to affirm views, to engage men and women in debate (if there was such a debate) and to establish dominant views in constructive engagement. The mixed group FGD dealt with the issues of how many of the items they voted for were required to lead a minimally acceptable way of life as well as to determine the cost of each item.

Accordingly, FGDs were useful in the clarification and elaboration of social norms, experiences and practices; and providing a broad overview of perceptions of what constituted assets that were necessities of life for the people in the area. In the rural area, the list consisted of 32 items, while in the urban area it contained 37 items. These items were chosen by participants in FGDs after starting off with a short-list of 14 items. The preliminary list used in the urban and rural areas had the following 14 items: cattle, hut, land, plough, wheel-barrow, scotch cart, hoe, goats, spade, axe, bed, chickens, radio and donkey. In the urban area, the list excluded a cultivator and harrow mentioned in the rural area and also separated a mobile phone from a telephone as distinct assets. The people selected these items as a broad yardstick by which the poor could assess their lifestyle.

The consensual approach is where public opinion is used via a ballot to determine socially perceived necessities of life. (See Mack and Lansley (1985) who are the proponents of the methodology used in this study). Middleton (2000) notes that consensus can also be reached through discussion, negotiation and eventual agreement. Thus, the lack of certain goods and services which are believed by the majority of the population to be essential falls under consensual measures (ibid).

Because of the success of this first leg of my study, following the rapport that I had established with the kraal head and his subjects, I followed it up with another study in 2009. I have turned my study into longitudinal study. This case study was sourced from Mtapuri, (2008, 2010).

## 7. Alternatives

### 7.1 Workshops and seminars

Workshops and seminars are a form of data collection. Facilitators will solicit ideas, opinions and views from different and disparate stakeholders on a matter. Brainstorming can be used to gather information. The flow of information should be encouraged back and forth, unfettered. A trained facilitator can make that possible. Rich and useful information can be obtained for further processing from these open discussions. The advantages are many. For example, stakeholders will have an open opportunity to air their views. Workshops and seminars usually come at a great cost. These costs include hiring a venue and payment to participants and facilitators. Because of paucity of resources in an African context, workshops and seminars can be held under a tree, in a marquee, tent, a classroom, and so forth.

### 7.2 Open mic (microphone) sessions

Open mic sessions are ideal for the youth (especially in urban areas). These are sessions in which everyone has a chance to air his/her views in front of everyone in an open and transparent manner. It allows people to vent their anger, emotions, joy and happiness at the issues that matter most to them.

### 7.3 Storytelling

There variants to storytelling. One of them involves sensitizing respondents on the theme for discussion so that the researcher and the respondent are on the same wave length. The researcher then asks the respondent what they know about the issue. He/she further probes as the conversation continues. Alternatively, an imaginary story is presented and a respondent is asked to relate it to their own experience. Second variant is for people to form a group. And then let each person tell their own story which is recorded on tape with their permission but recorded anonymously. By giving them the tape recorder, the researcher will be giving them control over what they say. The tape recorder is passed on like a baton stick to the next person who also tells his/her story. The third variant is to engage with the respondents one-on-one and the researcher then asks a specific question to kick start the conversation. From then on the respondent will tell his/her story. The fourth variant is done without giving any direct prompt. The researcher captures stories spoken when people are busy with their chores for instance baking or stories spoken as people gossip. It assumes an open discussion. No topics is pre-determined. It is conversation between people who know each other. It may be about their individual aspirations, community aspirations, politics, sexuality, infidelity and so forth.

### 7.4 Event search

This approach to data collection which I call event search is a way to understand how people deal with life experiences. It seeks to gather information on their ways of life at key events in people's lives. These events include weddings, marriages, ritual ceremonies, funerals and so forth. It is these events that speak to the real life experiences as they reminisce about themselves, friends, workmates, their rulers and leaders and their
communities in general. These are the stories that shape and point to the way people live their lives. One will not be interested in the wedding or funeral per se but about what people say and talk about in relation to socio-political issues such as housing, electricity, sanitation, life in general and so forth. It is at funerals that people talk about HIV/AIDS and sexuality and even laugh at some of the issues.

## 8. The etiquette challenges

What would a researcher do if he/she is offered water to drink when he/she can see that the source of the water is dirty or the water does not meet his/her hygiene standards? In rural areas of Zimbabwe, people drink traditional beer from the same gourd - a gourd is a hardskinned fruit which is dried and hollowed out to make a bowl or cup - which rotates from one drinker to another without being washed. Skipping is grimaced and frowned upon. What would a researcher do if offered a gourd of beer/water that is in rotation? Some may consider it unhygienic while beer has been traditionally drunk that way from generation to generation. In Rushinga in Zimbabwe, the people smoke marijuana openly. Even children are allowed to smoke marijuana in this region. However, in the rest of the country it is illegal to smoke marijuana. What would a researcher do if he/she observes an illegal activity during his/her research and children are partaking in it? This poses an ethical challenge. In the same region, beer is brewed in a rotational fashion from one household to the next on a weekly basis as an income generation venture and a practice. Anecdotal evidence shows that women in the region even drink more than men because it is the responsibility of the women to brew the beer. This has been the case since time immemorial. In such circumstances the researcher must not judge the subject and colour or taint his/her research with his/her own biases.

## 9. The challenges and the search for alternatives

Table 1 below shows some challenges and possible alternatives. Judgment on the way to execute the research solely rests with the researcher. Interviews from a western perspective can fall within a continuum from being open (approachable) to closed (privacy is treasured/precious). Alternative methods are shown in the table.

| Method | Western way | African way | Alternatives |
| :--- | :--- | :--- | :--- |
| Interviews | Easily approachable <br> Some consider their <br> privacy as precious. | You need to have <br> consent of chief <br> People expect some sort <br> of compensation for <br> participation like food <br> parcels <br> Not easily approachable, <br> secretive. | Ensure confidentiality <br> and anonymity. <br> Researcher must <br> remain authentic and <br> honest. <br> Story-telling. <br> Photo narrative where <br> permissible |
| Questionnaire <br> Self <br> administered | There are poor <br> response rates. | Literacy rate - some <br> cannot write. The <br> researcher has to be sure <br> that people understand. | Face-to-face <br> administration to <br> explain or to write for <br> them. |


| Method | Western way | African way | Alternatives |
| :---: | :---: | :---: | :---: |
| Questionnaire: Researcher administered | A westerner can encounter language and cultural barriers | Translation from African to English, and vice versa is problematic because of possible loss of meaning. You may lose meaning during data collection, because of the inability to get some information verbatim and still retain original meaning. Thus misinterpretation may lead to wrong conclusions. <br> Intrusive at times; Could face language barriers | Face-to-face. <br> Ensure confidentiality and anonymity |
| Focus Group Discussions | High response rate. | Unlikely to get responses in groups because people are shy to speak about certain subjects in public, e.g HIV, sex etc. Cultural norms may dictate who participates in the focus groups People tend not to want to talk about health and politics in focus groups | Identify a chairperson from the group. Researcher must stay outside. Use tape recorder with their permission or Use smaller groups for discussions and couple it with sport or any other activity such as baking for women while discussing issues |
| Participant observation | Misunderstanding of the culture. <br> Getting permission is a challenge | Misunderstanding of people's way of life, language, culture and cultural codes. Sacred traditions are difficult to observe. <br> Getting permission is a challenge | A researcher would need an interpreter to decode the cultural codes, language and explain way of life. |

Table 1. Challenges faced by researchers when collecting data in an African context
Table 2 shows the opportunities and challenges that a researcher can anticipate in an African context. Opportunities are galore in the realm of poverty, unemployment, rituals and customs, gender as well as a myriad of other social and economic issues, including the environment.

| Opportunities | Challenges |
| :--- | :--- |
| Learn African rituals and customs e.g <br> initiation ceremonies | The customs are considered sacred and <br> opportunities are lost to study them. Using <br> hidden cameras becomes unethical. |
| Learn about gender and gender imbalances | Values and beliefs embedded in cultures <br> and passed on from generation to <br> generation |
| To use photo narrative - in which you use <br> photos to prompt discussion. People say <br> what they see in the photo and asked to <br> draw parallels with their own experiences. | Technology is not readily available and not <br> affordable to many people in the rural <br> areas |
| To use overt observation | Access is regulated by the chief, kraal head <br> or male members of the family |
| To appreciate and celebrate diversity | The existence of many languages means <br> that meaning may be lost during <br> translation from vernacular to English and <br> vice versa. Diverse groups keep their <br> customs, beliefs and traditions secret |

Table 2. Opportunities and challenges

## 10. Conclusion

In this Chapter I presented challenges of doing research in an African context. There are differences in how issues can be conceived in an African as opposed to a Western perspective. The differences could be cultural/traditional, literacy levels or of a moral nature. This does not imply that doing research in Africa is fruitless or impossible but rather the Chapter warns the researcher of what to heed and pay attention to. It was also about presenting a worldview that thrives in an African context so that the researcher is better prepared to navigate his/her way in that space. People do successful research in an African context by findings ways around those apparent and fundamentally technical ambiguities presented by Western and African perspectives. To be a successful researcher in Africa and perhaps elsewhere, it requires that a researcher is culturally, politically and socially sensitive in the environment in which one is doing his/her investigations. This is helpful in appreciating what permissions need to be obtained to gain entry into communities, what methods are ideal for data collection in the circumstances, who should be the subject of the investigation, how would one draw a sample and what sampling method should one choose and so forth.
In this chapter we exposed the challenges found in an African context such as:

- The chief and the headman becoming important role players in surveys because without whose consent, access to subjects may be denied. The chief may approve or not approve the topic for the research;
- In some patriarchal communities in Zimbabwe for example, a woman may not respond to questions in the presence of the husband. It is the husband first as his prerogative, which he can delegate to her.
- Certain rituals like initiation are done in secrecy to preserve their "sacredness", which poses a challenge when doing research;
- In places where respondents are illiterate, self administered questionnaires become redundant.
- A team of multi-lingual research researchers and assistants may be required due to the availability of a wide array of languages thriving in African communities. Translation from vernacular to English and vice versa may not capture the essence of the discussion and hence meaning may be lost in the process.
- When sampling, literature talks about numbering the houses, street by street in some sequence, for example, for systematic random sampling. But in some rural areas of Africa, such streets do not exist as roundavels/huts in a village are clustered in a manner that may defy sequential numbering.
The challenges highlighted above do present opportunities. It is for the avid and passionate researcher to navigate in this less understood but interesting and exciting space for research - the African terrain. The African terrain, while providing a seemingly contradictory and ambiguous tapestry when juxtaposed with a western one, it presents a diverse and rich terrain of unlimited possibilities for research. As my experience has shown, my snowball was growing as more and more people wanted to be involved in my study through word of mouth. This happened because I observed traditional protocol to the letter as well as all relevant research ethics governing my work. The sky is no longer the limit. I conclude with these perceptive words by Khotsa and Sithole:
Africa has the potential to become a world leader in almost all spheres of life, but potential remains potential as long as it is not explored and exploited (Khosa, 2009:11).

Knowledge production, scientific knowledge production in particular, should continually be informed by discourse battles and debates, openness to innovation and discourses from elsewhere (Sithole, 2009:98).

I choose to take the opportunities and still imagine a rich and flourishing terrain for knowledge production in Africa.
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## Section 5

Public Opinion and Citizenship

# Social Physics: An Interdisciplinary Way to Explore the Mechanism of Public Opinion 

Yijun Liu and Wenyuan Niu<br>Institute of Policy and Management, Chinese Academy of Sciences, Beijing<br>P.R. China

## 1. Introduction

After Conde put forward the idea of social physics nearly 200 years ago, the discipline has experienced such three development phases as classical social physics, modern social physics and contemporary social physics. As an interdisciplinary field, contemporary social physics uses the concepts, principles and methods of natural science to explore, simulate, export, explain and find out social behavior rules and economic operation orders with efficiently extending, properly integrating and rationally modifying (Fan et al., 2006). During the last 50 years, great progress has been achieved in this field.

Public opinion reflects the public on certain social reality and phenomenon in different historical stages, the integration of mass consciousness, ideas and emotion. The subject of opinion is the general public, the object is a particular focus of the community, and the ontology is the tendentious comments or remarks of this focus. "Public opinion comes before the unrest" has become consensus. Before any major social changes happen, there is always an aura from public opinion. During the changes, some oscillations will be caused on public opinion. After the changes, some public opinions will be persisted to guide new social changes as experience, preparation and reference. Public opinion can be viewed as a social behavior of the public and presentation of forming legal or moral restriction. It's helpful to build harmonious society. In contrast, it can also induce social trouble. Therefore, it's very significant to find out rule of opinion formation and evolvement and then guide opinion infection.

Social physics insisted that mechanism of opinion formation and evolution, same as process of common incident, involves latent period, active period and close period. Three main theories, social combustion theory, social shock wave theory and social behavior entropy theory are involved in social physics. When large-scale individuals or group discuss some incident together, it enters active period from latent period of opinion. That indicates that opinion is built step by step and formed at last by integration of local viewpoints with key points from opinion leader. The level of opinion formation during different stages can be quantitatively decided by number, scale and intensity. In the following parts, social physics with three main theories will be applied to study the mechanism of public opinion. Part 2 will briefly review the state of art by focusing on a wide list of disciplines ranging from
sociology, psychology, politics, journalism communication, mathematics, physics and system science. Three theories of social physics will be introduced in part 3. In part4, social combustion theory will be used to study mechanism of opinion formation, social shock wave theory is used for exploring process of opinion evolution, and social behavior entropy theory is used to analyze behavior of participants, mainly opinion leader, in opinion 'Ba' which means a virtual or reality environment.

## 2. Review of the public opinion under different disciplines

This part will firstly introduce the existing research on public opinion under Social Sciences \& Natural Sciences. Social science puts more emphasis on straightforward analysis of social observation and investigation with qualitative description methods. In contrast, natural science focuses more on the mathematics or physics mechanism of opinion with quantitative methods. The latter ways produce more abstract results and may detach research from the actual media events.

### 2.1 Research on public opinion in the field of social sciences

### 2.1.1 Research on public opinion from sociological perspective

Sociology is a comprehensive course for studying the social structure, function, occurrence and development through social relations and social behavior (Chen, 1999). From the sociological perspective, research on opinion relates to the effect on the opinion formation from the process of socialization, the impact on the individual opinions from social organizations and social economic structures, and so on. Sociology concerns about the phenomenon of social life (the object of opinion) directly related to people (the subject of opinion), advocates to scan these phenomenon through the integrated and comprehensive perspective (the ontology of opinion). Therefore, there is an essential relationship between opinion research and sociology.

### 2.1.2 Research on public opinion from social psychology perspective

Social psychology is a branch of psychology to study the social and psychological phenomena of individuals and groups (Sha, 2002). Some scholars directly interpret opinion as the people's social and political attitudes. This definition limits opinion in the scope of research on the society or social activities. Only the subject and ontology of opinion are involved. Research on opinion also concerned about the various social phenomena and problems (the object of opinion) associated with the social and political attitudes besides the above two concerns. That is, different scopes are respectively owned by opinion research and social psychology which focus mainly on psychological development of the social groups.

### 2.1.3 Research on opinion from politics perspective

Politics concentrates on countries, political parties, classes, the political system, political democracy, political power distribution etc. and explores some regular essence (Wang, 2005). Opinion is defined as the social political attitude, which means that politics can guide social attitude of the civil society (ontology of opinion) and object of opinion is viewed as
the social phenomena and problems of politics. It can be more properly described as that opinion is people's direct or indirect attitude towards government. Opinion reflects the support or opposition of people and affects people's actions and the development of the situation. Politicians usually build a situation in favor of themselves and against the competitors with different opinions. Progressive opinion is often the precursor of the revolution.

### 2.1.4 Research on public opinion from journalism communication perspective

Communication is a science to study all human communication, development rules and the relationship between communication and society. In short, communication is majoring in how people exchange information with some symbols. Journalism media is very important for reflecting, forming and guiding opinion. To different subject of opinion, media can provide respective help. It accelerates the process of formation and evolution of opinion for the public, and helps to supervise, guide and control opinion for government. "Public opinion", as a classic in communication field, presents a panoramic view for opinion first time and lets people realize the various internal and external relationships among all kinds of opinion phenomena (Lippman, 2006).

### 2.2 Research on public opinion in the field of natural sciences

### 2.2.1 Research on public opinion from mathematics perspective

Usually, researchers build some mathematical models and then try to describe, explain, forecast or find out some rules based on analysis of these models. An early formulation of such a mathematical model was given by J.R.P. French in 1956 in order to understand the complexity of group's activity (French, 1956). In 1974, De Groot M. applied Delphi method to build consensus (De Groot, 1974). Lehrer \& Wagner regarded rational theory as fundamental condition of modeling for social opinion from justice level to epistemology level in 1981 (Lehrer \& Wagner, 1981). Especially, Abelson R., Friedkin N. \& Johnsen E. investigated how to achieve consensus or form social opinion from divergent thinking (Friedkin \& Johnsen, 1999). This solution can be described concretely as following.
Let n be the number of agents in the group under consideration. Each agent $i$ will not blindly accept or reject another opinion but consider other opinions totally and then form owned viewpoint. That is, opinion of each agent can be modeled by regarding other opinions with different weight value $w$.

French Model: with discrete conditions, weight value $w$ is constant.
Given the same hypothesis, opinion vector can be denoted with continues condition at time $t$ as

$$
\begin{equation*}
x(t)=\left(x_{1}(t), x_{2}(t), \cdots, x_{n}(t)\right) \tag{1}
\end{equation*}
$$

Where, $x_{i}(t)$, opinion of agent $i$, is a real number. Let $w_{i j}$ be weight of effect on agent $i$ from agent $j$, then

$$
\begin{equation*}
x_{i}(t+1)=w_{i 1} x_{1}(t)+w_{i 2} x_{2}(t)+\cdots+w_{i n} x_{n}(t) \tag{2}
\end{equation*}
$$

$w_{i j}$ is a variable of time. It relates to $x(t)$ at $t$.

$$
\begin{equation*}
W(t, x(t))=\left(w_{i j}(t, x(t))\right) \tag{3}
\end{equation*}
$$

That is:

$$
\begin{equation*}
x(t+1)=W(t, x(t)) x(t) \tag{4}
\end{equation*}
$$

This model can be simplified. Assume $W$ is a constant random matrix, then:

$$
\begin{equation*}
x(t+1)=W x(t) \tag{5}
\end{equation*}
$$

The above procedure is the kernel process of social opinion modeling by De Groot and Lehrer.

Based on the model by De Groot and Lehrer, Friedkin and Johnsen consider opinion of agent $i$ lies on two factors. The first one is insistence of owned opinion, described as $g_{i}$. The second one is effect from other opinions, described as $1-g_{i}$. Formula (2) can be changed as

$$
\begin{equation*}
x_{i}(t+1)=g_{i} x_{i}(0)+\left(1-g_{i}\right)\left(w_{i 1} x_{1}(t)+w_{i 2} x_{2}(t)+\cdots+w_{i n} x_{n}(t)\right) \tag{6}
\end{equation*}
$$

With matrix mode, it can be expressed as,

$$
\begin{equation*}
x(t+1)=G x(0)+(1-G) W x(t) \tag{7}
\end{equation*}
$$

This is Friedkin \& Johnsen Model. The difference between this model and Abelson model is that differential equation instead of difference equation is involved in the latter on. These models often involve matrix theory, Markov chain and graph theory, etc.

### 2.2.2 Research on public opinion from physics perspective

The Ising model has been well-known to be a simple model providing profound physical significances, which is helpful for discovering principles in our physical world (Zhang, 2007). It has been not only conceived as a description of magnetism in crystalline materials, but also applied to various phenomena as diverse as the order-disorder transformation in alloys, the transition of liquid helium to its suprafluid state, the freezing and evaporation of liquids, the behavior of glassy substances, and even the folding of protein molecules into their biologically active forms.

We consider an Ising spins chain ( $S_{i} ; i=1,2,3, \ldots N$ ) with the following dynamic rules:
if $S_{i} S_{i+1}=1$, then $S_{i-1}$ and $S_{i+2}$ take the direction of the pair $(i, i+1)$;
if $S_{i} S_{i+1}=-1$, then $S_{i-1}$ takes the direction of $S_{i+1}$, and $S_{i+2}$ takes the direction of $S_{i}$.
These rules describe the influence of a given pair on the decision of its nearest neighbors. When members of a pair have the same opinion, then their nearest neighbors agree with them. On the contrary, when members of a pair have different opinions, then the nearest neighbor of each member disagrees with him (her).

Deriving from the Ising model, Sznajd model (Stauffer, 2002a, 2002b), Krause-Hegselmann model, Deffuant model (Stauffer, 2005) and Galam model (Galam, 1990, 2003) have also been proposed for opinion dynamics.

### 2.2.3 Research on public opinion under system perspective

Systems Science focuses on the structure, function (including evolution, coordination and control) and general rules. China's famous scientist Qian Xuesen gathers up and unifies achievements from the different disciplines with a systemic perspective, reveals the general rules and nature of system, and then builds the theoretical basis for systems science. Objective of system science is various types of systems. According to amount of the elements and their different types, as well as degree of complexity of the relationships between different elements, systems are divided into simple system and complex system.

Some scientists have tried to study opinion from the perspective of systems science. For example, Haken H., a famous physicist, proposed viewpoints as order parameter of opinion formation and considered that change in the number of viewpoints ( $n_{+}, n_{-}$) is a cooperative effect. Also, he insists that the formation of viewpoint will be affected by the same or the opposite viewpoint. Haken simply divides opinion into two contrary, positive and negative. That means, opinion is viewed as a simple system here.

## 3. Three theories of social physics

Social physics presents three main theories, social combustion theory, social shock wave theory and social behavior entropy theory (Niu, 2001). Social combustion theory focuses on mechanism of society stability. Social shock wave theory explores spatio-temporal distribution of society stability. Social behavior entropy theory is for essential research on society stability.

### 3.1 Social combustion theory

Social combustion theory, which carries a reasonable analogy between the natural burning phenomenon and social disorder, instability and turmoil, was proposed in 2001(Niu, 2001). In nature, burning involves not only physics process but also chemistry process. Physics process indicates physical balance conversation of energy, and chemistry process mainly indicates physical change and the related conditions. Burning occurred only if all three basic conditions, namely burning material, catalysis and the ignition temperature or the last straw, exist. That is, any of the three ones is indispensable. The mechanisms of combustion process in nature can also be used for reference during studying on social stability. In detail, the basic cause of social disorder, such as conflict between people and nature and the disharmony between persons, can be viewed as the burning material. The non-rational judgments, malicious attacks by hostile forces and deliberately one-sided interests of the chase will work as catalysis. When both of the above exist, even a small emergency become the ignition temperature or the last straw, thus result in mass incidents with a certain scale and some impact and then cause social instability and discord at last.

This research studies on the mechanism of opinion formation based on social combustion theory. There are wide ranges of attitudes, discussions and demands as a collection of
burning material. The hierarchical structure in ba of the public opinion will create more opportunities to move closer to consensus, which can be viewed as social "catalysis". What ultimately triggers the formation of public opinion is usually an unexpected incident or an authoritative source of speech. That is "the last straw".

### 3.2 Social shock wave theory

The shock wave is one of the most important phenomena in the high speed of gas movement process. It is the strong compression wave produced by strongly compressed gas, also known as strong inter-section. The thin interruption is called as shock wave(Zhi, 2003). In this thin layer, speed, temperature, pressure, and other physical quantities changes quickly from the wave front value to wave behind value. Also, the gradient of speed, pressure and temperature are great. Therefore, the shock wave theory is not very concerned about the flow in wave, but just explores changes of physical quantities after going through the shock wave.

At present, some ideas are absorbed from the shock wave theory to solve complex social problems (Niu, 2001), especially for those problems with wave phenomena, such as traffic, the flow of people, etc. The crowded can be viewed as a continual medium because any crowd disturbance is spread in the crowd with the form of waves. Besides, due to individual differences, non-linear distortion occurs on waves, which may result in the shock wave, crowded accident.

### 3.3 Social behavior entropy theory

Social behavior entropy is the essence of social unrest. The entropy theory in physics field is used for preference to explain the composing of group from individuals. There are six principles of social behavior entropy theory (Niu, 2001), namely 1) Universal 'minimal effort' principle, 2) Pursue 'Minimum entropy' principle, 3) Keep 'psychological balance' principle, 4) Sustain 'EQ resonance' principle, 5) social orientation 'was the trend- U ' Principle, and 6) Long for social convention that limits any other people except himself.

During the process of public opinion formation and evolution, we may mainly concern with 'psychological balance' principle and sustain 'EQ resonance' principle.
'Psychological balance'principle. If the individual could calm down through persuasion and self-reflection after suffering some unfairness, great help can be provided for the building of a harmonious society. In other words, by persuading the participants can achieve selfacceptance, self-awareness, self-experience and self-control.

Sustain 'EQ resonance' principle. 'EQ resonance' means that only the people who own most respect, reputation or approbate is allowed to play a role for persuading. Whether to the public or to government leaders, an example is very significant.

Individuals always unconsciously follow some of the rules from social behavior entropy theory. Moreover, the above two principles indicate that the individuals prefer to seek the emotional support and the dependence on attitude from opinion leaders. This explained the indispensability of opinion leaders.

## 4. Studying on the mechanism of public opinion based on three theories of social physics

### 4.1 To determine formation of public opinion based on social combustion theory

Public opinion during the process of collection and formation is presented with two forms (Liu, 2002), view flow and action flow. With view flow, the public continually express their opinions on some of the social reality and problems to vent their unhappiness. If a high degree of consensus is achieved among the view flows and the demands of the people can not be met, view flow will upgrade to action flow. That is, the individual and unprompted actions become organized and purposeful campaign, to promote the mass outbreak of emergencies. The critical point of opinion formation is the moment when view flow upgrades to action flow.

Some of the social injustice invoked a psychological dissatisfaction of people, which plays an important role in preparation for the opinion formation. Those voices of appeal and cumulative negative effects, and so on, can be viewed as burn the material from the people's suffering. Besides, some sensitive words, such as 'the rich', 'money', 'official' and 'corruption' etc. will work as catalysis of pricking up public discontent (Liu et al, 2008). With the above to preconditions, even a small event can play a role of the last straw. At this moment, the three conditions of opinion formation are in place and a consensus of opinion has been reached. Without active response, the mass incidents leading to crimes against property and social stability will eventually happen.

As a result, research on opinion formation should focus more on the mass incidents caused by the day-to-day events, analyze the opinions against social order and stability derived from public debate or views through continual friction and integration, and then give a correct guidance or even destroy this destructive force in a timely manner to avoid unexpected incidents and protect the security of the people and society property. As an important part of early warning system, public opinion research will take a prediction role through the grasp of opinion formation mechanism.

### 4.2 To simulation evolution of public opinion based on social shock wave theory

### 4.2.1 Concept modeling for qualitative analysis

Qualitative analysis produces scenarios or hypotheses for the complex problems, i.e. to expose some qualitative relations or structures of the concerned problems. Opinion represents diffusion of the explicit awareness and presents ups and downs state. According to the different ability of people, there are different reactions. Wave ups and downs are exhibited because of the gap produced from different strength of evolution. One conceptual model of opinion diffusion is proposed as below.

Hypothesis: there are $N$ opinion subjects, each of them owns viewpoint $o_{i}$ where $i=1,2, \cdots N$. The three basic elements of opinion infection involves $\{\sigma$ change of public behavior $E$ environment of opinion infection $t$ time of opinion infection\}, as following,

$$
\begin{equation*}
Y=F(\sigma, E ; t) \tag{8}
\end{equation*}
$$

where, $Y$ is speed of opinion infection on some social phenomenon or event.
Opinion diffusion is the process of choosing or being persuaded of each individual. Participants (or part of them) get agree on behavior finally. Therefore, the law of gravity can be referred to reflect change of individual behavior between moment $t$ and $t+1$ due to interaction. That can be expressed as,

$$
\begin{equation*}
\sigma_{i}=\sum_{j=1}^{N} k \frac{o_{i} \bullet o_{j}}{d_{i j}^{\alpha}} \tag{9}
\end{equation*}
$$

where $k$ is the constant coefficient, $d_{i j}^{\alpha}$ represents the distance between the individual $i$ and individual $j, \alpha$ is the parameter of power, $o_{i} \bullet o_{j}$ describes the consistency between the individual $i$ and individual $j$.

If $o_{i} \bullet o_{j}>0$, individual $i$ has the same viewpoint as individual $j$, then individual $i$ will hold the original viewpoint.

If $o_{i} \bullet o_{j}<0$, individual $i$ has the opposite viewpoint to individual $j$, then, we can take following two conditions:
when $\sigma>0$, individual $i$ will hold the original viewpoint.
when $\sigma<0$, individual $i$ will change its proposition.

### 4.2.2 Multi-agent modeling for quantitative simulation

Of course, having an explicit concept model with mathematical expression does not mean at all that one has explicit mathematical answers. With the development of complex adaptive systems theory, artificial life and distributed artificial intelligence technology, MAS (Multi Agent Systems) provides a good approach to address these issues. Agent (intelligent subject) is abstracted from the study of specific entities, which has their own initiative behavior, and is a 'live' individual. Through establishing different decision-making rules for agents, a simulation model can be set up. In this paper, we use multi-based modeling to simulate the agents' behaviors with different interactive strategies to understand the dynamics of public opinion.

During opinion diffusion, the behaviors of the participants can be classified as 'conformity', 'power' and 'egoism'(Liu \& Gu, 2008; Liu et al, 2009). In detail, 'conformity' involves more psychological factors. Participants are fear of loneliness and obey to majority. 'Power' mainly involves the moral values. Whether power or prestige is decisive factor, which is especially important in China. 'Egoism' is driven by people's values. For some benefit, people may even change their words and deeds. Therefore, the 'conformity', 'power' and 'egoism' are fundamental for the establishment of opinion infection simulation rules. Three transfer rules of opinion can be defined as following:

- The 'conformity' rule: ask all their neighbors for their opinion, and then follow the arithmetic average of them.
- The 'power' rule: convince all neighbors particularly if two neighboring agents have the same opinion.
- The 'egoism' rule: each agent select one discussion partner at one time step. If their opinions differ by less than the confidence bound, their two opinions mutually get closer without necessarily agreeing completely.

Simulation 1: Hypothesis, when $t=0$, the number of opinion subject (agent) is $N=10000$, there are $n=5$ types of viewpoints, and the transfer probability is $p_{O_{i j}}=p_{O_{j i}}=0.1, a_{p i}$ is a random real number between 0 and 1 . We require that only people with similar opinions talk to each other, namely, agents with viewpoint 1 can be talk with viewpoint 2, but can not be contact with viewpoint $3,4,5$, if we defined the bounded is 1 . The initial random spatial status can be described as figure 1 .


Fig. 1. Initial random spatial status of agents' distribution
According to the above conditions, with different rules of opinion transferring, respective results can be captured at $t=5$ as shown in figure 2 (a), (b) and (c).


Fig. 2. when $t=5$, (a) is the agents' distribution with "power" rule , (b) is with "conformity" rule and (c) is with "egoism" rule.

When $t=10$, the corresponding status is described as figure 3 (a), (b) and (c).


Fig. 3. When $t=10,(\mathrm{a})$ is the agents' distribution with "power" rule, (b) is with "conformity" rule and (c) is with "egoism" rule.

When $t=20$, the corresponding result is shown as figure 4 (a), (b) and (c).


Fig. 4. When $t=20$, (a) is the agents' distribution with "power" rule, (b) is with "conformity" rule and (c) is with "egoism" rule.

Above are the opinions' spatial scenarios, figure 5 (a), (b) and (c) can be found whose temporal evolution process.


Fig. 5. From $t=5$ to $t=20$, five opinions temporal evolution process, (a) is the agents' distribution with "power" rule , (b) is with "conformity" rule and (c) is with "egoism" rule.

Simulation 2: Hypothesis, most conditions are same with the simulation 1, only in $N=10000$ agents, triplicate individuals, namely $N_{1}=3333$, are prefer to "power" rule, $N_{2}=3333$ stand to "conformity" rule, rest of the $N$ adhere to "egoism" rule. The initial random spatial status also be described as figure 1. Figure 6 (a) and (b) respectively show the spatial status when $t=50$ and $t=100$, consensus formation can be captured at $t=500$ as shown in figure 7 . Temporal evolution process can be seen in figure 8 .

(a)

(b)

Fig. 6. (a) is the agents' distribution when $t=50$, (b) is the agents' distribution when $t=100$.


Fig. 7. Agents' distribution when $t=500$


Fig. 8. From $t=50$ to $t=500$, five opinions temporal evolution process

Based on the above simulations and analysis, some conclusions can be drawn as following.
For the simulation 1:
With the 'power' rule, given opinion subjects (agents) holding five viewpoints, the viewpoint supported initially by more agents will get agree among more and more participants during opinion dynamics. In the scenarios of this paper, the viewpoint 2 with green color dominates the process of opinion diffusion.

With the 'conformity' rule, an opinion subject (agent) will continuously get average value between the five viewpoints. Trend of opinion diffusion is able to be determined by viewpoint 3 .

With the 'egoism' rule, viewpoint of each agent will be transferred depending on corresponding probability when meeting agents with same or different viewpoint. The process of evolution is slower than "conformity" rule in the same simulation steps.
For the simulation 2:
During the simulation steps, though viewpoint 3 is the consensus tendency in five viewpoints, but evolution speed is slowly than single preference by all the agents.

### 4.3 To recognize opinion leaders based on social behavior entropy theory

Hegselmann etc al. (Hegselmann \& Krause, 2002) figured out that opinion can be formed in a group as small as a few experts or as large as in the whole society. Based on this viewpoint, 4.3.1 of this paper will use meta-synthetic approach (MSA) and expert mining (EM) to identify and judge "expert leaders" during the process of experts argumentation. In 4.3.2, social network analysis (SNA) will be involved to find out the "opinion leaders" during the opinion formation and evolution over network.

### 4.3.1 Recognizing opinion leaders in a group

### 4.3.1.1 Meta-synthetic approach and expert mining

Meta-synthetic Approach(MSA), proposed by a Chinese system scientist Qian Xuesen (Tsien HsueShen), is one of the system methodologies to tackle with open complex giant system (OCGS) problems from the view of systems in the early 1990s (Qian et al, 1990). Here, we regarded OCGS problems such as social public opinion as ill-structured or wicked problems. This approach expects to unite organically the expert group, data, all sorts of information, the computer technology, and even scientific theory of various disciplines and human experience and knowledge for proposing hypothesis and quantitative validating. Later it is evolved into Hall of Workshop for Meta-Synthetic Engineering (HWMSE) which emphasizes to make full use of breaking advances in information technologies ( $\mathrm{Gu} \& ~ \mathrm{Tang}$, 2003, 2005).

Expert mining (EM), as a new mining method, is put forward based on the meta-synthetic approach ( Gu et al, 2008). This method emphasizes expert experience, ideas and wisdom mining. It is not built on the basis of mass data but in a smaller group of samples based on the thinking of experts to conduct in-depth experience in mining. This method is also different from those based on artificial intelligence-based expert system because it focuses
more on people - machine, human-oriented to people's wisdom and the wisdom of the main groups. Mining expert system methodology, which combines science, scientific thinking and knowledge of scientific theories and makes full use of modern computer technology, is the development of the former theory and technology.

This section tries to identify and judge expert leaders by expert leader judgment module with guidance of MSA and EM.

### 4.3.1.2 Hall for workshop of expert argumentation and expert leader judgement module

Based on MSA, expert mining method and knowledge creation model, the Hall for Workshop of Expert Argumentation is to provide a distributed computer platform. On which, participants bring out new ideas and knowledge through communication and collaboration (Tang \& Liu, 2004; Liu \& Tang, 2005). The Hall integrates proposals and views from experts to build solution and compute quantitatively degree of centralization and consensus.

Aiming to the discussion topic, the Hall for Workshop of Expert Argumentation expresses the registered ID (shown in rectangular box) and keywords (shown in ellipse box) as a visualized two-dimensional map, as shown in Figure 9, The experts owning high degree of concerns will be centralized. This provides a new way to share knowledge and solve unstructured problems.

Discussion space is a joint thinking space for the participants. Via the 2-dimensional space, the idea association process to stimulate participants' thinking, idea generation, tacit knowledge surfacing and even wisdom emergence is exhibited based on the utterances and keywords from participants. The global structure and relationships between participants and their utterances are shared by all participants in the session. It helps the user acquire a general impression about each participant's contributions toward the discussing topic, and understand the relationships of each thinking structure about the topic between participants.

The expert leader judgement module of the Hall for Workshop of Expert Argumentation constructs the consistent matrix based on the sameness and difference of keywords from all participants. The largest eigenvector will be computed to achieve sort of speaker. The sort can also be used to exhibit contribution of each participant. The matrix A can be expressed as,

$$
\begin{equation*}
a_{i i}=\left|U_{i}\right| \text { and } a_{i j}=\left|U_{i} \cap U_{j}\right|, i \neq j . \tag{10}
\end{equation*}
$$

Where, $U_{i}$ represents the set of keywords from No. $i$ participant.
After discussion, participants will be evaluated to help analyze quantitatively discussion result and try to find out key speaker based on effects on group from each participant. Those key speakers are "opinion leader".

Example: The Xiangshan Science Conference (XSSC, website: www.xssc.ac.cn), which is initiated in 1993 in similar to Gordon Research Conferences and denotes as the general designation of a series of small-scale academic meetings which bring together a group of scientists working at the frontier of research of a particular area and enable them to discuss
in depth all aspects of the most recent advances in the field and to stimulate new directions for research, is a top-level science forum for interdisciplinary and cutting-edge studies and can be viewed as a platform for knowledge sharing and creation in China. Next we apply our tool to analyze Xiangshan Science Conference.

Figure 9 shows the process and result map of analyzing 'the brain, consciousness and intelligence' topic with experts meeting system. Detail of design and development of the system will not be explained here. Figure 9(b) is different from Figure 9(a) because one new expert ('Pan Yunhe') is added into the discussion. But the two maps own the same character that the expert 'Wang Yunjiu' locates at the center of the discussion. That indicates that he actively involved in the 'brain' research field and relative meeting. This result can be verified by the record in text mode from Xiangshan Conference.


Fig. 9. Two-dimensional Distribution of Participants and Keywords
Table 1 lists the evaluation of participation based on agreement and discrepancy matrixes. It is shown that user 'Guo Aike' holds highest rank based on both eigenvectors, which may be justified by his active role as one of chairpersons or plenary speech contributors among those conferences, which furthermore exposes his big influence in neuroscience field in China.

| Maximum eigenvector of agreement | $(0.3761,1.0914,0.3082,0.6179,0.2522,0.3618$, |
| :--- | :--- |
| matrix: | $0.3125,0.1937,0.1092)$ |
| Rank of the top five participants: | Guo Aike > Wang Yunjiu > Tang Xiaowei <br> $>$ <br> > Peng Danling > Dai Ruwei |

Table 1. Evaluction of 9 Participantions
Due to less staff and simple content, Prof. Guo Aike can not be defined as 'opinion leader'. Instead, 'leader expert' is better. However, such a new idea builds an important basis for research of identifying "opinion leader".

The social network analysis proposed in the following section of this article can be used to identify "opinion leaders" from a large scale of participants.

### 4.3.2 Detecting opinion leader in the society

### 4.3.2.1 Social network analysis

Social network analysis (SNA), as a new paradigm for sociological research (Scott, 2007), is proposed in 1930s and enhanced in 1970s. This article intends to detect the 'opinion leaders' by this method. In fact, the opinion leaders are those special individuals who appear during the formation of opinion from microcosmic individual actions to macroscopical group behavior.
'Social network' refers to the social actors and the collection of the relationship between different actors. That is, a social network is a collection of a number of points (social actors) and the connection between the points (the relationship between actors). "Social network" emphasizes that each actor has a certain extent relationship with other actors. Social network analysis build models for these relationships, try to describe the structure of relations between group members and study the effect on group and individual from this structure.

Social network analysis can be used to identify quantitatively the 'opinion leaders' because this approach has exactly described the relationship between the subjects of opinion in a very good way. In which, the social network position refers to a series of individual actors who have the similar characters in social activities, relationship and interaction located in the same relationship network, network factor refers to combination of relations to link the social positions and mode of the relation between the actors or positions.

Some other concepts such as point, edge, degree, betweenness, cutpoint, component, subgroup and centralization and so on are involved in SNA. During the formation and evolution of opinion, this article particularly concerns the 'cutpoint'.

### 4.3.2.2 Cutpoint in the SNA as the opinion leader

In graph theory, the only one point connecting two sub-graphs is called as cutpoint. The cutpoint is very important because its absence will divide network into independent segments named after block. Such a point is important to not only network but also the other point, that is, cutpoint plays the "opinion leaders" role among the subjects of opinion.

Example: A series of serious terrorist attacks occurred in the in the eastern part of United States at September 11, 2001. With this incident, World Trade Center in New York, the Pentagon where U.S. Department of Defense locates in Washington and some other important buildings had been attacked and heavy casualties were caused. By the later survey, this is an organized and purposeful terrorist activity against the interests of the people, the U.S. security and even world peace. After that, not only the United States governments but also experts around the world analyze this incident in-depth for getting more meaningful and valuable information and forecasting such terrorism. Figure 10 (website: http://www.orgnet.com/tnet.html) shows the social network analysis of key man of 9 • 11 terrorist events.


Fig. 10. Social network analysis of participants of 9 - 11 terrorist events
This case is involved here to indicate that social network analysis is a good method and technique to identify the "key persons". Analogously, opinion leader can be easily identified in a war of opinion through the "cut point" algorithm if the network topology of opinion subjects had been built out.

## 5. Conclusion

This paper tries to explore the mechanism of public opinion with perspective of social physics. Firstly, the research points out that public opinion are arisen by the herd behavior under the paroxysmal events, and then formed by the mass incidents based on social combustion theory. The development process is an important opportunity to catch essence of public opinion formation, which is useful for building a quantitative method to predict the herd behavior under the paroxysmal events and mass incidents. Then, opinion dynamics is explored and one kind of concept model and some simulate demonstrations based on social shock wave theory is produced. Such a kind of work aims to provide different perspectives for some systemic solutions instead of traditional ways toward social issues (topics about opinion). Forming of qualitative scenarios or hypotheses through concept modeling is the foundation for understanding the opinion's complex structure, simultaneously, multi-agent modeling as a core quantitative activity is also used to describe and analyze opinion's simulations based on assumptions. Finally, the public continually look for the emotional support and depend on opinion leaders due to the 'psychological balance' and 'emotional resonance' principles based on social behavior entropy theory. That is the root cause of generation of opinion leaders. MSA and SNA are studied to identify the
opinion leaders and master their behaviors and traces for further exploring the nature of opinion and then effectively controlling and guiding opinion.

According to result presented in this paper and previous research, it can be summarized that the key value of opinion is from its prediction and alert function as a way to guide opinion infection, to get full, harmony and sustainable development of society. Of course, lots of further works are still under exploration. This paper only proposed two scenarios, more detailed simulation will be strengthened, three rules will be further explored in-depth, and the simulation platform for opinion diffusion will be gradually improved, etc. All which aim to explore more new perspectives, methods and ideas on public opinion, and provide theoretical and methodological support for building harmonious opinion society.
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## Section 6

## Enterpreneurship, Employment and Industrial Relations

# The Methodology of Formulating Iranian National Policy of Entrepreneurship: A Conceptual Framework 

Hassan Danaeefard and Mohammad Reza Noruzi Tarbiat Modarres University, (TMU), Tehran,

Iran

## 1. Introduction

Theorists believed that the "entrepreneurship improvement" can be the intervention matter of governments on the basis of market failure. This intervention becomes practical in the form of a pack named "policy". The process of policy making includes problem identification, instruction compiling, formulation, performance, evaluation, changing and finishing policy, but policy formulation (i.e. counting alternatives related to solving a public problem) is of high significance because of its efficacy on other stages. The methodology of policies' formulation can be advantageous in compiling efficient and effective policies for country's policy makers. But there is no clear methodology over entrepreneurship policy making. Iran like other countries pays much more attention to the entrepreneurship and its related issues and tries to be developed in this era. The researchers of this study are going to represent a conceptual methodology for compiling national policy of entrepreneurship in Iran. This methodology is represented in an innovative-analysis way through reviewing the knowledge and participation of author in planning the process of forming policy alternatives. Therefore, the process of counting policy alternatives and the manner of compiling national policy of entrepreneurship as its performing practical content will be performed after representing conceptual framework.

## 2. Entrepreneurship, government and public policy

There was no clear entrepreneurship till 1990. There were some scattered scientific works all over the world until the $1^{\text {st }}$ decade of that year but no especial focus can be observed among these works (Hart, 2003, p.3). Then, the governments started a kind of change in their policy course on the basis of public management in order to encourage and facilitate entrepreneurship. In fact, this course change can be supposed as a reaction to quick and developing economic and social environments of countries which are represented in increasing technology, improvement evolutions, global competition growth, appearance of knowledge-based economic, economic and industrial reformation, increase of democratic values acceptance (significance) and development of private sector. The governments have detected entrepreneurship as a managing solution to these quick changes. In other words,
the governments have entered the entrepreneurship into policy making system as a solution to a wide range of problems such as occupation necessity, integrating labor force, social integration, efficient and competition improvement, economical innovation and wealth production. Therefore, the government should be aware of accepting entrepreneurship policies according to economic, social, cultural and political circumstances and should emphasize various methods and measures of entrepreneurship policies. "Policy refers to a complex of government fixed and intended actions in order to solve a public problem (Alvani \& Sharifzade, 2008)." There are not many studies on entrepreneurship policies because it entered into public systems just in the last few decades. So, there are some discussions over main material and elements of entrepreneurship policy, territory and attributions. The main problem with forming new desirable offices environments and removing business obstacles is entrepreneurship policy but there is still limited knowledge over entrepreneurship identification as policy territory. The aim of this study is to represent some kind of methodology for compiling the national policy of entrepreneurship in Iran. The following questions should be responded in order to reach this aim: 1 ) what does public policy mean? 2) What is the wisdom source of government entrance into entrepreneurship? 3) What is the national policy of entrepreneurship? 4) What are the elements of entrepreneurship elements? 5) What are the performance evaluation measures of entrepreneurship policy? 6) What are the elements of the methodology of compiling national policy of entrepreneurship?

## 3. The nature of public policy

In general, the term policy refers to the treatment of a simple or more complex set of actors like a public officer, institution or policy maker in a public environment of activities (public transportation, supporting consumers etc.). Although it can refer to what the governments select in order to act or not to act. These kinds of definitions will be sufficient for public discourses but an exact definition is needed in order to systematizing thoughts of public policy theorists and facilitating affective relations.

Literature of politics is full of various definitions of public policy. Everyone who has written something on policy has represented a definition of policy too. In this part, it is going to have critical review on public, performing and understandable definitions of policy.

Eayston defines policy as the relation of public unit to its environment. This kind of definition is general and cannot clarify the limitations of this relation (Eyston, 1971, p.18). Tomas Dye declares that policy refers to whatever the government chooses to do or not to do. This kind of definition does not clarify that whether the selection of government refers to policy or not. Furthermore, definition of government major and minor activities is placed in public policies limitation which is not true (Dye, 1984, p.1). Richard Rose defines public policy in this way: Public policy includes a complex of activities related to each other which are performed in a long period of time and affect individuals and is not a definite decision. However this definition is not clear, it clarifies the idea that policy is a complex of activities not a definite decision (Rose, 1969, P.X). Finally, Friedrich states that policy is a proposed performance of a group, individual or government in a definite environment which
prepares some occasions and obstacles in order to achieve, eliminate obstacle or benefit a chance.

An important point of this definition is that the policy is connected to an ultimate aim. The ultimatum of public actions may be hard to identify but the thoughtful aim is the necessary part of this definition. A disadvantage of this definition is that policy refers to what the governments do and not what is decided or proposed.

Anderson's definition seems to be the most comprehensible one. He believes that policy clarifies constant and aimed actions which are followed by an individual or some actors in order to pay attention to a problem. This proposition refers to what the governments do and not what is proposed or decided and it separates policy from a decision that is especial option among others. So, public policy refers to a complex of public actions which are taken in order to solve a public problem in a constant way (Anderson, 2000,p.4).

## 4. The rationale of government intervention in entrepreneurship

There are 3 main theories over public intervention or lack of intervention about economic, social and cultural affairs. In other words; there are 3 theories over the reasons of government entrance in different nation stages: 1) The theory of market failure (Brown; Lane, 1991, Wolf, 1988) 2) The theory of government failure (Hausman, 2008;Nelson, 1987). 3) The theory of public value failure (Bozeman, 2002). The theory of market failure can be the basis of government entrance into entrepreneurship from among other theories. Market failure will theorize goods and services in allocating resources and producing producer. Economists believe that the market will be failed through following 4 conditions i.e. it cannot produce goods and services in a suitable manner and allocate the resources in an efficient way.

- Market Power: The companies will decrease the production in order to increase prices and their benefits when they occupied market power. This will produce limited number of goods in non-competition markets and when price monopoly of some goods are in the power of one or several companies, the competition is ruined and numerous goods will be produced in non-competition markets. This means that incomes will be gathered by the persons who have the power of market in the cost of individuals who do not have this power.
- Externalities: Externalities mean that a third party, who is not competed in a trade, has received benefits or is imposed costs voluntary. For example, residential regions near Mehrabad airports suffer landing and flying noises (negative externalities) or in a positive condition, the rural around South Pars benefit road facilities of refinery although they bear the pollutions too. The costs and benefits are not calculated in bills of companies in both conditions. If polluting companies try to take actions they will pay more costs and as a result the price of good will be increased. The same result applies to positive externalities too.
- Public Goods: Public goods benefit people but people cannot be excluded from their utilization because of goods' nature whether they have paid the price or not, i.e. a productive company cannot benefit production of these goods itself because it cannot control efficiently produced goods. Therefore, free market is not capable of profit
production. National defense is a sample of public good which benefits all the people when producing and no one can be excluded. All the individuals, who pay or do not pay taxes, utilize it. This is called free rider in economic matter. Free market would not produce such goods because it is going to gain benefit always.
- Equity: There is a kind of tend toward inequity distribution of income in a market system which is not fair. Everyone who a bargain negotiates and buys others power can quickly reach financial resources in a free market system. The people will receive bank resources whose repaying is proved. Some are always preferred to others in various realms. How this inequity can be decreased? The governments should intervene.
- Stability of Macroeconomics: Market system rises and falls. Sometimes it booms (economic growth is high and joblessness is low) and other times slack and depression rules over the market (economic growth is low and negative and joblessness is high). Resource allocation and goods production will not be efficient and productive therefore the government should intervene and balance the market.


## 5. The emergence of entrepreneurship policy

Until two last decades, the focus of industrial and economic develop was on a proposition that the main resources of economic growth is several big companies in countries which act as economic lever. The governments tried to make efficient or affective main parts of national economic through passing especial rules for companies, tax encouragements and performing supporting laws in order to decrease prices and making healthy competition. This economic paradigm ignored the role of new companies as main resources of entrepreneurship, job making and economic developers. In fact, governments' method for global competition improvement of big companies did not encourage or affect the appearance of new companies, economic entrepreneurship and national competition (Aundretch \& Thurik, 2001). As theorists declare encourage of innovative actions is the minor production of industrial policies during industrial ages.

In 1979, Brich (Brich, 1987) showed that the major portion of new occupations in U.S.A. was created by small enterprises. Public policy makers realized the significance of small companies after this representation. Governments started emphasis on small and medium sized institutes' policy compiling in 1980 and they emphasized small companies' establishment in 1990. The main axis this policy is focusing on measures for improving performing environments of small companies which is controversial topic of establishing new company.

On the basis of economic and development cooperation organization's document (OECD, 1995, 1997 and 1998) and European commission (1998), a tend to entrepreneurship policies growth related to joblessness growth in most of the member countries of this organization and European countries was appeared in the middle of 1990. As the findings of different researches on the basis of the connection of new companies, innovation and economic growth was publicized, the attention of governments to entrepreneurship improvement and encourage of entrepreneur responsible was intensified in the second half of 1990.

Researchers (Audretsch, 1995, 1999; Reynolds et al, 2004) assert that almost all governments have accepted that establishing small and medium companies is a significant factor in
economic growth and this can be achieved by making job, innovation and efficient improvements in the structure of the company and government. However, governments in developed countries emphasize big companies, the emphasis focus is on environment improvement for new and developing countries. In other words, researchers (Audretsch \& Thurik, 2001) believe that entrepreneurship policy appearance is a reaction to changing from managed economic to entrepreneur economic whose attribution is transition from "industrial economic" to "knowledge-based economic", "structure and production part" to "service part", "big companies" to "small companies" and from "small companies" to "new companies".

## 6. A holistic entrepreneurship policy

This policy is the most comprehensive policy in the typology of entrepreneurship policies including measures of three other types. National policy of the state aims to reduce blocks on the road to entry and exit, ease access to resources for better businesses (finance, information and technical and managerial aids) and meeting the needs for establishing target groups. However, promotion of entrepreneurship culture necessitates a positive atmosphere for entrepreneurship and inserting it into the educational system.

The main motive for the holistic view is reaching high levels of dynamism, innovation, efficiency, and growth through entrepreneurial activities or creating a more entrepreneur community. This view helps states have a more comprehensive perspective on the domain of their failures (systematic failures, social failures, educational failures, and market failures) and focus on positive side effects of entrepreneurship in order to affect short and long-term development of an entrepreneur community. The results of a study (Stevenson and Lundstrum, 2001) revealed that only four of the thirteen countries under study had taken this view. The following features distinguished these countries from others:

1. There are clear statements on the importance of business dynamism (rate of entry and exit activities) over innovation and economic growth and the share of new firms in efficiency and general competitiveness of the economy in upstream documents.
2. The state has plans to accelerate entrepreneurial activities in its policies' documents with the wisdom, long-run targets, operational objectives of the policy and set of measures and priorities.
3. Policy includes quantitative operational objectives aiming to increase the number of people conducting entrepreneurial activities, rate of founding companies, number of entrepreneurs or level of entrepreneurial dynamism.
4. The budget funds innovative entrepreneurial plans (not just for few of the measures that may be in accordance with the framework).
5. They perform the entrepreneurship policies with the help of all ministries (or levels of the state) under supervision of one single ministry that acts in a large context of entrepreneurial activities.
6. There are indexes evaluating measures of improving entrepreneurship atmosphere and cultural conditions to found real firms in the framework of the national entrepreneurship policy.

The above-discussed typologies are demonstrated in fig. 1.


Fig. 1. Typology of entrepreneurial policy

## 7. The cycle of public policymaking in Iran

There are four management levels in Iran managing the country in a close relationship with each other: 1- level of supreme policies (The leader and his special departments); 2- level of policies (government as legislative, executive and judiciary systems or the political management); 3- level of policies strategies (public management); and 4- level of agencies strategies (private sector management). In other words, the first level makes macro policies and the second level designs public policies considering them. The third level participates in the process of making policies and helps operate them. Helping the public sector, the fourth level compiles agency strategies in order to reach the states macro targets. The cycle of policymaking is shown in fig. 2.

As it can be seen in the cycle, the problems (like unemployment) are diagnosed firstly and then they are given to the decision-making department of the executive system (cabinet) through different canals (special departments of the government, press, beneficiary groups etc.). The bill is given to the parliament after being passed in the cabinet. Then it goes into the parliament's agenda and becomes a policy. The act passed in the parliament (under the supervision of the Guardian Council) is then given to the president for execution. Finally, the president orders public managers to enforce the laws with the help of the private sector. Passage of time lets the laws be evaluated and they may experience some changes or even they may be terminated. These laws' side effects may result in the repetitions of this cycle over. Formulation of the policy is of a great importance in the cycle. Although this step is taken in the cabinet and the parliament members have to make the selection, the parliament
sometimes enters in formulation of some policies. According to the department of the cabinet offering the policy, the bill contains it or the parliament members give a plan that includes it. The question here is that how this formulation (as a part of the cycle of policymaking) is conducted. The present study attempts to compare the methodology of the formulation of the policy with the content of entrepreneurship policy.


Fig. 2. the Cycle of Public Policymaking in Iran

### 7.1 Formulation of public policies

Public policymaking is exclusively conducted by the government and since its formulation is highly dynamic and complex, no pre-defined theoretical pattern has been offered for it. According to Dror (1997: 12), public policy making is dynamic and complex process in which several elements play various roles and complement it. Different factors directly or indirectly affect formulation of policymaking. Public organizations play the direct role and non-governmental ones influence it indirectly. Islamic Counseling Assembly, the cabinet, public organizations, city councils and committees, courts; mass media, political parties, pressure groups, and public opinion are other actors on the formulation scene.

Thinkers in the field of policymaking (e.g. Dye, 2000; Anderson, 1971; and Eyeston, 1992) dedicate a chapter of their books to formulation of policymaking but they all have failed to offer a comprehensive theory to help policymakers. For instance, Yoorace (1993) suggested the cooperative model for the formulation of the government's policymaking. In this model, several committees of citizens are formed in different fields and various alternatives of dealing with a public issue are designed and one is selected by these committees.

## 8. Methodology suggested for the formulation of entrepreneurial policymaking

The issue of national policy of entrepreneurship has become one of the major discussions of the scientific bodies of entrepreneurship. The author of the present study has attempted to clarify the ambiguities in the process of the formation of the national policy of entrepreneurship through reading the key literature in the field (see Lundstrum et.al., 2007; Stevenson, 2005). The methodology proposed by the author has some roots in the abovementioned literature but the author has attempted to offer a comprehensive framework to help the nation's policymakers. Here, the process of the formulation is defined expressively (Fig. 6 and 7).

## 9. Diagnosing the public problem and identifying Its roots

The beginning point for the formation of a policy or a Macro policy is the existence of a public problem. Policy problem may be defined as "a condition creating need or dissatisfaction among people and inducing the government to take actions to alleviate or solve it" (Anderson, 2000, p. 81). Therefore, the distressful situation causing concern among people can be considered to be a public problem. Thus, identification of the public problem is an extremely important point in the beginning of the compilation of a policy. The main part of the definition of a public problem is finding its roots. A condition may be defined as a public problem, but the reasons for creation of such condition should also be defined. Many problems may have different reasons. For example, "inflation" may be the result of "the inequality of supply and demand", "large amounts of liquidity in the country", or "social psychology". "Unemployment" may as well be caused by "national laziness", or "friendship in governmental positions" and the solution to all these problems is the government's policies. For instance, the medicine curing "national laziness" is entrepreneurship. When the reason for unemployment is diagnosed to be "national laziness", a solution under the title of "national entrepreneurship" may become the agenda in cabinet meetings. Therefore, it can be said that policies are the cures for public sufferings.

## 10. Finding the solution for a public problem

After the public problem is identified, the solutions must be considered. These suggestions may be the outcome of expert talks, understanding discourses in the community or referring to scientific texts. Experts may believe that the solution for national laziness rising at the hope of being employed in a governmental department is entrepreneurship in the country. The second phase discusses this point.

## 11. A study on theoretical framework of the solutions

Mere identification of the problem does not necessarily end in a good result. Policymakers ought to offer their suggestion. The references should be introduced. There is a scientific branch in the field of entrepreneurship abundant with theories defining entrepreneurship from different aspects. Some have attempted to promote it from psychological point of
view and others have tried to elevate it from sociological, political, managerial etc. points of view. Understanding these views helps reach a better understanding of strategies for promotion of entrepreneurship. The next part discusses the benefits of these theories for policymakers.

## 12. Basic principles of entrepreneurship policies

When the solution of the public problem of "national laziness" through national entrepreneurship policy is certain, the components of the policy ought to be found in order to be modified and elevate the spirit of "national over-activity" and get rid of "national laziness". This step requires a reference to entrepreneurship theories. Entrepreneurship theories of behavior clarify the entrepreneurship phenomenon. Therefore, major components of the theories could be supposed as the main ingredients of the public policy of entrepreneurship. There are three bases for entrepreneurship policies: opportunity, motivation, and proficiency. According to these three, when an opportunity is provided, and the necessary motivation and proficiency exists, one becomes entrepreneur. In order to create an opportunity, entry barriers should be reduced and availability of resources ought to be increased. Motivation is created through increasing the possibility of business, offering technical skills and teaching entrepreneurial gimmicks. However, it should be noted that all these points are discussed under various theories in the literature of entrepreneurship.

## 13. Identifying factors currently affecting the bases of the policy

The government can indeed modify three bases of entrepreneurial policies by taking different criteria. The author believes that considering Lundstrum and Stevinsons' view (Lundstrum and Stevinsons, 2005, P. 208) one can find what parameters influence entrepreneurial activities and promote entrepreneurship through modifying those triple bases. Identification of these factors helps the government reach the key points in the triple bases of entrepreneurship. (Figure 3)

In short, it is worth mentioning that the level of entrepreneurial activity is influenced by some factors which are affected by some other parameters. For instance, profit influences level of entrepreneurship but in order to increase it, the structure of cost and price and taxing system go under some modifications. Studying these points is suggested for all those interested in studies in the field.

## 14. Determining domains of the policy

If definition of policy as a set of criteria with relative stability and purposefulness compiled to solve a public problem is accepted, another point will rise and it is that each policy contains several other fields of policies inside. According to the material and factors affecting level of entrepreneurship, these fields of policy (better-said modification fields) are divided into six subcategories. (Figure 4).

In other words, macro policy of the government in the field of entrepreneurship is based on identification of subsidiary parts of the entrepreneurship system. Systematizing the plans in the sextet identified domains; the national macro policy of entrepreneurship comes up.


Fig. 3. Factors affecting level of entrepreneur ship

| Entrepreneurship policy | Promotion of entrepreneurship |
| :--- | :--- |
|  | Education of entrepreneurship |
|  | Entry and exit barriers |
|  | Supporting founders of businesses |
|  | Providing the initial investment |
|  | Special target groups |

Fig. 4. Domains of the entrepreneurship policy

## 15. Setting the goals of the policy

In modern communities, any policy designed by the government has to have a goal. The government strengthens the agriculture sector by policy of paying subsidy to farmers. Sometimes the goal is not stated explicitly in the statements of the policies for they may hamper contradiction in the country but all policies sure have goals. In the forth step the goals of a policy have to be defined. (See table 1 for examples of goals for different domains).
In the next phase, the criteria have to be assigned to let policymaker monitor performance of the policies. The conceptual methodology suggested is presented in fig. 6 and its compatibility with entrepreneurial policies is illustrated in fig.7.

Figure 5 demonstrates the links between the bases of the policies, their goals, and their domains and the criteria. (Stevenson and Lundstrum, 2005)


Fig. 5. The outline of the criteria for entrepreneurship policies

| Domain of the Policy | Goals of the policy |
| :--- | :--- |
| Promotion of <br> entrepreneurship | Increasing social value of entrepreneurship <br> Promoting a better knowledge of entrepreneurship in <br> society <br> Promoting creditable role models |
| Education of <br> entrepreneurship | Improving individuals' opportunities to reach better <br> technical knowledge <br> Inserting entrepreneurship into different levels of official <br> education |

Table 1. Sample goals of different domains of entrepreneurship

| Identifying public problem for a policy and finding its roots | Finding solutions for the public problemalternative strategies | Under- <br> standing the theoretical framework of the solutionspolicies | Defining the main ingredient $s$ of the policy for practicing the solution | Identifying the factors affecting the bases of the policy | Determining the domains of the policy | Determining the goals of the domains of the policy | Determining the criteria for the policy |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Presenting scientific justification in the country Deciding on the public problem Finding the reasons behind the public problem | Defining the solution for each of the problems | What suggestions do theories have for practicing the solutions | Defining the keys of the theories and modifying them to practice solutions | Economic <br> factors <br> Political <br> factors <br> Social factors <br> Cultural <br> factors <br> Psychological <br> factors <br> Concordance <br> of the <br> theoretical <br> bases and <br> the condition | Identifying the modification fields to reach prescriptive solutions | Determining the goal of every domain of the policy expected to be reached after practicing | Determining the criteria to measure the success of the domains of the policy |

Fig. 6. Conceptual model of the methodology of formulating national policies

| Identifying public problem for a policy and finding its roots | Finding solutions for the public problemalternative strategies | Understan ding the theoretical framework of the solutionspolicies | Defining the main ingredients of the policy for practicing the solution | Identifying the factors affecting the bases of the policy | Determining the domains of the policy | Determining the goals of the domains of the policy | Determining the criteria for the success of entrepreneur ship |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Practical laws: the youth invasion to governme ntal offices for employment Public problem: national laziness Social reason: Assisting government | Improving the spirit of entrepreneur ship in the country | Psychologi cal theories Sociologica 1 theories Political theories Manageme nt theories | Lack of entrepreneur ship Opportunity Motivation Proficiency | Profit <br> Entry barriers Growth Work experience Education ... ... | Domain of promoting entrepreneur ship <br> Domain of teaching entrepreneurship Domain of entry barriers Domain of supporting founders of enterprises Domain of supplying the company's capital Domain of target groups | For example: Domain of promoting entrepreneur ship Increasing social value of entrepreneur ship Increasing the knowledge on entrepreneur ship Making entrepreneur ship role models | For example: Prize-giving plans Occurrence of entrepreneurship Number of entrepreneurship events |

Fig. 7. Compatibility of the suggested methodology and the way national policy of entrepreneurship is compiled

## 16. Compiling the criteria of the policy

Evaluation of the performance is impossible without the criteria that help measure the realization of each policy. In this stage, the criteria for different domains of the policy have to be defined. (See table 4.- Stevenson and Lundstrum, 2005)

## 17. Discussions and results

The science of policymaking in Iran does not have a long history compared to the practice of policymaking. In other words, the nation suffers a great loss of experts in the field. Lack of a proper connection between political sciences and public management has contributed to this loss. This means policymakers of the country are in urgent need for guidelines from experts both scientifically and practically to compile policies. Very few books and papers have been published in this area. In addition, since the science of policymaking is a novel approach in Iran, the real life condition may be much worse.

| Domain of entrepreneurship | Goals of the policy | Criteria of the policy |
| :---: | :---: | :---: |
| Promotion of entrepreneurship | Increasing social value of entrepreneurship Increasing society's knowledge on entrepreneurship Promotion of role models of entrepreneurship | Prize giving plans Activities of mass media Entrepreneurial events |
| Education of entrepreneurship | Increasing the opportunities for accessing technical knowledge of entrepreneurship Inserting entrepreneurship into different levels of official education | Inserting entrepreneurship into different levels of official education Education of teachers to teach entrepreneurship <br> Supporting young entrepreneurs and common business activities of students Supporting entrepreneurial prizes and competitions |
| Entry and exit barriers | Reducing the time and cost of beginning a new business Reducing barriers and improving the opportunities for founding a company and growth Removing discouraging barriers to entrepreneurial decisions | Increasing the efficiency of business registration <br> Integrating public departments related to entrepreneurial affairs <br> Removing discouraging barriers in the market <br> Social security and taxing systems Investigating competition policy, companies act, bankruptcy acts, and regulations affecting transferring the ownership of businesses <br> Reducing the tax loads and office loads on new enterprises <br> Tax exemptions and discounts in order to encourage investments and offering capital to new companies <br> Creating new compilation departments inside the cabinet for better regulations |
| Supporting new enterprises | Simplifying access to information, counseling and other forms of institutional supports for founding new companies and easing transfer of technical knowledge | Networks of centers offering services to founders of companies, <br> Integrated public departments related to entrepreneurship of new entrepreneurs <br> Information portals for new enterprises Technical educational programs for new entrepreneurs National strategies for growth centers and supporting entrepreneurship networks |


| Domain of <br> entrepreneurship | Goals of the policy | Criteria of the policy |
| :--- | :--- | :--- |
| Financially <br> supporting new <br> enterprises or <br> supplying their <br> initial capital | Studying the failures in the <br> market and gaps in <br> financially supporting new <br> enterprises or companies in <br> their primary levels <br> Reducing information gaps | Small loans, initial or pre-investment <br> finance for new entrepreneurs <br> Loan guarantee plans <br> Investment capital for new technical <br> entrepreneurs <br> Incentives for common investments <br> Investments in new enterprises and <br> companies in their primary levels |
| Target groups | Reducing systematic <br> barriers to increasing the <br> number of new companies <br> by special groups of the <br> community; reducing the <br> risk of companies with <br> growth technology in order <br> to increase the wealth | Accessing information about available <br> financial supports <br> Establishing partnership with banks <br> and other financial agencies <br> Special agencies for target groups, <br> prizes, counseling, education and <br> following the services, colleagues <br> networks, information portals and loan <br> plans |

Table 4. Goals and criteria of each domain of national entrepreneurship policy
The present paper attempted to offer a conceptual methodology at first and then evaluate its compatibility with the national policymaking in the domain of entrepreneurship. The author does not claim this methodology is flawless and perfect but a lot has been done to offer practical and scientific hints for policymakers.

One of the main concerns of policymakers in national level is determining alternatives of the policy in the cycle of policymaking in the formulation level (fig. 6). In other words, what steps should be taken for the alternatives of the policy to be determined. As a new field of studies on entrepreneurship, the governments' interference brings up such a gap. The author has attempted to offer a new analytical and innovative methodology for compiling fresh alternatives for the policy.

Formulation of the policy is an important step in the process of policymaking and there is a theory named the formulation theory in the literature of entrepreneurship. General tips from experts in the field fail to make a big contribution for the policymakers. The author believes that formulation as a key stage plays an important role in designing the road map for national policy of entrepreneurship. Compatibility of the elements of this map depends largely on the correct selection of individualistic policies and plans forming the meta-policy. Having a logical framework may help policymakers make a logical arrangement of the map of the policy.
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## 1. Introduction

Theory could be viewed as a coherent group of assumptions or propositions put forth to explain a phenomenon. A theory is an abstraction of reality and is synonymous with perception, viewpoint, assumption, frame of reference or a perspective. The relevance of theory in any field of endeavour cannot be over emphasised. Theory attempts to observe, understand, explain, predict and control events or phenomena. "It helps in our understanding of events and problems in the practical world" (Fajana, 2000, p.21). Without theory, there is no practice, thus, according to Luthans "it has often been said (usually by theoreticians) that there is nothing as practical as a good theory" (Luthans, 1998, p.13). Hyman (1975, p.12) argues that the whole point of an explicit theoretical perspective is to provide a framework within which the complex detail of the real world can be organised. Hyman (1975, p.2) further asserts that "those who glory in their pragmatism and insist that they are immune from theory are simply unaware of their own preconceptions and presuppositions". Without theory men cannot act, for a theory is a way of seeing, of understanding and of planning. Phoenix (1964) as cited in Asika (1995, p.53) opines that "a theory or model provides an abstract pattern whose structure in relevant respects is congruent with the structure of the physical (and social) world, as demonstrated by agreement between observations and predictions made from the theory or model".

We view theory as the substructure upon which practice or action which can be likened to the superstructure is based. A Theory is different from a model. Thus, a model or paradigm refers to the representation of reality. Models are simplified descriptions of real situations (Waters, 1998). According to Cooper and Schindler (2001), there is a distinction between a model and a theory. Thus, models differ from theories in that a theory's role is explanation whereas a model's role is representation and simulation. Model is a representation of a system that is constructed to study some aspects of the system or the system as a whole (Cooper \& Schindler, 2001). There are various typologies of models. Models could be iconic, analogue, statistical, mathematical, descriptive, graphical, as well as verbal. Theories and models abound in the field of industrial relations. There are multifarious theories of
industrial relations as a result of its multidisciplinary nature; looking for a universal definition of industrial relations may be as stressful as looking for an ocean in the desert. This is so because, over the years, the concept has been subjected to different conceptual treatment (Ogunbameru, 2004). According to Farnham and Pimlott (1995), there are five theories by which industrial relations institutions, structures and processes are analysed. They opine that the theories which individuals develop about industrial relations are attempts to construct logically consistent ways of understanding and explaining social behaviour and real-life activities in this complex field of human interest. These are the unitary, systems, conflict, Marxist and social action theories. Salamon (2000) posits that industrial relations theories are unitary, pluralist or pluralistic, Marxist, systems and social action. Green (1994) classifies industrial relations theory as follows: Unitary perspective and a more recent variant, the neo-unitarist perspective; conflict theory, including the Marxist and pluralist perspectives; systems approach and the contrasting social action perspective. No one perspective gives a perfect view but each illuminates our understanding of the subject. There are a number of variations on all these themes. Green asserts that generally, a viewpoint, perspective or theory is put forward and this is then modified in the light of experience, criticism and changing circumstances. According to Otobo (2000, p.42), "theorising is a continuous exercise and no one model has satisfied everyone in terms of taking into account all variables at play; attempts to provide more comprehensive theoretical expositions on the industrial relations system have not stopped". There are paucity of studies or researches on theoretical approaches to employment and industrial relations in the Nigerian context. This study is an attempt to address this gap. In addition, it will add to the limited theoretical knowledge in this exciting area of study in a developing country like Nigeria.

The objective of this paper is to attempt a comparison of the five most influential theoretical frameworks of employment and industrial relations and to bring to the fore similarities and differences in the theoretical formulations. The paper also examines a critical review of the theories and also highlights the major themes inherent in the theories. To achieve this objective, the paper adopts a theoretical approach.

## 2. Theoretical and conceptual framework

Employment relations is the study of the regulation of the employment relationship between employer and employee, both collectively and individually, and the determination of substantive and procedural issues at industrial, organisational and workplace levels (Rose, 2008). According to Kaufman (2010), industrial relations is viewed as the process of rule making for the workplace (Dunlop, 1958); job regulation (Flanders, 1965); social regulation of production (Cox, 1971); the employment relationship as structured antagonism (Edwards, 2005); social regulation of market forces (Hyman, 1995); process of capitalist production and accumulation and the derived political and social class relations (Caire, 1996 as cited in Kaufman, 2010); conflict of interests and pluralist forms of workplace governance (Kochan, 1998); class mobilization and social justice (Kelly, 1998); the advancement of efficiency, equity, and voice in the employment relationship (Budd, 2004); collective representation and social dialogue (European Industrial Relations Observatory, 2002). According to Bain and Clegg (1974), a traditional approach to employment and industrial
relations has been to regard it as the study of the rules governing employment, and the ways in which the rules are changed, interpreted and administered. We now turn to discussing the theoretical themes starting with the unitary theory.

### 2.1 Unitary theory

The unitary frame of reference is credited to Alan Fox (1966). The unitary perspective views the organisation as pointing towards a single or unified authority and loyalty structure. Emphasis under the unitary perspective is placed on common values, interest and objectives. Those subscribing to this view see all organisational participants as a team or family thereby implicitly emphasing shared values, shared goals and common destiny. Unitarism in essence implies the absence of factionalism within the enterprise (Fajana, 2000).Conflict is viewed as irrational and the sacking of striking workers is preferred to consultation or negotiation. Conflict is regarded as pathological or evil or bad. Trade unionism is outlawed and suppressed as it is viewed as an illegitimate intrusion or encroachment on management's right to manage. According to Rose (2008), under the unitary perspective, trade unions are regarded as an intrusion into the organisation from outside, competing with management for the loyalty of employees. The unitary theory tends towards authoritarianism and paternalism. It is pro- management biased and emphasises consensus and industrial peace. The underlying assumption of this view is that the organisation exists in perfect harmony and all conflict is unnecessary (Rose, 2008).

### 2.2 Conflict theory

Conflict theory is synonymous with the pluralist or the pluralistic frame of reference which is also credited to Alan Fox (1966). Conflict theory views the organisation as coalescence of sectional groups with different values, interests and objectives. Thus, employees have different values and aspirations from those of management, and these values and aspirations are always in conflict with those of management. Conflict theorists argue that conflict is inevitable, rational, functional and normal situation in organisations, which is resolved through compromise and agreement or collective bargaining. Conflict theorists view trade unions as legitimate challenges to managerial rule or prerogatives and emphasise competition and collaboration. This view recognises trade unions as legitimate representative organisations which enable groups of employees to influence management decisions (Rose, 2008). Rose further states that the pluralist perspective would seem to be much more relevant than the unitary perspective in the analysis of industrial relations in many large unionised organisations and congruent with developments in contemporary society

### 2.3 Systems theory

The concept of system derives from the structural/functionalist perspectives of social system (society). This also connotes the macro-sociological, order or social system view of society. There are several senses or meanings of the word 'function'. These are (i) teleological, where one asks about the goals or ends something serves (ii) mathematical, where one refers to the co-variation of a set of variables e.g. $y=f(x)$; (iii) configurational, where one speaks of the interdependence of a set of elements within a system, and asks
what contribution each makes to the whole. The systems approach to industrial relations is configurational. Thus, Dunlop developed his theoretical approach of industrial relations on the basis of a systems concept and was heavily influenced by the prior work of Parsons (Fajana, 2000). According to Ogunbameru (2004), the American system approaches to the study of industrial relations were strongly influenced by structural/functionalist sociology. Dunlop based his model explicitly on Parsons social system, which assumed an inherent bias towards order and stability. Otobo (2000, p.17) posits that Dunlop began his explanatory model with a series of questions.
"What meaning, then, is to be given to an industrial relations system"? (Otobo, 2000, p.17). "In what sense is a 'system' involved? Can the term be given rigorous and analytical definition, or shall it remain a perceptive phrase corresponding to the insights of practical experience? Are there characteristics common to all industrial relations system? What factors distinguish one industrial relations situation from another? Can the same concept be used to facilitate analysis among sectors within a country and also among countries?" (Otobo, 2000, p.17).These questions posed by Dunlop (1958) were then followed by six general propositions.

- "An industrial- relations system is to be viewed as an analytical sub-system of an industrial society on the same logical plane as an economic system, regarded as another analytical sub-system. The industrial relations system is not coterminous with the economic system; in some respects the two overlap and in other respects both have different scopes. The procurement of a work force and the setting of compensation for labour services are common centers of interest. A systematic explanation of production, however, is within economics but outside the scope of industrial relations. The full range of rule-making governing the work place is outside the scope of an economic system but central to an industrial relations system.
- An industrial relations system is not a subsidiary part of an economic system but is rather a separate and distinctive subsystem of the society, on the same plane as an economic system. Thus, the theoretical tools designed to explain the economic system are not likely to be entirely suitable to another different analytical subsystem of society.
- Just as there are relationships and boundary lines between a society and an economy, so also are there between a society and an industrial relations system. All analysis of the economy makes some assumptions, explicitly or implicitly, about the remainder of the social system, so also must an analysis of an industrial relations system make some assumptions about the rest of the social system.
- An industrial relations system is logically an abstraction just as an economic system is an abstraction. Neither is concerned with behaviour as a whole. There are no actors whose whole activity is confined solely to the industrial relations or economic spheres, although some may approach this limit. Neither an economic system nor an industrial relations system is designed simply to describe in factual terms the real world of time and space. Both are abstractions designed to highlight relationship and to focus attention upon critical variables and to formulate propositions for historical inquiry and statistical testing.
- This view of an industrial relations system permits a distinctive analytical and theoretical subject matter. To date the study of industrial relations had little theoretical content. At its origin and frequently at its best, it has been largely historical and
descriptive. A number of studies have used the analysis of economics particularly in treating wages and related questions and other studies, particularly of factory departments; have borrowed the apparatus of anthropology and sociology. Although, industrial relations aspires to be a discipline, and even though there exists separate professional societies, industrial relations has lacked any central analytical content. It has been a crossroads where a number of disciplines have met, history, economics, government, sociology, psychology and law. Industrial relations requires a theoretical core in order to relate isolated facts, to point to new types of inquiries and to make research more additive. The study of industrial relations systems provides a genuine discipline.
- Three separate analytical problem are to be distinguished in this framework (a) the relation of the industrial relations to the society as a whole (b) the relation of the industrial relations system to the subsystem known as the economic system and (c) the inner structure and characteristics of the industrial relations subsystem itself." (Otobo, p.17-19)

Otobo (2000, p.19) citing Dunlop (1958) argues that "An industrial-relations system at any one time in its development is regarded as comprised of certain actors, certain contexts, an ideology which binds the industrial-relations system together and a body of rules created to govern actors at the workplace and work community". According to Dunlop, systems theory provides the analytical tools and the theoretical basis to make industrial relations an academic discipline in its own right.

### 2.3.1 Certain actors

The actors that make up the industrial relations system are

- A hierarchy of managers and their representatives in supervision
- A hierarchy of workers (non-managerial) and their spokesmen
- Specialised governmental agencies and specialised private agencies created by the first two actors, concerned with workers, enterprises and their relationships.


### 2.3.2 Contexts

This refers to the setting which these actors operate, that is the larger environment which shapes the conduct of, and the rules established by workers, employers and the state. Dunlop highlights three aspects of the environment.

- Technological characteristics of the work place and work community: These influence the form of management and employee organisation and the problems posed for supervisors. Thus, the adopted technology will greatly determine the size and skills of work force as well as availability of labour. It also affects the health and safety at the workplace. The adopted technology has far-reaching consequences in determining IRs rule making.
- Market/budgetary constraints: The products market or budget is a decisive factor in shaping the rules established by an industrial relations system. More so, the market or budgetary constraints also indirectly influences the technology and other characteristics of the work place, including the scale and size of operations. In all, an industrial
relations system created and administered by its actors is adaptive to its market and budgetary constraints (Otobo, 2000). More so, the profitability of the enterprise depends on its product market.
- The locus and distribution of power in the larger society: The relative distribution of power among the actors in the larger society tends to a degree to be reflected within the industrial relations system. Thus, the distribution of power within the industrial relations system is affected by the distribution of power in the wider society. Dunlop is not concerned about the distribution of power within the industrial relations system, nor with the relative bargaining powers among the actors, nor their controls over the processes of interaction or rule setting, rather the reference to the distribution of power outside the industrial relations system. Thus, the wider society is seen as providing certain external influences and constraints but not as completely dominating industrial relations system.


### 2.3.3 A body of rules

The actors in given contexts establish rules for the workplace and work community. Actors establish rules that govern their own interactions. Dunlop referred to this as the "web of rules" that governs the parties. There is no assumption by Dunlop that these rules are jointly made by the actors. These rules he referred to as the substantive and procedural rules. Thus, the creation of rules is seen to be the central aim of the industrial relations system. The substantive rules pertain to issues involving wages/salaries, hours of work and other terms and conditions of employment. On the other hand, the procedural rules relate to the rules governing discipline, redundancy, settlement of disputes, periodicity of meetings, renewal of collective agreements and the like. The rules of the industrial relations systems may be expressed in a variety of forms such as the regulations and policies of the management hierarchy, the laws of any worker hierarchy, the regulations, decrees, decisions, awards or orders of governmental agencies, collective bargaining agreements and the customs and traditions of the work place and work community. The rules may be written, an oral tradition or customary practice. Thus, the establishment and administration of these rules is the major concern or output of the industrial relations sub-system of industrial society.

### 2.3.4 Ideology

Ideology connotes a set of ideas and beliefs commonly held by the actors that helps to bind or integrate the system together as an entity. According to Otobo (2000, p.28) citing Dunlop "each of the actors in an industrial relations system may be said to have its own ideology. Dunlop insists rather strongly that all these ideologies must be sufficiently compatible or consistent to permit a common set of ideas which recognise an acceptable role for each actor". Dunlop assumes that the ideology of IRs system must be one or the same among the actors.

As could be deduced from the above model, there are three sets of independent variables in an industrial relations systems, the actors, the contexts and the ideology of the system, while the rules represent the dependent variable or the output of the industrial relations system. The dynamic model of the systemic paradigm, open system analysis and the oxford school are further elaboration of the Dunlopian model.


Source: Farnham, D. \& Pimlott, J. (1995). Understanding Industrial Relations. (5 ${ }^{\text {th }} \mathrm{ed}$ ). London: Cassell
Fig. 1. A Simple Model of an Industrial Relations System

### 2.4 The dynamic model of the systemic paradigm

The dynamic model of the systemic paradigm of industrial relations is a refinement to Dunlop's analytical framework. This dynamic model is credited to Blain and Gennard (1970). The duo adopted Dunlop's proposition of an industrial relations system being on the same logical plane as the economic subsystem. Their work centred on classifying the variables in an industrial relations system into dependent and independent variables, a task the Dunlopian model made difficult to achieve. They expressed the industrial relations system algebraically as shown below:

$$
\mathrm{r}=\mathrm{f}(\mathrm{a}, \mathrm{t}, \mathrm{e}, \mathrm{~s}, \mathrm{i})
$$

Where, $r=$ the rules of the industrial relations system
$\mathrm{a}=$ the actors
$t=$ the technical context of the work place.
$\mathrm{e}=$ economic or the market/budgetary constraint
$\mathrm{s}=$ the power context and the status of the parties
$i=$ the ideology of the system.
From the above equation, the rules can be viewed as the dependent variables being determined by the interaction of the five independent variables. Thus, the function of the industrial relations system is to establish a set of rules for the workplace and work community. In dynamic society the rules will frequently alter as a result of changes in the contexts or environment. Thus, the dynamic model emanated as a response to the criticisms levelled against the Dunlopian system model. It has been criticised as having a static view of industrial relations.

### 2.5 The open system analysis

Dunlop's systems theory uses the term 'system' in a too loose and undefined manner. The open system analysis is concerned with looking at industrial relations system in terms of inputs and outputs and the interaction with the environment. According to Koontz, O' Donnel and Weihrich (1980, p.19) "almost all life is a system. Our bodies certainly are. Our homes and universities are, as are our government agencies and our businesses." Systems have inter-related parts which work together to form a complex unity or whole. The features of a system are as follows:

- Whole: a system is more than the sum of its parts. It must be viewed as a whole.
- Closed or open: A system is regarded as open if it exchanges information, energy or material with its environment. A closed system is one that does not have interactions with its environment. All social systems are by nature open systems.
- Boundary: Every system has boundaries which separate it from its environment.
- Input and output: All systems which interact with the environment are amenable to receiving inputs from other systems and giving output to other systems.
- Feedback: An informational input that tells whether the system is indeed at least achieving a steady state and is not in danger of destruction.
- Homeostatic: This is referred to as dynamic homeostatic (steady state). Hence an organisation will not be able to survive if its inputs do not at least equal its outputs.
- Subsystems: With the exception of the Universe, all systems are subsystems. That is every system is a component of other larger systems.
- Equifinality: All open systems have common ends or objectives as everyone performs in a manner that will enhance the attainment of the broad objectives of the system
- Differentiation and Elaboration: As the system grows, it tends to become more specialised in its elements and to elaborate its structure. This is exemplified by the expansion of product lines or creation of new sales offices by an organisation.

Having stated some of the characteristics of a system, one would be apt to state that the Dunlopian model of an industrial relations system ought to have followed the open system concept in formulating an industrial relations system instead of seeing it as a system of rules, which appears too parochial. The systemic paradigm by Dunlop has attracted an avalanche of criticisms, some of which are as follows:

- The heroic assumption taken by Dunlop that an industrial relations system will necessarily be homeostatic has been criticised. This is because industrial conflicts are
never truly resolved and one problem arises after another. So, the system is not completely stable as claimed by Dunlop
- The model provides no explanation of the causes of industrial action but laid more emphasis on conflict resolution.
- Dunlop's formulation of an industrial relations system largely omits such behavioural variables as human motivation, perception and attitudes, personality and small group interaction. He laid more emphasis on institutions (trade unions, employers associations).
- Dunlop identified three main actors in the industrial relations system but failed to make reference to the owners of industrial property. It has been argued, that this omission stems from the fact that decisions in the industrial relations system are made by managers and not owners. Some have argued that the number of actors has to be increased.
- Another flaw is that Dunlop's idea of a system is a deterministic mechanism. Dunlop's actors are not persons. The model suffers from reification. No provision for the role of individual personalities was advanced.
- Limited predictive value associated with the systems model makes it difficult to forecast whether the system will experience more or less conflicts as a result of a given change in one or more of the environmental contexts.
- It suffers a handicap in that it does not take into account the processes by which the rules of the system are determined or made.
- One of the criticisms of the system approach is the difficulty in defining a system. There was no clear definition of what was meant by the concept of a system itself. This failure may have caused some writers to misrepresent the theory of industrial relations system. What is the substance of a system of industrial relations? This was the question raised by Flanders. Not until recently has it been stated that a system of industrial relations is a system of rules. However, a system of industrial relations as propounded by Dunlop is not a system of rules but a conceptual framework in which one component element is the rules. The systems approach has been misrepresented by a Sociologist, Eldridge who conceptualised the model as being comprised of only three elements (the actors, rules and ideology).
- The claim by Dunlop that the industrial relations system is on the same logical plane as the economic system is not correct, as Wood, Wagner, Armstrong, Goodman and Davis (1975) have pointed out, once Dunlop accepted the Parsonian social system that the social system is comprised of four functional sub-systems (the economic, political, integrative and pattern- maintenance) the industrial relations system could not therefore be on the same logical plane as the economic system, but it should be construed as on a lower logical plane than the economic system.
- It is criticised that the framework is static, not dynamic in time as processes are ignored.
- The systems theory concentrates on formal rules as against informal rules and processes.
- The systems model does not entail an account of the ways in which inputs are converted into outputs.
- Power could not rightly be a property of the external context of industrial relations system only, instead, power is considered central internally to the conduct of the parties themselves for the establishment and defence of rules and their application. It is a fact
that workers/union and management are involved in a power relationship within the enterprise and industry.
- Dunlop did not pay sufficient attention to all facets of conflict in the industrial relations system, his emphasis being on conflict resolution and not its generation. Why and how conflicts occur are likely to reveal more about industrial relations processes and institutions than how their manifestations are sorted out (Otobo,2000). The overall argument is that Dunlop misunderstood the Parsonian system analysis.


### 2.6 Oxford school

Since the oxford school does not necessarily have to constitute a self- contained approach, and has the elements of the systems theory, it should probably be viewed merely as a variant of the systems approach (Fajana, 2000). The oxford school emerged from the systems approach as both focus on institutions of industrial relations, although the point of difference is merely on emphasis. This approach is credited to Allan Flanders a British academic. According to Flanders as cited in Hyman (1975, p.11), "industrial relations is the study of the institutions of job regulation". He opines that the rules of any industrial relations system are seen as procedural and substantive. The procedural rules regulate the behaviour of parties to the collective agreements- trade unions and employers or their associations, whereas, the substantive rules regulate the behaviour of employees and employers as parties to individual contracts of employment. In fact, it is the substantive rules of collective bargaining that regulate jobs. Thus, the collective agreement is made up of both the procedural and substantive clauses. Some of the institutions of job regulation are internal as well as external. Internally, we have joint consultation, the grievance procedure, a code of disciplinary works' rules, a factory wage structure, and a host of others. Externally, there are other institutions which limit the freedom of the enterprise and its members in their rule-making activities, such as a protective labour legislation, the rules of trade unions and employers' association. The rules of the industrial relations system are viewed as being determined through the rule making process of collective bargaining which is regarded as a political institution involving a power relationship between employers and employees. The oxford approach can be expressed algebraically in the form of an equation. $r=f(c)$

Where, $r=$ the rules governing industrial relations system.

$$
\mathrm{c}=\text { collective bargaining }
$$

When the equation is compared with the equation of the dynamic systems model which states that $\mathrm{r}=\mathrm{f}(\mathrm{a}, \mathrm{t}, \mathrm{e}, \mathrm{s}, \mathrm{i})$, it can be seen that the distinction between the dynamic systems model and the oxford approach lies in the right hand side of the equation. But both have the same output but different inputs. The oxford approach has stressed the process of rule making through collective bargaining while the dynamic system model emphasises the role of wider influence on rule determination. For the oxford approach, political variables are seen as of paramount importance but for the dynamic system model, economic, sociological and ideological variables are thought to be significant.

The criticisms of the oxford approach are as follows: (a) It is too narrow to provide a comprehensive framework for analysing industrial relations problems (b) It over-
emphasised the importance of the political process of collective bargaining and gives insufficient weight to the role of the deeper influences in the determination of rules.

### 2.7 Marxist theory

Marxism is, more or less, a general theory of society and of social change with implications for the analysis of industrial relations within capitalist societies and does not strictly explain the theory of industrial relations. The application of Marxian theory as it relates to industrial relations today derives from later Marxist scholars rather than directly from the works of Karl Marx himself (Ogunbameru, 2004). According to Hyman (1975) the contribution of both Dunlop and Flanders are giant strides in the formulation of industrial relations theory, but argues rather strongly that to define industrial relations exclusively in terms of rules and institutions for job regulation is far too limited or restrictive. What this implies is that industrial relations is all about the maintenance of stability and regularity in industry. He argues that the issue of conflict was not given proper analysis by the duo, as they focused on how any conflict is contained and controlled, rather than on the process through which disagreements and disputes are generated. Hyman asserts that the perspectives of the duo however influential, is onesided and inadequate. Hyman (1975, p.12) defines industrial relations" as the study of the processes of control over work relations and among these processes, those involving collective worker organisation and action are of particular concern". Hyman further argues that unceasing power struggle for control is a central feature of industrial relations. To him, this struggle for control emanates from the nature and characteristics of capitalist society. He summarised the major characteristics of capitalism as (i) the ownership and or control of the means of production by a small minority (ii) the domination of profit as the fundamental determinant of economic activities (iii) the obligation on most of society to sell their productive abilities on the market as a commodity. Against this background, two major classes are located within capitalist industrial relations which are also a reflection of what obtains in society. Thus, capitalist industrialism bifurcate society into two classes. These are the owners of means of production which is the capitalist or bourgeoisie and the owners of labour, which are the workers or proletariat. This being so, the interests of employers and employees are diametrically opposed and conflictual. The capitalist endeavours to purchase labour at the lowest possible price whilst labour on the other hand tries to sell his only asset at the highest possible price in order to ensure his existence. The capitalists tend to maximise profit whilst the workers tend to maximise wages/salaries. Thus, in capitalist industrial society, the interests and aspirations of both labour and employers are divergent and in conflict. The Marxist perspectives typify workplace relations as a reflection of the incidence of societal inequalities and the inevitable expression of this at the work place. To sum it up, Hyman further states that industrial relations is all about power, interests and conflict and that the economic, technological and political dynamics of the broader society inevitably shape the character of relations among industrial relations actors which he described as the political economy of industrial relations. Conflict is viewed as a disorder precursor to change and to resolve conflict means to change the imbalance and inequalities in society in terms of power and wealth. Trade unions are viewed as
employee response to capitalism. Marxist theory emphasises exploitation and alienation. This perspective is critical of capitalist society and its system of production, distribution and exchange and emphasises the importance of collective action including strike action and action short of strikes (Rose, 2008). Hyman (1975) argues that given the nature of capitalist society, industrial relations can be analysed from a more radical perspective. This theory is also known as the radical perspective.

### 2.8 Social action theory

According to Green (1994, p.4), "the social action theory views industrial relations from the individual's viewpoint and motivation". According to Rose (2008), the social action approach considers the organisation from the position of the individual members or actors who will each have their own goals. This perspective regards conflicts of interests as normal behaviour and part of organisational life (Rose, 2008). It is credited to Max Weber (18641920); a German Sociologist. Social action theory represents a contribution from sociologists to the study of organisations. It attempts to view the organisation from the standpoint of individual members or actors of industrial relations. The theory seeks to analyse why the actors take certain lines of action. This contrasts with the systems approach which states that behaviour is a result of the structure and processes of the system. Social action arises out of the expectations, norms, attitudes, values, experiences, situation and goals of the individuals working in the system. Thus, according to Green while the system approach is up-down, the social action theory is a bottom-up approach. Salamon (2000) opines that the importance of the social action theory of industrial relations is that it weakens the fatalism of structural determinism and stresses that the individual retains at least some freedom of action and ability to influence events in the direction that he/she believes to be right or desirable. Social action theorists emphasise the use of interview, survey and participant observation in determining the reality of both society and of organisations.

## 3. Comparison of subsisting orthodoxies

The central focus of comparative analysis of these theoretical formulations of employment and industrial relations is to examine the degree of differences and commonalities or similarities between and among them. The heroic assumption by Dunlop that the ideology of the industrial relations system must be one, or compatible in spite of the fact that each actor has its own ideology has been challenged by Hyman. According to Hyman (1975, p.12), "if the system of industrial relations is so well integrated, and if the goals and values of the actors are so much in agreement, how is it that industrial conflict occurs at all?" Thus, while this may be true for the unitary approach, it is not true for the social action theory, conflict and Marxist theory. This is so because, the unitary theory emphasises common values while the others emphasise differing values, interests and objectives among actors. Thus, this assumption is spurious in reality even within the unitary perspective. The systems theory views industrial relations system as being stable regulated and in a steady state or homeostatis; again, this position is favoured by the unitary approach which emphasises consensus and industrial peace and views conflict as irrational. Marxist and other conflict theorists do not subscribe to this idea. Hyman maintains that the definition by the systems and the oxford school should be broadened to accommodate the sources as well
as the consequences or aftermaths of industrial conflict on the social partners. He views conflict as inevitable and rational in the industrial relations system. Conflict and disorder cannot be excluded from industrial relations system.

All five theories differ at the level of conceptualisation of an industrial relations theory, the Dunlopian model and its variants see the product or output of an industrial relations system as a network or web of rules (both substantive and procedural rules). To the system theorists, the central core or focus of an industrial relations system is the rule-making process to govern the actors and work community. Hyman and other Marxists see it as the study of the processes of control over work relations and among these processes; those involving collective worker organisation and action are of particular concern. Hyman's view is applicable to the unitary and conflict theorists. The unitary theory emphasises unified authority and loyalty structure whilst the conflict theory emphasises competitive authority and loyalty structures.

The social action theory contrasts with the systems approach. Whilst the systems approach opines that behaviour of actors is a function of the structure and processes of the system, social action arises out of the expectations and other attributes of the individuals working in the system. Salamon (2000) argues that the importance of the social action theory of industrial relations is that it weakens the fatalism of structural determinism and stresses that the individual retains at least some freedom of action and ability to influence events in the direction that he/she believes to be right or desirable. In reality, the actors in the system are influenced by the system and in turn they influence the system.

Dunlop's actors are institutions not persons. The systems theoretical formulation suffers from reification. This means that individuals involved at the workplace and whose activities are industrial relations have been relegated to the background, while institutions like trade unions, collective bargaining, employers' collectivities and various state organs have been employed in his analysis. This Hyman finds abnormal as it creates the tendency to conceive industrial relations solely in terms of relationships between agencies and organisations, rather than between people. To Hyman, this is a "mechanical and depersonalized approach to social analysis. In other words, treating abstract collective entities which are the creation of human activity, as the active agencies in social relations and in consequence devaluing the part played by human actors"(Hyman, 1975, p.13). Hyman argues that the analysis of industrial relations should not only focus on trade unions as organisations, but also on workers and their grievances and aspirations. Hyman's view is shared by social action theorists who stress that the individual retains at least some freedom of action and ability to influence events based on their aspirations, values and goals. Hyman states that the fact that labour is treated as a commodity is one of the causes of conflicts in industry. Thus, the subjugation, exploitation, and alienation of workers are the sources of workers grievances. To this effect, workers aspire to control their own work, rather than being subject to constant instructions and supervision. Hyman notes that the notion of regulation conceals the centrality of power, conflict and instability in the processes of industrial relations. With respect to the resolutions of conflict in work relations, the unitary, systems, conflict and Marxist approaches favour different methods. While the unitary favours coercion, the systems theory adopts the rule-making process, conflict theory favours compromise and
agreement and Marxists favours changing the imbalance and inequalities in society in terms of wealth and power.

Trade unionism is accepted by the systems theory, conflict theory, Marxist theory as well as the social action theory. However, the unitary theory views trade unionism as illegitimate intrusion or encroachment on management prerogatives and is outlawed and suppressed. The theories have the following commonalities: All five theories recognise the importance of context. Industrial relations does not and cannot exist in a vacuum. It exists at the micro, macro and global levels. The significant aspects of context are economic, technological, political, social and legal dynamics of the broader society. Despite the deluge of criticisms levelled against these theoretical formulations, they have been referred to as monumental contributions to scholarship (Onabanjo, 2001). The five theories have sociological etymology, suggesting that they derive their fountain from sociology. All five theories recognise that three actors or participants or social partners are involved in industrial relations in line with the concept of tripartism in industrial relations as proposed by the International Labour Organisation (ILO). However, with the emergent transnational organisations and the influence of host communities emphasis is now shifting to the concept of "tripartism-plus." None of the theories can boast of having a comprehensive coverage of the subject area of industrial relations. However, we take solace in Hyman's comment that "in defining the scope of industrial relations, it is necessary to define the subject more narrowly than the total network of social relationships in industry" (Hyman, 1975, p.31).

## 4. Conclusion

The practice of employment/industrial relations has benefited immensely from theoretical frameworks of leading theorists in the field of industrial relations. It has been observed that despite the criticisms levelled against some of these theories they have stood the test of time and have contributed immensely to scholarship and practice. Among these theories, there are areas of commonalities and differences as could be deduced from the comparative analysis. Although, Dunlop in the preface to his Industrial Relations System gave his objective as the advancement of a general theory for the examination of industrial relations (Fajana, 2000) ; this objective is yet to be achieved. Fajana (2000, p.21) argues that "a large number of industrial relations theories have been accepted into the body of knowledge of industrial relations, although each valid theory emphasises only little aspects of the field. There is yet to emerge a general theory of industrial relations". While giving kudos to Dunlop for his pioneering efforts, one may ask; can there be a general/ unified theory of industrial relations? This is food for thought for industrial relations academics and practitioners alike.
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## 1. Introduction

Organisations are microcosms of society. They are our source of niche as well as our source of scourge (Chidi \& Ogunyomi, 2010). What a paradox? It is a truism that organisations are the dominant feature of our society. According to Etzioni (1964, p.1), "our society is an organisational society. We are born in organisations, educated by organisations, and most of us spend much of our lives working for organisations. We spend much of our leisure time paying, playing, and praying in organisations. Most of us will die in an organisation, and when the time comes for burial, the largest organisation of all- the State must grant official permission". "Organisations are social units (or human groupings) deliberately constructed and reconstructed to seek specific ends or goals" (Etzioni, 1964, p.2). For organisations to meet their goals, they should be able to attract qualified and competent human capital. There is a popular maxim that the human capital is a source of competitive advantage. This is the view of the resource-based theory. The focus of this study is on recruitment and selection which are subsets of human capital resourcing practices; and to examine their relationship with organisational performance. Organisational performance has been the focus of intensive research efforts in recent times. How well an organisation implements its policies and programmes and accomplishes its strategic intent, in terms of its mission and vision is of paramount concern. Managers and administrators in both private and public organisations are becoming increasingly aware that a critical source of competitive advantage does not often come from product and services, best public relations strategy or state-of-the-art technology but from having an appropriate system of attracting and managing the organisation's human resources (Oladipo \& Abdulkadir, 2011).

Many scholars have viewed the concept of organisational performance from different perspectives, and this has been problematic since there are no universal or unified criteria for measuring the concept of organisational performance. Researchers have used financial
and non-financial metrics to measure organisational performance. Financial measures include profit, sales, and market share. Non-financial measures include output or productivity, quality, efficiency, and the attitudinal and behavioural measures such as commitment, intention to quit, and satisfaction (Khan, 2010). Dimensions of organisational performance could therefore be financial and non-financial. Wang, Chich-Jen, and Mei-Ling (2010) citing Choi and Mueller (1992) argue that an enterprise should simultaneously consider financial and non-financial indices for performance evaluation. In other words, qualification and quantification factors should be considered at the same time, because such non-financial indices as employee morale and product quality are very important for its long-term operation.

The absence of good human capital resourcing practices could lead to dysfunctional or negative organisational outcomes and high rates of employees' separation (voluntary and involuntary). Organisations try to avoid the need for involuntary separation and to minimise voluntary separation especially among top performers as both kinds of turnover are costly (Noe, Hollenbeck, Gerhart \& Wright, 2004). Haphazard human capital resourcing and separation of valued employees could be insidious to the well-being of organisations the world over. In some organisations, be it unionised or non-unionised, public or private, manufacturing or service-oriented, the human capital resourcing function is conducted in a haphazard and informal fashion. More so, nepotism, favouritism and god-fatherism have been rife in the execution of human capital resourcing function in some organisations. According to Fashoyin (2005), recruitment and selection are heavily influenced by relations rather than by objective assessment of the suitability of the job applicant. Thus, family affiliation and friendship have substantial influence. These may lead to negligent hiring with adverse implications for employees' satisfaction, retention as well as organisational performance. In spite of such challenges, researches on effective human capital resourcing are few. According to Ploy hart (2006), in spite of the critical needs for effective staffing practice, many organisational decision makers overlook the need for staffing research necessary to identify research-practice gaps. Such studies are imperative to abridge the theory-practice gaps in human capital resourcing practices in Nigerian workplaces. An organisation reputable for incessant voluntary labour turnover will find it extremely difficult to attract talents or prospective applicants from the external labour market. Dreher and Dougherty (2002) argue that voluntary turnover is costly because replacements must be recruited, selected and trained. Thus, an excessive voluntary turnover rate can disrupt the social and communication patterns among stayers and increase stayers' workloads and stress levels. The escalation in the rate of labour turnover is a grave concern for organisations. Dess and Shaw (2001) opine that voluntary turnover represents significant direct costs (replacement, recruitment, selection, temporary staff and management time); indirect costs (staff morale, pressure on remaining staff, cost of training, product/ service quality and organisational reputation) and loss of social capital.

According to Peretomode and Peretomode (2001), the efficiency and effectiveness of any work place (whether the private or the public sector) largely depend on the calibre of the workforce. The availability of a competent and effective labour force does not just happen by chance but through an articulated recruitment exercise. Recruitment is the process of
announcing job vacancies with a view to attracting a pool of qualified applicants to fill up vacancies in an organisation. It is regarded as a positive process. According to Etomi (2002), recruitment is concerned with the process of attracting a sufficient number of individuals with the right profile in terms of qualifications, experience, skills and other relevant attributes to indicate their interest in working for an organisation. Recruitment is the process of generating a pool of qualified applicants for organisational jobs (Mathias \& Jackson, 2004). Selection is the process of evaluating those who have been searched for and obtained through recruitment with a view to deciding whether they can be employed or not. It is also the process of choosing the individual or individuals who best meet the job-related criteria. "Selection is a decision-making activity: the psychological calculation of suitability" (Price, 2004, p.408). According to Yoder and Staudohar (1982, p.169) "selection is the process in which candidates for employment are divided into two classes - those who will be offered employment and those who will not"

The objective of this paper is to examine human capital resourcing practices and organisational performance in selected organisations in the food, beverage and tobacco industry in Lagos State, Nigeria.

## 2. Literature review

Attempt is made to review some theoretical and conceptual issues, as well as empirical studies germane to human capital resourcing practices. Human capital is the bedrock upon which all other organisational resources rest upon. Bontis, Dragonetti, Jacobsen and Roos (1999) view human capital as representing the human factor in the organisation; the combined intelligence, skills and expertise that gives the organisation its distinctive character. The human elements of the organisation are those that are capable of learning, changing, innovating and providing the creative thrust which if properly motivated can ensure the long-term survival of the organisation. According to Armstrong (1998), the word resourcing describes what managers need to do to ensure that they get the people they want in terms of numbers, skills and capabilities. This entails forecasting requirements, job analysis, recruitment and selection. Price (2004) views employee resourcing (human capital resourcing) as the process by which people are identified and allocated to perform necessary work. Thus, resourcing has two strategic imperatives: first is to minimise employee costs and to maximise employee value to the organisation; and secondly to obtain the correct behavioural mix of attitude and commitment in the workforce. Katou (2008) views human capital resourcing as comprised of recruitment, selection, separation and flexible work arrangements. This study leans on the following theories; the resource-based view or theory, contingency theory, universalistic theory and decision-making theory. Theoretical framework provides the explanations on which a study is based (Oyeniyi, 2006). What follows is an examination of the theoretical underpinnings of the study.

## - Resource-based view or theory

Human resource has been regarded as an important factor for an organisation to gain competitive advantages and realise organisational goals or targets as advanced by the resource-based theory (Barney, 2001). This theory holds the view that the strategic
capability of an organisation is dependent on its resource capability in the shape of people (Armstrong, 2009). The resource-based theory provides the rationale for human capital resourcing. It maintains that the long-term competitiveness of a company depends upon the resources that not only differentiate it from its competitors, but are also durable and difficult to imitate and substitute. The resource-based view, advocates that an organisation can gain competitive advantage by attracting and retaining best human resources.

## - Contingency theory

Contingency theory states that the relationship between the relevant independent variables (e.g HRM policies and practices) and the dependent variable (performance) will vary according to the influences such as company size, age, technology, capital intensity, degree of unionisation, industry/sector, ownership and location (Paauwe, 2004). This theory holds the view that human resource management is influenced by the organisation's environment and circumstances (Legge, 1978; as cited in Armstrong, 2009). This is also true for human capital resourcing practices and organisational performance since they cannot exist in a vacuum but within an operating milieu or environment. Organisational performance is influenced by variables viewed as contingencies (Katou, 2009). This supports the argument of Kuchinke (2003) that organisations do not operate in a vacuum.

## - Decision-making theory

The basis of the decision-making theory is the fact that decision- making is at the very heart of business success of any organisation (Gberevbie, 2006). For this study, the decisionmaking theory is adopted because human capital resourcing which promotes the achievement of organisational goals and objectives entails management decision. Thus, the more quality a decision taken by an organisation is, particularly as regards who to hire and from what source, the higher their profitability and productivity (Gberevbie, 2006). Noe, Hollenbeck, Gerhart, and Wright (2004) observed that through personnel selection, organisations make decisions about who will or will not be allowed to join the organisation. This theory assumes that decision-making is the essence of all human resource management actions and processes. It also assumes that decisions are rational and that managers examine the pros and cons of taking a particular decision.

- Universalistic theory

The universalistic theory is associated with terms such as best practices and high performance work practices. It assumes that there is a linear relationship between HR practices or systems and organisational performance and that best practices are universally applicable and successful. It posits that organisational success is best measured in terms of financial performance indicators like profits, or by market share and sales levels. Universalistic theorists are Osterman (1994), Pfeffer (1994) and Huselid (1995).

What follows are empirical studies which have established connections between human capital resourcing practices and organisational performance. Delany and Huselid (1996)
established that practising an effective recruitment and selection process has positive relationship with organisational performance. Researchers have found a positive and statistically significant association between use of recruitment and selection procedure and profits (Terpstra \& Rozell, 1993). A good recruitment exercise enhances productivity. It also reduces cost as it reduces labour turnover rate and employee dissatisfaction (Nwachukwu, 2000). In a study in Greece, Katou and Bedhwar (2006) found that staffing and other HRM practices such as training and promotion, involvement of employees, incentives, safety and health have positive relationship with firms' performance. Gberevbie (2010), in a study on strategies for employee recruitment, retention and performance in the Nigerian civil service, argued that for an organisation to realise its goals, appropriate strategies for employee recruitment and retention are sine-qua-non for enhanced performance. In a study on recruitment, and quality of academic staff selection, the case of Covenant University, Nigeria; Gberevbie (2006) declared that the success and failure of any organisation to a greater extent depend on the quality of its work-force arising from the level of importance attached to the recruitment of its work-force. Gberevbie (2006) further observed that there is a linkage between labour sourcing decision and organisational performance. The linkage is contingent on the fact that for organisation to achieve its goals, labour sourcing decisions on where to get quality staff and when to hire them become very crucial to the performance and survival of the organisation. In a similar vein, Armstrong (2001) observed that employee resourcing strategy is a vital part of both the formulation and implementation of business strategies needed to achieve organisational performance/effectiveness.

Selection has been found to be positively related to firm performance (Terpstra \& Rozell, 1993). Researchers found a positive relationship between effective recruitment and selection practices and top-class performance (Harel \& Tzafrir, 1996; Delany \& Huselid, 1996). Selective selection is negatively related to employee turnover and is positively related with perceived profit, market share and investments in the near future (Verburg, 1998). Fajana (1995) noted that in the selection process of small and medium enterprises (SMEs) and some large enterprises (LEs), selection was often based on subjective criteria as interviews, psychological tests and medical examinations were ignored or not formally or seriously executed. References were sometimes asked for but not given proper consideration or scrutiny. From empirical research, firm size is very important for the formalisation of HR policies and practices. Hornsby and Kurato (1990) analysed personnel policies and activities on five important aspects namely; job analysis and job description, recruitment and selection, remuneration, training and performance assessment. They found that sophistication of personnel activities were directly linked with firm size. The bigger the company the more sophisticated and extensive were the policies and activities in use. Thus, with increasing size, HR policies and activities become more complex, more formalised and sophisticated. If an organisation hires an applicant without checking his/her references and background and the applicant later commits a crime while in the employ of the organisation, the organisation may be found guilty of negligent hiring (Aamodt, 1999). From experience, reference checks is one of the selection tools usually taken for granted by many organisations. The danger of this attitude towards reference checks could be negligent hiring. Dessler (2008) defined negligent hiring as hiring
workers with questionable backgrounds without proper safeguards. Negligent hiring is injurious to the organisation, customers and co-workers. Aamodt (1999) suggested that employers via the HRM department should obtain information about the quality of previous performance by relying on an applicant's references from previous employers. Ahmed and Schroeder (2003) investigated the effect of selective hiring on organisational performance (quality, cost, flexibility, delivery and commitment). The study confirmed a positive and significant relationship with firms' operational performance. Delaney and Huselid (1996) reported that selectivity in staffing is positively related to firm performance. Employees could be hired via sophisticated selection procedures designed to screen out all but the very best potential employees that would impact on the bottom line.

### 2.1 Research hypotheses

Two research hypotheses were formulated for the purpose of this study and both tested at $5 \%$ level of significance. The authors hypothesised:
i. That there is a positive relationship between recruitment practices and organisational performance.
ii. That there is a positive relationship between selection practices and organisational performance.

## 3. Methods

The study adopted the descriptive or survey research design. There are other research designs such as observational and experimental designs. The justification for choosing the survey method is based on the fact that the study is interested in gaining an understanding of the problem being investigated without any attempt to manipulate or control the sample subjects (Asika, 1991). More so, the focus of the study is to examine the attitude or opinion of respondents as opposed to their behaviour. The survey method is ideal since large sample of respondents are required and the researchers are interested in subjecting the collected data to rigorous statistical analysis and hypotheses testing. Primary, secondary and tertiary sources of data were utilised. With a view to eliciting information from respondents, a self-developed questionnaire was designed using the 4point Likert scale ranging from strongly agree (4) to strongly disagree (1). Also, the 3point scale ranging from always (3) to never (1) was deployed. An in-depth interview was carried out to corroborate some of the responses to the items in the instrument. The instrument has 24 items. Section A sought the views of respondents on adopted human capital resourcing practices. This section has nineteen (19) items. Section B x-rayed the demographic profile of respondents with five (5) items. Cronbach's Alpha or Coefficient Alpha is .89 or $89 \%$. This implies that the instrument is reliable. A total of 105 samples were drawn from the target population using the simple random sampling technique. However 78 questionnaires were returned upon which the data analysis was based. This represents $74 \%$ response rate. Data analysis was carried out with the aid of SPSS (Statistical Package for Social Sciences) version 17. Correlation statistical technique was used to test the hypotheses at $5 \%$ level of significance.

## 4. Results

| S/N | STATEMENTS | N |  | SA | A | D | SD | MIS | STD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 4 | 3 | 2 | 1 |  |  |
| 1 | Organisational performance is positively related to recruitment practices. | 78 |  | $\begin{gathered} (35) \\ 44.9 \% \end{gathered}$ | $\begin{array}{r} (40) \\ 51.3^{\circ} \end{array}$ | $\begin{gathered} (3) \\ 3.8 \% \end{gathered}$ | ----- | 3.41 | . 57 |
| 2 | Job analysis exercise (systematic investigation in to the nature and requirements of a job) is carried out prior to recruitment of staff in my organisation. | 78 |  | $\begin{gathered} (12) \\ 15.4 \% \end{gathered}$ | $\begin{array}{r} (56) \\ 71.8^{\circ} \end{array}$ | $\begin{aligned} & (7) \\ & 9 \% \end{aligned}$ | $\begin{gathered} (3) \\ 3.8 \% \end{gathered}$ | 2.99 | . 63 |
| 3 | Job vacancies are often advertised externally in my organisation to fill job openings | 78 |  | $\begin{gathered} (12) \\ 15.4 \% \end{gathered}$ | $\begin{array}{r} (29) \\ 3720 \end{array}$ | $\begin{gathered} (24) \\ 308 \% \end{gathered}$ | $\begin{gathered} (13) \\ 16.7 \% \end{gathered}$ | 2.51 | . 95 |
| 4 | Job vacancies are advertised internally in my organisation to fill job openings | 78 |  | $\begin{gathered} (20) \\ 25.6 \% \end{gathered}$ | (43) | $\begin{gathered} (13) \\ 16.7 \% \end{gathered}$ | $\begin{gathered} (2) \\ 6 \end{gathered}$ | 3.04 | . 73 |
| 5 | Both internal and external recruitment sources are used in filling job vacancies whenever they arise. | 78 |  | $\begin{gathered} (20) \\ 25.6 \% \end{gathered}$ | $\begin{array}{r} (41) \\ 52.6^{\circ} \end{array}$ | $\begin{gathered} (15) \\ 19.2 \% \end{gathered}$ | $\begin{gathered} (2) \\ 2.6 \% \end{gathered}$ | 3.01 | . 75 |
| 6 | In the recruitment of staff, my organisation adopts realistic and honest recruitment messages. | 78 |  | $\begin{gathered} (14) \\ 17.9 \% \end{gathered}$ | $\begin{array}{r} (53) \\ 67.9^{\circ} \end{array}$ | $\begin{gathered} (5) \\ 6.4 \% \end{gathered}$ | $\begin{gathered} \text { (6) } \\ 7.7 \% \end{gathered}$ | 2.96 | 75 |
| 7 | The use of outsourcing recruitment strategy is practised by my organisation. | 78 |  | $\begin{gathered} (18) \\ 23.1 \% \end{gathered}$ | $\begin{array}{r} (34) \\ 43.6^{\circ} \end{array}$ | $\begin{gathered} (22) \\ 28.2 \% \end{gathered}$ | $\begin{gathered} (4) \\ 5.1 \% \end{gathered}$ | 2.85 | . 84 |
| 8 | The use of contract staff is commonplace in my organisation | 78 |  | $\begin{gathered} (19) \\ 24.4 \% \end{gathered}$ | $\begin{aligned} & (32) \\ & 41 \% \end{aligned}$ | $\begin{gathered} (26) \\ 333 \% \end{gathered}$ | $\begin{gathered} (1) \\ 1.3 \% \end{gathered}$ | 2.88 | . 79 |
| 9 | E-recruitment or online or internet recruitment is practised by my organisation to attract prospective applicants from external labour market | 78 |  | $\begin{gathered} (19) \\ 24.4 \% \end{gathered}$ | $\begin{array}{r} (10) \\ 12.8^{\circ} \end{array}$ | $\begin{gathered} (23) \\ 29.5 \% \end{gathered}$ | $\begin{gathered} (26) \\ 33.3 \% \end{gathered}$ | 2.28 | 1.17 |
| 10 | Recruitment practices are related to organisational size | 78 | $\begin{gathered} (21) \\ 26.9 \% \end{gathered}$ |  | $\begin{gathered} (44) \\ 56.4 \% \\ \hline \end{gathered}$ | $\begin{gathered} (13) \\ 16.7 \% \\ \hline \end{gathered}$ | ----- | 3.10 | . 66 |
| 11 | How often does your organisation deploy the following internal method(s) of recruitment? |  | $\mathbf{N}$ Always <br> 3 <br>   |  | $\begin{array}{\|c\|c\|} \hline \text { Sometimes } \\ 2 \end{array}$ |  | Never 1 | MIS | STD |
| i | Promotion |  | 78 | $\begin{gathered} (31) \\ 39.7 \% \end{gathered}$ |  | $\begin{gathered} (47) \\ 60.3 \% \end{gathered}$ | ---- | 2.40 | . 49 |
| ii | Transfer |  | 78 | $\begin{gathered} (31) \\ 39.7 \% \end{gathered}$ |  | $\begin{gathered} (44) \end{gathered}$ | $\begin{gathered} (3) \\ 3.8 \% \end{gathered}$ | 2.36 | . 56 |
| iii | Job posting |  | 78 | $\begin{array}{r} (23) \\ 29.5 \% \end{array}$ |  | $\begin{gathered} (50) \\ 64.1 \% \end{gathered}$ | $\begin{gathered} (5) \\ 6.4 \% \end{gathered}$ | 2.23 | . 56 |


| S/N | STATEMENTS | N | SA | A | D | SD | MIS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 4 | 3 | 2 | 1 |  |
| iv | Employee referral | 78 | $\begin{gathered} \hline(12) \\ 15.4 \% \end{gathered}$ | $\begin{gathered} (55) \\ 70.5 \% \end{gathered}$ | $\begin{gathered} (11) \\ 14.1 \% \end{gathered}$ | 2.01 | . 55 |
| 12 | How often does your organisation deploy the following external method(s) of recruitment? | N | Always 3 | $\begin{gathered} \text { Sometimes } \\ 2 \end{gathered}$ | Never 1 | MIS | STD |
| i | Advertisement | 78 | $\begin{gathered} (37) \\ 47.4 \% \end{gathered}$ | $\begin{gathered} (41) \\ 52.4 \% \end{gathered}$ | ---- | 2.47 | . 50 |
| ii | Executive search agency(head hunters) | 78 | $\begin{aligned} & \text { (7) } \\ & 9 \% \end{aligned}$ | $\begin{gathered} (50) \\ 64.1 \% \end{gathered}$ | $\begin{gathered} \hline(21) \\ 26.9 \% \end{gathered}$ | 1.82 | . 58 |
| iii | Employee referral | 78 | $\begin{gathered} (15) \\ 19.2 \% \end{gathered}$ | $\begin{gathered} (53) \\ 67.9 \% \end{gathered}$ | $\begin{gathered} (10) \\ 12.8 \% \end{gathered}$ | 2.06 | . 57 |
| iv | Through Unions | 78 | $\begin{gathered} (2) \\ 2.6 \% \end{gathered}$ | $\begin{gathered} (25) \\ 32.1 \% \end{gathered}$ | $\begin{gathered} (51) \\ 65.4 \% \end{gathered}$ | 1.37 | . 54 |
| v | Educational Institutions(scouting) | 78 | $\begin{gathered} \text { (8) } \\ 10.3 \% \end{gathered}$ | $\begin{gathered} (31) \\ 39.7 \% \end{gathered}$ | $\begin{aligned} & (39) \\ & 50 \% \end{aligned}$ | 1.60 | . 67 |
| vi | Private employment agency | 78 | $\begin{gathered} (9) \\ 11.5 \% \end{gathered}$ | $\begin{array}{r} (46) \\ 59 \% \\ \hline \end{array}$ | $\begin{gathered} (23) \\ 29.5 \% \end{gathered}$ | 1.82 | . 62 |
| vii | Public employment agency | 78 | $\begin{gathered} (5) \\ 6.4 \% \end{gathered}$ | $\begin{gathered} (25) \\ 32.1 \% \end{gathered}$ | $\begin{gathered} (48) \\ 61.5 \% \end{gathered}$ | 1.45 | . 62 |
| viii | Professional bodies | 78 | $\begin{gathered} (6) \\ 7.7 \% \end{gathered}$ | $\begin{gathered} (35) \\ 44.9 \% \end{gathered}$ | $\begin{gathered} (37) \\ 47.4 \% \end{gathered}$ | 1.60 | . 63 |
| ix | Unsolicited applications | 78 | $\begin{gathered} (4) \\ 5.1 \% \end{gathered}$ | $\begin{gathered} \text { (53) } \\ 67.9 \% \end{gathered}$ | $\begin{gathered} (21) \\ 26.9 \% \end{gathered}$ | 1.78 | . 53 |
| x | Walk-in | 78 | $\begin{gathered} \text { (3) } \\ 3.8 \% \end{gathered}$ | $\begin{gathered} (59) \\ 75.6 \% \end{gathered}$ | $\begin{gathered} (16) \\ 20.5 \% \end{gathered}$ | 1.83 | . 47 |
| 13 | How often does your organisation use the following recruitment metrics to determine the effectiveness and efficiency of recruitment sources/methods in your organisation? | N | Always 3 | $\begin{gathered} \text { Sometimes } \\ 2 \end{gathered}$ | Never 1 | MIS | STD |
| i | Yield ratio | 78 | $\begin{gathered} (19) \\ 24.4 \% \end{gathered}$ | $\begin{aligned} & (39) \\ & 50 \% \end{aligned}$ | $\begin{gathered} (20) \\ 25.6 \% \end{gathered}$ | 1.99 | .71 |
| ii | Cost per hire | 78 | $\begin{gathered} (13) \\ 16.7 \% \end{gathered}$ | $\begin{aligned} & (39) \\ & 50 \% \end{aligned}$ | $\begin{gathered} \hline(26) \\ 33.7 \% \end{gathered}$ | 1.83 | . 69 |
| iii | Survey | 78 | $\begin{gathered} \text { (3) } \\ 3.8 \% \end{gathered}$ | $\begin{gathered} (28) \\ 359 \% \end{gathered}$ | $\begin{gathered} (47) \\ 60.3 \% \end{gathered}$ | 1.44 | . 57 |
| iv | Data on turnover | 78 | $\begin{gathered} (13) \\ 16.7 \% \end{gathered}$ | $\begin{gathered} (45) \\ 57.7 \% \end{gathered}$ | $\begin{gathered} \hline(20) \\ 25.6 \% \end{gathered}$ | 1.91 | . 65 |
| v | Leads or applicant generated | 78 | $\begin{aligned} & \text { (7) } \\ & 9 \% \end{aligned}$ | $\begin{gathered} (31) \\ 39.7 \% \end{gathered}$ | $\begin{gathered} (40) \\ 51.3 \% \end{gathered}$ | 1.58 | . 66 |



Source: Field Survey, 2011.
Legend: N= Respondents: $\mathrm{SA}=$ strongly agree: $\mathrm{A}=$ Agree: $\mathrm{D}=$ disagree: $\mathrm{SD}=$ strongly disagree:
MIS = mean Item Score: STD= standard deviation/ variation ratio
Table 1. Descriptive Statistics of Primary Data

| S/N | Variables | Absolute <br> Frequency | Relative <br> Frequency |
| :---: | :---: | :---: | :---: |
| 1. | Sex of Respondents |  |  |
|  | Male | 69 | 88.5\% |
|  | Female | 9 | 11.5\% |
| 2. | Age of Respondents |  |  |
|  | Less than 20years | ----- | --- |
|  | 20-29 | 4 | 5.1\% |
|  | 30-39 | 48 | 61.5\% |
|  | 40-49 | 25 | 32.1\% |
|  | 50 and above | 1 | 1.3\% |
| 3. | Marital Status |  |  |
|  | Married | 49 | 62.8\% |
|  | Single | 29 | 37.2\% |
|  | Separated | --- | --- |
|  | Divorced | --- | ---- |
| 4. | Qualifications |  |  |
|  | OND | 1 | 1.3\% |
|  | HND | 30 | 38.5\% |
|  | First degree | 27 | 34.6\% |
|  | Masters | 20 | 25.6\% |
|  | Ph.D | ---- | ---- |
| 5. | Iob Category |  |  |
|  | Junior | ----- | ---- |
|  | Senior | 62 | 79.5\% |
|  | Management Staff | 16 | 20.5\% |

Source: Field Survey, 2011.
Table 2. Demographic Profile of Respondents

In testing the first hypothesis that there is a positive relationship between recruitment practices and organisational performance, it was found that there is a positive relationship between recruitment practices and organisational performance ( $\mathrm{r}=0.45$; $\mathrm{p}<.05$ ). This result is statistically significant. In testing the second hypothesis that there is a positive relationship between selection practices and organisational performance, it was found that there is a positive relationship between selection practices and organisational performance ( $\mathrm{r}=0.49$; $\mathrm{p}<.05)$.This is also statistically significant. This means that as recruitment and selection practices are properly executed or improve, so does organisational performance. It should be noted that this interpretation in no way implies causality. The significant relationship merely indicates that the variables covary.

## 5. Discussion of findings

From the test of hypotheses, it was found that there is a positive relationship between recruitment practices and organisational performance ( $\mathrm{r}=0.45 ; \mathrm{p}<.05$ ). It was also found that there is a positive relationship between selection practices and organisational performance ( $\mathrm{r}=0.49 ; \mathrm{p}<.05$ ). These results are statistically significant. These findings are consistent with the findings of Delany and Huselid (1996) who found that practising an effective recruitment and selection process has positive relationship with organisational performance. The findings also corroborate the views of Terpstra and Rozell (1993) who found an association between use of recruitment and selection procedure and profits. The findings are also consistent with those of Ahmed and Schroeder (2003) who investigated the effect of selective hiring on organisational performance (quality, cost, flexibility, delivery and commitment) and found a positive and significant relationship with firms' operational performance.

## 6. Conclusion

This study set out to investigate human capital resourcing practices and organisational performance. From the findings of this study, it could be concluded that there is an association between human capital resourcing practices and organisational performance. From the findings of this study, the authors hereby recommend that organisations should pay adequate attention to recruitment and selection practices to gain competitive advantage.
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## Section 7

Lean Behaviour and Sustainability

# Enhancing Productivity Through Lean Behavior 

A. Perumal Puvanasvaran<br>Technical University of Malaysia Malacca Malaysia

## 1. Introduction

Productivity is a measure of output from a production process. It reflects the efficiency of production. A change in technology today, however, might increase production output with a given quantity of inputs, such an increase in productivity would be more technically efficient, but might not reflect any change in allocative efficiency. Lean initiatives that focuses on tools and techniques, often stumble as excitement from initial achievements diminishes and the lean way becomes more difficult. Behavioral change is the key to making lean initiatives sustainable and successful. Lean behavior on the other hand, improves the problem solving capabilities of people in the development system while eliminating wastages, reducing cost, increasing efficiency and enhancing productivity.

Furthermore, lean is one of the popular concepts that have been implemented in many companies. According to Bhasin and Burcher (2006), very few companies succeed in implementing lean manufacturing practices. The number of lean tools, techniques and technologies available to improve operational performance is growing rapidly, however a few companies that put effort to use them failed to produce significant results. One of the major reasons for unsuccessful implementation of lean manufacturing is the typical behaviors exhibited by people at the workplace, which are known to be deficient in trust and gain commitment too. Orr (2005) stated that the term "lean" manufacturing seems to have forgotten the debate on human motivation, and has focused on techniques, where the emphasis has been on deploying new methods, rather than understanding how work is organized and lead. The practice of lean behavior is shown to be an essential element for producing healthy work environments that can lead to economic improvement. At the same time, lean produces as stated by Emiliani (1998). Emiliani and Stec (2004) that lean behavior practices must apply all the lean principles where most companies failed to apply all the lean principles together in order to get significant result. It is essential that the right behavior among organization employees is maintained, so that the full benefits of lean can be enjoyed as stated by Sanjay and Peter (2006). Implementation lean is a long journey process and not easily implemented. To fully benefit the company for lean implementation, both the concept and techniques should be considered. Lean behaviors typically are essential factor and should be assessed for a successful and complete implementation.

Thus, it is important to enhance productivity through lean behavior and inspect lean result after implementation of lean. This study will presents the results of the comparison being made between lean behaviors after implementing lean for one year through lean behavior of
the people in the development system. The importance of the problem solving capabilities of people in implementing lean process management will be also discussed. The survey was to conduct in an aerospace composite manufacturer in their kitting department. Selfadministered questionnaire has been selected to be the survey instrument in enhancing productivity. These questionnaires were distributed to 45 employees working in the kitting department. Results of the findings and feedback are collected and analyzed by using the Statistical Package for Social Science (SPSS) software. The outputs of the analysis were in the form of index values, percentages and hypothesis testing. The result shows the improvement on lean behavior with the help of people development system implementation which enhance the people capabilities in eliminating wastages, reducing cost and increasing productivity. These are supported by comparing the results of surveys on lean behavior for the beginning and end of the year with the monitoring of real life data on the case study.

## 2. Lean behavior

Lean behavior is defined as behaviors that add or create value to waste. It is the minimization of waste associated with arbitrary or contradictory thought and actions that leads to defensive behavior, ineffective relationship, poor co-operation, and negative attitudes stated by M.L. Emiliani (1998). According to case study on Motorola, behavior is important to change culture to sustain implementing of lean concept. Many efforts failed due to the behavior of the management. Employees will follow the management's behavior if they are ordered to do new things. Anonymous, Worley and Doolen (2006) investigated two specific variables impact on lean implementation which is management support and communication. For management support, top management should not only demonstrate commitment and leadership, it must also work to create interest in the implementation and communicate the change to everyone within the organization. Comm (2005) states, that five best practiced components must present in order to apply lean. The five best practiced components are environment change, leadership, culture, employee empowerment, and communication. The management is required to have these lean behaviors which will influence the employees to practice the five components. Meanwhile, Orr (2005) stated that leadership is the fundamental aspect in engaging this different approach in thinking. Leaders are not necessarily top and senior management. Leaders are employees with influence on the work, at whatever level of seniority and responsibility. A leadership must have nine lean behaviors. The nine lean behaviors are teaches and engages workgroups, Respect For people, Process Focus, Support and recognition, Lead by example, Deploy policy and objectives, Commitment to standards, Understand lean vision and principles and Support the change process. Meanwhile, there are other findings on factors that act as barrier for implementing lean concept. Emiliani (1998) stated four primary causes that management lack influence over employees; the four components are the barrier for the commitment of whole employees to implement lean concept. The four components are Trust, Communication, Processes and Environment. Even a case study was conducted by O'hEocha (2000) on Cooke Brother Ltd manufacturing company about the influence of employee's attitudes on the use of 55 which is one of the lean tools for improvement environment management. After the company applies the lean tool in their company, employees were asked to identify the potential issues that may act as barriers to effective implementation.

A survey was conducted by interviewing the top management, middle management and the shop floor. The top management barrier to implement the tool related to issues of communication and power. There were concerns that middle managers and supervisors may feel threatened by the perceived loss of control as shop floor staffs gain more power to use initiatives and make certain changes without consultation with line managers. Even they felt that there were difficulties when it came to making decisions regarding throwing away certain pieces of equipment and machinery that are very old, do not work and take up valuable space. Middle management representatives commented that the 5Ss started off well but dwindled in certain areas. It was because they lost interest and it fell down on custom and practice/self-discipline. They also felt that they should have more power to make decisions relating to their positions. Shop floor felt that some employees had attitude problems, and put minimum effort into their jobs and were not bothered to use or implement the 5Ss, while others were actively involved. Besides, they also commented that their initiative was sometimes held back by their line managers. It was felt that certain line managers were fearful of their subordinates shining and potentially threatening their position. As a result, they did minimum and took no interest in the initiatives of 5 S that were likely to be protected by their line managers. From the survey, it was clear to show that the management behavior is the important barrier to implement the lean tool. In Table 1, lean behaviors practices of impact lean manufacturing are highlighted.

| Authors | Component | Lean Behaviors Practice |
| :--- | :--- | :--- |
| Worley J.M. and Doolen T.L | i. Management support | - Commitment without fear, respect to people, recognition to people |
|  | ii. Communication | - Clear communication |
| Clare L. Comm | i. Environment for change | - Understanding and proactive |
|  | ii. Leadership | - Assist and coach employees, responsible |
|  | iii. Culture | - Honest and respect to people |
|  | iv Employee empowerment | - Given recognition for employees |
|  | v. Communication | - Share information, understand the goal |
| Emiliani | i. Trust | - justice without favors some people, meet the promise |
|  | ii. Communication | - Clear message, quick feedback, |
|  | iii. Processes | - Clear about their responsibilities, follow procedures |
|  | iv. Environment | - Given recognition to people, understanding people problem |
| Cameron | i. Leadership | - Teaches and engages workgroups, respect for people, process focus, support |
|  |  | and recognition, lead by example, deploy policy and objectives, commitment |
|  |  | to standards, understand lean vision and principles, support the change process |

Table 1. Component and Lean Behaviors Practice Of Impact Lean Manufacturing

## 3. Tips to build lean behavior

It is a present-day instance of the recurring theme in human history toward increasing efficiency, decreasing waste, reducing cost and using empirical methods to decide what matters, rather than uncritically accepting pre-existing ideas. In order to enhance productivity, we therefore acquire a broader set of skills, creative and innovative approaches to analysis, using up-to-date tools and design through the implementation of lean production methodology and management. As an example, manufacturers must be able to use various of methodologies, ideas and many others of present-day high technology tools to be able to enhance problem productivity and do lean production effectively. Meanwhile, both manufacturers and consumers that comprise the different status levels in the community will have easy and convenience access to the real-time oriented systems for problem solving capabilities and productivity enhancement. For this to occur, tips to build lean behavior are proposed in this chapter for enhancing productivity.

The organizational vertical integration has parallels input values with other lean disciplines such as lean behaviors are therefore important. Positive organizational behavior which is linked to human resource strengths and psychological capabilities for performance improvement and productivity enhancement in today's workplace. Worker inappropriate behaviors are difficult to change because they are functional: they serve a purpose as an employee. The practice of lean behaviors is shown to be an essential element for producing healthy work environments that can lead to economic growth, as well as help businesses sustain efforts to become lean producers. The principal focus is on how individuals can consistently behave in ways that create value, with the goal of eliminating waste in both intra and interpersonal relationships M.L. Emiliani (1998).

Several tips that leaders can use to improve their team lean behavior. Such as:

1. Defining lean behavior

Most people like to see the correct or the right way of handling work but the correct or right way is not always clear. They might think of doing a right way without looking into lean principals. Lean wants problems and abnormal conditions to be exposed and no wastage nor costliness. Leaders have to make sure that doing the right way doesn't have a high cost to team members.
2. Rewarding who has lean behavior

When the demand for goods is decreasing, workers stop to do overtime. The leader needs to thank to workers for their action. If the workers continue doing their overtime, they are doing it for the wrong reason and that is to increase the overhead cost of the company. Some people like to bypass a process to make things happen quickly. Leader should stop rewarding them of heroism. This might be sending a wrong message.
3. Making system support lean behavior

Leaders must make the workplace look like 5 S environment that support lean behavior. Workers will do and follow what the leader normally says. If the workers keep collecting data without analyzing it or no change is being made. Do you think this system support lean behavior? Definitely not! This will lead to wasting of time and expenses.
4. Building up a right lean behavior team

When people see others exhibiting good behavior, they are more likely to continue or follow it. Leaders need to set up a good example of team that can perform good lean behaviors so that others will follow the right steps and procedures.
5. Eliminating problem members in the team

If a member doesn't meet productivity and quality standards after repeated attempts to work with in order to improve, then get a new member. If a customer has expectations that are unreasonable and unprofitable to company, find more customers and nothing to say that you need to deal with them. If an employee chooses not to show lean behavior, they may not be a good match for the team.

## 4. Comparison of behavior attributes

The organizational vertical integration reflects the level of business community that exhibits the most consistent generative behaviors, as well as helpful tendencies, will be the partner of choice for employees, suppliers, customers, and investors. Lean behaviors exhibited by the organization culture should be a strong source of competitive advantage. Table 1a below
compares common fat behaviors that result in waste and selected lean behaviors that promote flow between people as stated by Cleary (1989) and (1996). It is important to realize that interpersonal skills and organizational effectiveness are developed by practicing and improving upon weaknesses (i.e. lean behaviors), not strengths (i.e. fat behaviors) as mentioned by M.L. Emiliani (1998).

| Fat behaviors | Lean behaviors |
| :--- | :--- |
| Confusion | Self-awareness |
| Unnecessary commentary | Humility |
| Irrelevant observations | Compassion |
| Random thoughts | Suspension |
| Self-imposed barriers | Deference |
| Ego | Calmness |
| Irrationality | Quietude |
| Revenge | Reflection |
| Inaction | Honesty |
| Positions | Benevolence |
| Interpretations | Consistency |
| Uncertainty | Generosity |
| Negativity | Patience |
| Excess | Humor |
| Gossip | Understanding |
| Sarcasm | Respect |
| Preoccupation | Listening |
| Ambiguity | Observation |
| Extreme flattery | Trust |
| Cynicism | Sincerity |
| Subjectivity | Equanimity |
| Bias/prejudice | Objectivity |
| Deception | Discipline |
| Selfishness | Rectitude |
| Pride | Wisdom |
| Criticism | Balance |

Table 1.a Comparison Of Behavior Attributes by Cleary (1989) and (1996).

## 5. Do lean behaviors correlate with productivity?

The answer is probably yes, when we consider the practice of lean behaviors as shown to be an essential element for producing healthy work environments that can lead to productivity growth, as well as help production sustain efforts to become lean producer. The principal focus is on how individuals can consistently behave in ways that create value (lean behavior), with the goal of eliminating waste in interpersonal relationships and development of people that possess basic capabilities for problem solving in their thoughts and actions. If the performance of lean behaviors can be practiced by individuals and then integrated into the organization, the productivity will definitely be enhanced by lean behavior.

Liker (2004) stated about how organization should implement the lean process management, there is no exact definition for a fully lean organization. Even though the goal of becoming a
fully lean organization can only be reached if the employees are well aligned with new philosophy. In that case, it is important for an organization to understand and apply all lean behavior practices and principles, in addition to a comprehensive lean thinking which affects the whole business model as a key and not solely learner production. Figure 1 shows the key participants in a business, each having a relationship governed by processes and behaviors governing generative relationships. Each of these relationships should be carefully managed in order to minimize waste and maximize the benefits to productivity enhancing.


Fig. 1. Enhancing Productivity Through Lean Behaviors In A Business

## 6. Background of case study

The Company where the case study was conducted was incorporated on 16th August 1994. Currently, numbers of employees are 1155 person. The nature of business for this company is to manufacture composites components for aero and non aero structures. The name of this company is changed to ABC in terms of confidential issues. ABC was given a mandate by the government to spearhead Malaysia's foray into the high technology industry of aerospace and composites manufacturing.
The objective of the establishment of ABC is to become the manufacturing arm for ABC 's work cluster. ABC created the work cluster with the aim to provide design, manufacturing and aircraft production services to relevant industries. This company fits into the business plan by participating in manufacturing activities for sub-contract work. To date, ABC has succeeded in securing major wing manufacturing programmed with leading aerospace companies, BAE systems, specifically for the manufacture of Airbus A300, A320 and A380 range of aircrafts. The company has also secured non-aerospace composites component manufacturing of the Alvis Bridging Launch Rail in Advance Composites. Within a short span of time since its formation, $A B C$ has emerged as a leading aerospace company in the
region and a known industry player in the world. Though $A B C$ having start to implement Lean Manufacturing System since 2004, but there are some mistakes and frailness due to the lack of implementation which is observed as in production system, where the knowledge and understanding of lean manufacturing system as common and primary root cause problem. The whole of problems occurred throughout from the top level to the bottom. Due to this, the top management commitment, teamwork, and people capabilities in eliminating wastages are also lacking. Furthermore, the problems occurred because the lean implementation was not linking to the individual, department, and company's key performance indicator which was unmotivated the total employees of the company to practice the real of lean concepts. Therefore, based on this reality the lean behavior among the employees never rooted. Effectively in the end of 2006, the company overcomes the past problems with new perspective of lean implementation by developing the integration and heuristic approach of lean concepts as a new strategy that involve all aspects of the company in their operation that correlated to the KPI. The scope of study for this project is conducted only at kitting department.

## 7. Developing a new system to productivity enhancing

In today's competitive world, no company can afford to waste resources. The most underutilized resource of most manufacturing company is their people assets. The number one asset of any organization is also its people. In fact, people are one of the few appreciating asset an organization has. The real advantages of employee's involvement are to focus a group of employees with different perspective on a single objective that support the organization's strategic focus. The companies that develop and leverage the capabilities of all their employees will achieve better performance than those that do not. The companies that fail to unlock the potential of their workforce will be forced to carry more overhead, have more layers of management, will be slower to react to market change and opportunities. Therefore, since we implement lean as a system in which the people functions need to be developed into a system which called "People Management Systems" to provide the capability for rapid improvement and adoption to change. Each of the three systems in framework has its own objective. The objective of the lean process management system is to identify and eliminate wastages by removing non value added activities. People management systems need to provide the capability for rapid improvement and adoption to change. Here, again, we must accept the fact that change is inevitable and that the speed with which the necessary modification are made is the deciding factor in our survival. The objective of the business management system is to apply carefully the organization's limited resources, including capital and hard assets as well as time and human assets. Three integration elements with total employee involvement from top to bottom play an important role for sustaining problem solving among employees in practicing lean concept. It is important to create people development system which consists of all these three elements with total involvement of people to increase problem solving capability. People management system, Business management system and lean process management system are integrated by principles that, in a sense, hold them together. These principles are meant to provide a framework (Figure 2) to focus the direction in enhancing productivity and problem solving capability among employees by forming as people development system in lean process management. They are:

- Key performance indicator - KPI for every level such as company, department, section and individual levels which is linked towards the organization goal.
- Respect for people - Respect for people which mainly focuses on the lean behaviors that each employee in organization should build in their mind.
- Skill and Knowledge - Skill and Knowledge for employees will support them in practicing lean concept effectively and efficiently by utilizing the lean tool and techniques.

Another important element incorporated with this people development system framework is teamwork of top, middle and bottom management. The total commitment of all these three levels will enhance the productivity and the problem solving capability in lean process management among employees.


Fig. 2. PDS Framework for Enhancing Productivity and Problem Solving Capabilities Among Employees.

## 8. Key characteristic, critical success factors (CSF) and related performance matrix

The following key characteristics, CSFs and related performance metrics are identified A.P. Puvanasvaran et al (2008), as crucial in people development system of lean process management and are highlighted in Table 2.

- KPI in lean process management determination through Mission, Core Value, Vision, Objective, Strategy, Strategy Initiative and Personal Objective for people development system is crucial. This will align overall workforce of the company to follow one common goal. Each level has its own portion of contribution towards the target. The results are compared with the target or goal used to measure the success of KPI. The accumulation of success from each portion will reflect the overall achievement of the company goal.
- Respect for people in lean process management is another crucial factor in developing the lean culture throughout organization. In order to measure the lean behaviors, top management commitment, leanness level of the company and perception of team member's capability, Liker (2004) type scale is used to get the responses from respondent. For example, one can ask managers to rate the degree of support by top management on five-point scale from no support (1) to total support (5). Beside this, the problem solving capability also can be measured by counting the number of ideas generated, Level of people involved and the total cost of the project.
- Skill and Knowledge in lean process management is the fundamental requirement for employees to equip themselves. Without this they can't perform well in solving problem to identify and eliminate wastages. Lean tools and assessment techniques by using assessment criteria to determine the level of implementation using spider web chart with rating of 1 (beginning to introduce) to 5 (practice with excellent). Another measurement on employee skill metric will emphasize on employees skill and their cross functionality.

| Key characteristics of <br> integration elements | Critical success factors (CSF) <br> of People Development System (PDS) | Performance Matrix |
| :--- | :--- | :--- |
| KPI | Customer Satisfaction | Achievements of KPI for each |
| Mission | On Time Delivery | level versus goal/target. |
| Core Value | Pero Defect | Productivity |
| Vision | Cost reduction | Customer complain |
| Objective | Effective Operation Cost | Scrap/Number of reject |
| Strategy |  | Attendance/ Absenteeism |
| Strategy Initiative | Tardiness (Schedule time) |  |
| Personal Objective | Top Management Commitment | Using QCDAC principles |
| Respect for people | Team effectiveness/formation | Number of ideas generated |
| Team Environment | Ideas cost or value | Level of people involvement |
| Self Directed | Continuous improvements | Usage of lean tools |
| Communication | Lean Behaviors | Total cost saving projects |
|  | Rewarding system | Measured by Likert-type scale on the following items: |
|  | Top Management Commitment |  |
|  | Lean behaviors |  |

Table 2. An Analytical Framework For Measuring Problem Solving Capability In Lean Process Management

## 9. Methodology

To conduct the case study survey, the questionnaire was used which was developed by the Ford Motor company. The questionnaires contain the criteria of lean behavior practices based on the literature review Orr (2005). The lean behavior practices are divided into three
categories which are; respect for people (RFP), continuous learning and improvement (CL\&I) and process and result driven (P\&RD). This is exactly to fulfill the Toyota " 4 P model" Orr. For the RFP and CL\&I, there are nine variables asked, and for P\&RD, there are twelve variables to answer. The answers of questionnaire were using the four-point scale and circle the appropriate number. The response scale ranges from 1 to 4 representing the range of strongly agree, agree, disagree, and strongly disagree.

The index value is used to determine the strength and weakness of lean behavior practices. The index value is calculated by formula provided by Nesan and Holt (2002).

$$
\text { Index }=\left[\left(n_{1}\right)+2\left(n_{2}\right)+3\left(n_{3}\right)+4\left(n_{4}\right)\right] /\left[4\left(n_{1}+n_{2}+n_{3}+n_{4}\right)\right]
$$

Where $n_{1}, \ldots, n_{4}$ represent the number of respondents that indicated the respective practices on the scale 1 to 4 . The formula yields indices ranging from 0 to 1 , where below 0.2 represent minimum strength and above 0.8 represents maximum strength

Nesan and Holt (2002). The second analysis is to determine the relationship or mean score of each level of management for each practice. Analysis of variance (ANOVA) is used to analyses situations in which there are several independent variables and how these independent variables interact with each other Field. Before calculating the ANOVA, one assumption must be considered is the score of variable is normally distributed. For the third analysis, correlation is used to measure the difference between each principle variables and how are they related. Before calculating a correlation coefficient, there are a few assumptions for correlation analysis which are normality and linearity Coakes (2005). Pearson's correlation coefficient is a measure of linear association with the score for each variable is normal distributed. If the relationship is not linear and normal distributed, Spearman's rho will be used to measure the correlation between the variables Coakes (2005).

### 9.1 Pilot test

Pilot test is conducted to ensure the finding from the questionnaire is valid and meet the objective of this project. This is done by sending the questionnaire to two lean expertise of the company. Discussion on the questionnaire was held when the company was visited. Opinion was given which help researcher to modify the questionnaire. Besides that, from the pre-test, the total time spend to answer the questionnaire also can be identified.

### 9.2 Sending and receiving questionnaire

The questionnaires send to a composite manufacturing company in Malaysia. The questionnaire is directed to three levels of the company, which are, top management, engineers and operators, and shop floor workers. For the top management level respondent, the questionnaires were answered by all department of the company. Meanwhile, the questionnaire only rated by kitting area department for the last two level respondents. The feedback is received within two weeks from the company. The total feedbacks are 53. The questionnaires send to one of composite manufacturing company in Malaysia. The questionnaire is directed to three levels of the company, which are, top management, engineers and operators, and shop floor workers. For the top management level respondent, the questionnaires were answered by all department of the company. Meanwhile, the
questionnaire only rated by kitting area department for the last two level respondents. The feedback is received within two weeks from the company.

### 9.3 Analysis using SPSS

After getting the result from company, authors will use the software SPSS version 13 to make the analysis. In the 2 part of the question (about lean behavior), the outputs of the analysis were in the form of index values, percentages and hypothesis testing. In the literature review state that Emiliani and Stec (2004) explain lean behavior is applying lean principles and tools to improve leadership behaviors and eliminate behavioral waste.

## 10. Results and discussion

In order to assess the lean behavior before and after the lean implementation, a questionnaire was distributed and then an internal consistency analysis was used to evaluate the reliability of questionnaire.

### 10.1 Respondent rate

The questionnaire distributed directly to the employees to do the survey. The beginning of the year (January) questionnaire was distributed to 45 employees of the kitting department. However, 3 employees already resign. Thus, the questionnaire only assigned by 42 people and the feedback collected exactly 42 respondent results. At the end of the year, questionnaire was distributed to 44 people and collected back exactly 44 responds.

### 10.2 Reliability test

Internal Consistency Analysis: An internal consistency analysis was used to assess the reliability of questionnaire. It is an indicator of how well the different items measure the same issue. The measurement of internal consistency involve for calculation of Cronbanch's coefficient alpha. The values of alpha range from 0 to 1 where the value close to 1 indicate higher reliability. Alpha value should be positive and usually greater than 0.7 which are considered acceptable for testing the reliability of factors. As shown in table 3, the alpha value for the January 2007 in the three categories range is from 0.721 to 0.821 . For respect for People, the scale of reliability can be increased by eliminating Q02 which show 0.815 . For Continuous Learning and Improvement, the scale of reliability it is better to include all of the nine questions and if any questions were eliminated, will reduce the scale reliability. Last but not least for Process and Result Drive, the scale of reliability can be improved by eliminating Q30 which show 0.829. For the December 2007 the alpha value in three categories ranges from 0.718 to 0.758 . For respect for People, the scale reliability can be increased by eliminating Q03 which show 0.739. For Continuous Learning and Improvement \& Process and Result Driven the scale of reliability were reduced Q12 and Q23,which show 0.768 and 0.801 .

Although, the alpha value for the 3 categories for December 2007 is decreased when compare with January 2007, but the range is greater than 0.7 , so the instrument are consider acceptable. Furthermore, the elimination questions are not necessary as the alpha value increase slightly after eliminating. Since the alpha value are greater than 0.7 , it can conclude that this instrument is reliable.

| Scale | N of items | Alpha if deleted | Alpha if deleted |
| :---: | :---: | :---: | :---: |
| Respect for People, Alpha (Jan=0.790, Dec=0.718) | 9 | - |  |
| Q01 |  | 0.761 | 0.713 |
| Q02 |  | 0.815 | 0.692 |
| Q03 |  | 0.763 | 0.739 |
| Q04 |  | 0.743 | 0.708 |
| Q05 |  | 0.769 | 0.683 |
| Q06 |  | 0.733 | 0.658 |
| Q07 |  | 0.793 | 0.639 |
| Q08 |  | 0.770 | 0.695 |
| Q09 |  | 0.760 | 0.699 |
| Continuous Learning and Improvement, Alpha (Jan=0.721, Dec=0.747) | 9 | - |  |
| Q10 |  | 0.705 | 0.678 |
| Q11 |  | 0.681 | 0.767 |
| Q12 |  | 0.709 | 0.768 |
| Q13 |  | 0.668 | 0.730 |
| Q14 |  | 0.681 | 0.717 |
| Q15 |  | 0.708 | 0.703 |
| Q16 |  | 0.713 | 0.698 |
| Q17 |  | 0.673 | 0.702 |
| Q18 |  | 0.719 | 0.742 |
| Process and Result Driven, Alpha (Jan = 0.821, Dec=0758) | 12 | - |  |
| Q19 |  | 0.817 | 0.785 |
| Q20 |  | 0.799 | 0.757 |
| Q21 |  | 0.782 | 0.750 |
| Q22 |  | 0.812 | 0.757 |
| Q23 |  | 0.792 | 0.801 |
| Q24 |  | 0.793 | 0.769 |
| Q25 |  | 0.792 | 0.766 |
| Q26 |  | 0.795 | 0.771 |
| Q27 |  | 0.825 | 0.803 |
| Q28 |  | 0.825 | 0.763 |
| Q29 |  | 0.815 | 0.768 |
| Q30 |  | 0.829 | 0.758 |

Table 3. Reliability Statistic January 2007 and December 2007

### 10.3 Analysis and results

The structured postal questionnaire survey was designed to assess initial literature search finding concerning the 30 practices, in two different dimensions. Dimension 1 investigated
the strength and weakness of lean behavior practices within the organization. Dimension 2 explored the relationship between the lean principles. For each dimension, four Likert (2004) scales ranging from 1 to 4 were provided and the scale was used is the agreement scale. Agreement scale is used to determine agreement on of the 30 lean behaviors practices, the scale ranged from 1 (strongly disagree) to 4 (strongly agree).

### 10.4 Analysis of strength and weakness of the lean behaviors practice

Data obtained from the survey were subjected to relative index calculations for agreement factor. The relative index was calculated by using the formula:

$$
\text { Index }=\left[\left(n_{1}\right)+2\left(n_{2}\right)+3\left(n_{3}\right)+4\left(n_{4}\right)\right] /\left[4\left(n_{1}+n_{2}+n_{3}+n_{4}\right)\right]
$$

Where $\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{3}, \mathrm{n}_{4}$ represent the number of respondents that indicated the respective practices on the scale 1 to 4 . The formula yields indices ranging from 0 to 1 , where below 0.2 represent minimum strength and above 0.8 represents maximum strength Nesan and Holt (2002). From the table 4, the indices calculated for all of the lean practices showed a similar pattern, with indices ranging between 0.464 and 0.78 for January 2007. For the December 2007, the range is between 0.597 and 0.818 . In addition, the min index for 30 practices also increased from 0.691 to 0.7614 , total increments is about $10 \%$. This indicates that lean behavior practices in aerospace composite manufacturer are improved, and it is near to the lean behavior standard. After comparing the 2 group of index, we found that the index for the practices is increased a lot. Such are:

- Meetings start on time. +0.215
- People from outside areas help to solve problems. +0.207
- People share ideas and knowledge.+0.151

However, there is also some practices need to be improved where the indices show dropped. Such practices are:

- People contribute openly and honestly in the meetings I attend.-0.029
- People are coached and trained by their leaders/Supervisors.-0.017
- People deliver what was promised.-0.013

Basically, for the new result, many performances were practiced very well. It can be seen clearly In Figure 3 and the sum of index of practices is increased a lot and meets the lean behavior standard (0.800) already. The results are better if compared with the January 2007 which is totally negative and only one practice meet the lean behaviors standard. Below are the practices that meet the standard:

- Before making decisions, people gather the information -from 0.708 to 0.818
- People share ideas and knowledge-from 0.667 to 0.818
- People are encouraged to improve their knowledge and skills at work -0.738 to 0.813
- People look for ways to improve their work -from 0.750 to 0.801
- People focus on the customer and the customer need (inside and outside the plant) from 0.750-0.818.

However, one of the practices that needs improvement and need to be given more attention is the indices showed very low. The practice is:

| Questions | Sum | Sum | Index | Index | Rank | Rank |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 121 | 126 | 0.720 | 0.716 | 14 | 27 |
| 2 | 127 | 128 | 0.756 | 0.727 | 3 | 24 |
| 3 | 111 | 128 | 0.661 | 0.727 | 23 | 24 |
| 4 | 116 | 134 | 0.690 | 0.761 | 19 | 18 |
| 5 | 119 | 144 | 0.708 | 0.818 | 17 | 1 |
| 6 | 106 | 135 | 0.631 | 0.767 | 26 | 15 |
| 7 | 116 | 137 | 0.690 | 0.778 | 19 | 11 |
| 8 | 88 | 130 | 0.524 | 0.739 | 29 | 22 |
| 9 | 110 | 131 | 0.655 | 0.744 | 24 | 20 |
| 10 | 112 | 144 | 0.667 | 0.818 | 21 | 1 |
| 11 | 78 | 105 | 0.464 | 0.597 | 30 | 30 |
| 12 | 126 | 129 | 0.750 | 0.733 | 4 | 23 |
| 13 | 122 | 140 | 0.726 | 0.795 | 12 | 6 |
| 14 | 124 | 143 | 0.738 | 0.813 | 7 | 4 |
| 15 | 123 | 140 | 0.732 | 0.795 | 10 | 6 |
| 16 | 124 | 135 | 0.738 | 0.767 | 7 | 15 |
| 17 | 95 | 136 | 0.565 | 0.772 | 28 | 14 |
| 18 | 123 | 137 | 0.732 | 0.778 | 10 | 11 |
| 19 | 122 | 140 | 0.726 | 0.795 | 12 | 6 |
| 20 | 118 | 137 | 0.702 | 0.778 | 18 | 11 |
| 21 | 121 | 140 | 0.720 | 0.795 | 14 | 6 |
| 22 | 124 | 140 | 0.738 | 0.795 | 7 | 6 |
| 23 | 130 | 131 | 0.774 | 0.744 | 2 | 20 |
| 24 | 126 | 141 | 0.750 | 0.801 | 4 | 5 |
| 25 | 120 | 133 | 0.714 | 0.756 | 16 | 19 |
| 26 | 108 | 125 | 0.643 | 0.710 | 25 | 29 |
| 27 | 112 | 127 | 0.667 | 0.722 | 21 | 25 |
| 28 | 104 | 126 | 0.619 | 0.716 | 27 | 26 |
| 29 | 131 | 135 | 0.780 | 0.767 | 1 | 15 |
| 30 | 126 | 144 | 0.750 | 0.818 | 4 | 1 |

Table 4. Strength Values For January 2007 and December 2007

- Plant leadership is on the plant floor daily to provide assistance and improve the business is 0.597 . However; the index also improved already, for the Jan 2007 just 0.464 .

Beside the index, after comparing the 2 group of ranking the authors found that the ranking for the practices also change drastically. These are:

- People share ideas and knowledge, it is raise 20 rank, from ranking 21 raise to 1 . It is the biggest lift practices:
- Before making decisions, people gather information. It is raise to 16 rank, from ranking 17 raise to 1 .
- People from outside help to solve the problem. It is raised 14 rank, from ranking 28 raise to 14.


Fig. 3. Strength of Lean Practices.
The result at Table 5 shows that the increment respects for people was the highest. The practices for RFP such as, people contribute openly and honestly in the meeting will give employees operational autonomy encouraged an innovative culture and let employee contribute more ideas to solving problems. Furthermore, the practices "people can participate in decision relevant to their job and focus on the problem" in RFP also got strong relationship with PSC. In a study among the employees of a manufacturing plant, it found a positive relationship between participation and employees' innovative behavior, measured using self-ratings of employees' suggestions and implementation efforts will contribute to the idea of solving problem.

| Construct | Jan 2007 | Dec 2007 |
| :--- | :--- | :--- |
| Respect for people (RFP) | 0.67 | 0.773 |
| Continuous learning and improvement (CLAI) | 0.679 | 0.763 |
| Process and result Driven (PARD) | 0.653 | 0.698 |

Table 5. Analysis Mean Value Index RFP, CLAI, PARD.

The Figure 4 shows that index value of three main categories which all have significant increase. Especially, respect for people, which is increased from 0.67 to 0.773 . This is followed by continuous learning and improvement raised from 0.679 to 0.763 and the process and results driven shows improvement from 0.653 to 0.698 in each. Overall the results shows the company improved in all 3 construct, Thus, we can say, the company really put a lot of effort in practices lean behavior as shown in the comparison of lean behaviors in Table 8 and Figure 5. In conclusion, authors found that most practices of the lean behavior will improve the PSC of the employee. Thus, after implementing lean process after one year, problem solving capability of employee had been increased and make the lean result of company increase.

Lean Behavior


Fig. 4. Lean Behaviors Index Value

### 10.5 Analysis of the relationship between the lean principles

Correlation between Respect for People, Continuous Learning and improvement and Process and Result Driven are shown in Table 6 and Table 7. The data obtained was analyzed by using Statistical Package for Social Science (SPSS) software version 13. Correlation method was used where correlation is a measure of relationship involving variables Field. Table 6 and Table 7 show a matrix that is displayed giving the correlation between the three variables. For the January 2007correlation coefficient 0.587 between

|  |  | Respect for People | Continuous Learning and improvement | Process and Result Driven |
| :---: | :---: | :---: | :---: | :---: |
| Respect for People | Correlation coefficient | 1.000 | 0.456** | 0.562** |
|  | Significant value | - | 0.001 | 0.000 |
| Continuous Learning and improvement | Correlation coefficient | 0.456** | 1.000 | 0.193 |
|  | Significant value | 0.001 | - | 0.111 |
| Process and Result Driven | Correlation coefficient | 0.562** | 0.193 | 1.000 |
|  | Significant value | 0.000 | 0.111 | - |

Table 6. Correlation between Factors In January 2007.

Respect for People and Continuous Learning and Improvement is 0.456 , and the significance value of this coefficient is 0.001 . But for December 2007, the values become 0.129, and significance value is 0.202 while the correlation coefficient between Respect for People and Process and Result Driven is 0.526 with the significance value is 0 . But for new result it is 0.101 and the significance value is 0.258 .last but not least, correlation coefficient between Continuous Learning and improvement and Process and Result Driven is 0.193 with the significance value is 0.111 . For new result is 0.310 and 0.020 .

|  |  | Respect for People | Continuous Learning and improvement | Process and Result Driven |
| :---: | :---: | :---: | :---: | :---: |
| Respect for People | Correlation coefficient | 1.000 | 0.587** | 0.101 |
|  | Significant value | - | 0.001 | 0.258* |
| Continuous Learning and improvement | Correlation coefficient | 0.587** | 1.000 | 0.310 |
|  | Significant value | 0.001 | - | 0.020 |
| Process and Result Driven | Correlation coefficient | 0.101 | 0.310 | 1.000 |
|  | Significant value | 0.258* | 0.020 | - |

Table 7. Correlation between Factors In December 2007

| Variable | Index (Jan) | Index (Dec) |
| :--- | :--- | :--- |
| DOB | 0.691 | 0.7164. |

Table 8. Index Value of Lean Behavior In January 2007 and December 2007

## Comparison for Lean behaviors



Fig. 5. Comparison for Lean Behaviors.

## 11. Success of people development system in case study company

The importance of problem solving capabilities of every employee in implementing lean process management to make the improvement in lean behaviors is evident as depicted by the real life data of kitting department as the company case study.

### 11.1 Idea generated and level of involvement

Many studies focus mainly on the creative or idea generation stage of problem solving. In this context, employees can help to improve business performance through solving problem, such as generating ideas and use them as building blocks for new and better products, services and work processes Joreon. P.j.de.long (2007). From the graph shown below, every week at least one idea had been generated in kitting department, and the highest is 5 ideas generated per week. In past one year, a total of 139 ideas have been generated .It is proved that kitting department proactively and continually sought ideas to solve problems, indicates that employees have the capability to solve problem to become a central tenet of lean manufacturing best practice Kerrin (1999).

The employee involvement is categorized according to three main levels which are top, middle and bottom management. The Figure 6 below shows the level of involvement of employees by generating ideas for the year 2007. The highest contribution is coming from bottom level which is 38 and followed by middle level with 12 to top level which is 2 . Besides this, there is also a combination level involvement in generating ideas. Bottommiddle level is 52 , middle-top is 35 and bottom-top is 1 . Furthermore, total idea generated for group combination level is 87 and single group level is 52 . The percentage for combination level is $63 \%$ for total ideas generated and 3 type levels is $37 \%$. However if we compare 2 groups, the result shows that total idea generated by group combination level is 35 more than single group level. Thus, the result indicates the teamwork of bottom; middle and top management in both sharing and applying knowledge for generating ideas in solving problems that are important Delbridge et al (1998).


Fig. 6. Level of Employee's Involvement for Year 2007

### 11.2 Total of wastages

The graph at Figure 7 gives us an idea about type of wastages identified at the kitting department, where it is classified into 9 categories. It is obviously noted that the highest
waste for company is the waste of space which is 39 , the second one is time waste at 21 , and the lowest waste is transportation which is at 5 . Without classification of any wastage into performance measurement, no monitoring can be made and no problem solving can be done to reduce the waste, where the impact is the failure of lean process management implementation A.P. Puvanasvaran et al (2008). It indicates that the employees of the company have capabilities to solve waste problem using the performance measurement.


Fig. 7. Type of Wastage Eliminated for Year 2007.


Fig. 8. Lean Tool and Techniques Use for Year 2007.

### 11.3 Cost saving

Cost saving is an important standard to indicate the problem solving capability of the organization. The aim of lean manufacturing is elimination of waste in every area of production and includes customer relations, product design, supplier networks, and factory management. To meet the objectives of saving cost, Womack and Jones (1996). Kitting department ran a Kaizen Project in 2007, and the total amount of saving for reduces wastages in past one year is RM1, $952,617.98$. Thus, achievement of cost saving for company indicates employee had contributed most of the solutions to solve the problem of waste. So, it can be construed that problem solving capability of employees actually improved significantly. The Table 9 indicates total cost savings of the kitting department with the reference to their kaizen project generated form the problem solving activities.


Table 9. Continuous Improvement Projects for the Year 2007 and 2008.

## 12. Lean tools used in problem solving and productivity enhancing

In general, lean tool for kitting department can be categorize to 9 types as shown in Figure 8, such as five S, total productive maintain, Kaizen, visual stream map, visual indicator, just in time, and standard work chart. The most common tool used by kitting department is TPM, which is 62 times, followed by $5 \mathrm{~s}, 55$ time and mean values of using lean tool is 21 times. In the past one year, the kitting department total used 189 times of lean tool. In order to introduce lean thinking within manufacturing environment, the philosophy relies on the identification and elimination of the waste problem, which have effectively targeted and applied the various lean tools B.J. Hicks (2007). Thus, the frequency of employee using the lean tool indicates employee understanding identification and elimination of waste problem. In deduction, the employees have capability of problem solving.

## 13. KPI achievement

KPI is an important element that enables the achievement of vision, mission, core value, strategy, and the personnel objective for people development is crucial. Achievement of KPI shows the evidence of people involvement to drive high performance to gain stakeholder and customer satisfaction. Monitoring on each performance, measurement and countermeasurement taken to solve any problem occurring have contributed to the achievement of KPI.
The Table 10 shows total monthly man hours percentage of Overtime at kitting department has set the limit to be below $12 \%$ for the year 07 . During PDS implementation, overtime was controllable all the time; not even a month exceeded the limit of overtime, which eventually gave a value of $11.5 \%$ for the whole year. It indicates that the company has saved considerably on labors cost in the past one year. The cost saving is due to employee success in lowering the stop time for the machine DCS 1, DCS 2, DCS 3.

| Principles | Matrix | Unit | Goal/Limit | $2007$ <br> Achievement |
| :---: | :---: | :---: | :---: | :---: |
| Quality | Scrap | MQ\% | 2.60\% | 1.97\% |
|  | NCR | \% | 7.80\% | 0 |
|  | Snag Sheet | Control Limit\% | 20\% | 0 |
|  | Audit | \# of CAR | Zero | 1 |
| Cost | Overtime | Total Monthly man |  |  |
|  | Overtime |  | 12\% | 10.50\% |
|  | Downtime | \% | 10\% |  |
|  | DCS 1 | \% | 10\% | 9.14\% |
|  | DCS 2 | \% | 10\% | 8.80\% |
|  | DCS 3 | \% | 10\% | 7.65\% |
|  | S91 | \% | 10\% | 10.34\% |
| Delivery | Output | \% | 97\% | 100\% |
| Accountability | Attendance | \% | 92\% | 90.7\% |
|  | Training | Hours | 188hrs | 2314hrs |
|  | Staff trg hours | \% | 47 staff | 100\% |
|  | Major Accidents | Qty accidents | Zero | 0 |
|  | Accident Free Days | \# of days | 90 days | 365 |
| Continuous Improvement | Kaizen | RM | 150 K | 156 K |
|  | SMT | Level | Level 4 | L4 |
|  | 5 S | Level | Level 4 | L4 |

Table 10. KPI Achievement.

The table also shows the achievement for the value scrap is $1.97 \%$ which achieved the goal of $2.6 \%$. The reason why the value is achieved is because the employees use the PDS methods to solve many scrap problems such as material dry and ply damage for the whole year. Complaints on product produce from internal and external customer shows null. It shows that quality of kitting department undergone significant upgrading due to problem solving capability of employees.

The Kitting department of the Company has gained benefits from many elements that have not been monitored before, the implementation of PDS. Wastages have reduced dramatically. Thus, the achievement KPI proves that productivity and problem solving capability has increased.

## 14. Conclusion

The purpose of this project has been to evaluate the improvement for the lean behavior possessed by the company in past one year. It reflects the enhancing productivity through lean behavior. The result show lean practices had been making improvement of the company in lean direction and important of problem solving capabilities in eliminating waste and saving cost thus, enhancing productivity. The results have provided support to the two proposed hypotheses. Besides that, evidence was found to support the relation between improvements of kitting department with problem solving capability on enhancing productivity through lean behaviors of employees in the organization.

The main findings show that the company is improving in past one year. Initial result of the kitting department was in moderate level stage to become lean, but result at the end of the year showed that they had nearly meet the high level stage of lean they need to keep their efforts in order to have productivity success in lean manufacturing implementation. It is also helpful to the company to recognize the importance of increased problem solving capability and productivity enhancing for employee to eliminate waste by adapting lean behaviors. In short, we are all looking toward "Better Productivity Through Better Lean Behavior".
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## 1. Introduction

The new conditions of globalization underlie life conditions and the importance of a generational future as a component of competitiveness. What constitutes globalization is the interaction that changes the scenarios for the individuals, organizations and society, who are constantly hounded by contradictory forces and uncertainties. The appropriate use of natural resources can meet present and future interests, having a change in current practices. In comparison to the economic rationality's logic that drives the functioning of organizations and has as a lead obtaining maximum present return, before that if natural resources yield greater benefit under their exploitation than taking care of them, they are sacrificed. Thus, the immediate economic profit is the current enemy of the environment. The ecological proposal in organizations, widen its model of interactions which can integrate the environmental paradigm to the organizational system. An approaching to sustainability of organizations is affected by the combination of ambiguous environmental economic policies, the abrupt adoption of production technologies and market practices. Sustainability in business organizations as an implementation strategy of process reengineering and the adoption of production technologies are oriented toward avoiding waste materials, recycling trash and eliminating toxics.

Lacking acceptance of the role that business organizations play in sustainability, it influences the global debate questioning real causes of pollution which poses safeguards to organizations and justify poverty as the main cause generating environmental degradation. It also suggests as a consequence of deterioration the inadequate economic policies that allow for business actions less friendly with the environment. This paper sets as aims, firstly to determine the level of organizational sustainability for the environmental and economic development of cutting treatment and exploitation activities of the grass called tule thypa spp from Zapotlán Lake. Similarly, the paper pretends to analyze potentialities and economic benefits derived from a marketing orientation of international business in the making of art craft out of tule and palmilla (a kind of palm) that growth spontaneously in Zapotlán Lake. To achieve these objectives, it is drawn a conceptual, theoretical, methodological and
contextual reference framework, out of which departs to analyze the case of art craft micro enterprises processing tule in the locality of Southern San Sebastian following the design of a traditional research beginning with the hypothesis formulation. Finally, the results are analyzed and recommendations are formulated.

## 2. Organizational sustainability and organizational social capital

A sustainable organization integrates the ecological vision and the institutional theories in organizational systemic values. The acquisition of a common sense in the production of goods and services is utilized as a stronghold to promote the eco-efficiency as a friendly culture of organizations with their environments to achieve emission reductions and rational exploitation of natural resources. The environmental variable in organizational culture is inserted as a rational interpretation of the functioning for the environmental protection, reducing insecurity and context's social pressure. Environmental protection is a technical variable composed by other environmental values such as the promotion of environmental caring, environmental risk control, adequate relationship between organizations, and integration of working groups, orientation and permanent staffing on sustainability. In addition, economic instruments tie sustainable development to micro and small business enterprises. Instruments such as governmental policies, low market tariffs to diminish costs, promotion and incentive of employment opportunities, detection of opportunity areas, etc. are required. Also, it is convenient to have the diagnostic of adaptable enterprises to sustainability because not all of the micro and small business enterprises are capable to form an environmental internal culture. From the point of view of general theory of organizations, according to studies on social capital by Baker (2000) and Burt (1997) (cited by Portes, 1999:247) it is necessary to gain a greater insight, comprehension and understanding of market competitiveness mechanisms. Similarly, Joyce (1998) focuses his analysis of social capital in the leadership phenomena. Either the organization or each one of its members can be incorporated as public and private issues to social capital. Thus, from social capital emerge two patterns, the emphasis on public goods and the emphasis on private goods.

Leana y Van Buren III (1999) define organizational social capital as a resource which reflects the character of social relations within the organization, achieved through the levels of members' orientation by collective objectives and shared trust. Social capital is a collective attribute more than aggregation of individual social connections. It is a byproduct of other organizational activities and thus, it constitutes and indispensable component for collective action. Social organizational capital is an asset whose joint possession between members and the organization benefits both. A new organization has the advantage to create its own organizational social capital in such a way that can maintain optimum equilibrium between stakeholders, individual and other organizational interests in spite of their contingent nature. This is to say, different situations and persons in their relation to organizational performance. A community accounts on social organizational capital when their organizations are characterized by relationships of trust that develop and make predictable their behavior. The capacity of a community is reflected in its level of endogenous development.
The organizations are concrete reality with resources' rules and ordinances for the pursuit of objectives. Members of an organization have as expectations to solve problems of collective action to get supply of some goods and services. Organizations that follow general strategies
and the ones that follow strategies of niches occupy different environmental resources to produce innovative responses that form inter-dependent connections with other specialized organizations in other industries such as structures of community support. Processes of economic structural change in a local economy require profound changes in trust levels and inter-relationships of cooperation fomented by arrangements of institutions and organizations. Thus, local government must define action lines which function as a catalytic converter of the community efforts.

Finally, population ecologists suggest that the environment selects the organizations which structural features provide the highest values for adjustment, emphasizing the competitive process as a driver of institutional change. Besides, population ecology suggests that organizations founded in a specific organizational form, combined with differences on the surviving rates between organizations with different organizational forms, produce institutional change.

## 3. The case of micro and small business enterprises involved in the exploitation of Tule Typha spp. from the lake Zapotlán

### 3.1 Background of the problem

Similarly to the great majority of aquatic bodies localized in closed basins of Mexican national territory, Zapotlán Lake is the natural receptacle, dump and outlet where converge the sewage, trash and black waters from the human settlements of Cd. Guzmán and san Sebastián del Sur (Southern San Sebastián)
The presence of these natural elements form a nutrients blend that facilitates the growth and development of an abundant aquatic mix which has covered almost the totality of the mirror's surface of the lake and it extends further beyond the shores while penetrating humidity. The transformations of the environment's lake of Zapotlán have a strong impact on the population's socio-economic issues, mainly in San Sebastián del Sur in the municipality of Gomez Farías, and to a lesser extent to the settlers of Cd. Guzmán in the municipality of Zapotlán el Grande, despite the higher levels of pollution in which in is actually found

Deterioration of this lake-body has achieved alarming levels as a consequence of the increasing population and its corresponding enlarging urbanization processes, industrial, farming and agricultural activities. Specifically, one of the natural resources offered by the lake of Zapotlán, the aquatic tule typha spp has been benefiting the settlers and inhabitants of San Sebastián del Sur mainly for its exploitation through the crafting of several products and handicrafts. Thus, the exploitation of tule and the elaboration of handicrafts create direct employments and constitute the income base for around 300 families and their members, a roughly estimation of one thousand and five hundred individuals making a living out of these activities in the municipality of Gomez Farías. However, more are the benefits obtained from tule chubby and plump those other kinds, followed by the one known as palmilla (palm). In its natural habitat, the palmilla tule harms tule chubby's growing and development. This problem, among others, added to the problems derived from environmental degradation which transforms nature of Zapotlán's lake, limit the economic activities derived from the extraction of tule, whose tendency, if it is going to continue in the
future, and threatens the disappearance of an important employment's source for living sustainability of the inhabitants in San Sebastian del Sur. To aggravate this problem, The Pan-American Olympic Games has chosen Zapotlán's Lake as the location where the aquatic games will take place the year 2011. For that reason, the lake is having a profound transformation which implies the clearance and cleaning of the lake's mirror from any type of grass and bush, including the cutting off and taking out of tule. Other factors contributing to limit the environmental and economic sustainability of development and the scope of benefits from economic activities and exploitation of tule are the following:
a. Null orientation toward a sustainable exploitation of tule as a natural resource.
b. Lack of organization between the cutters of tule and the handcrafters'
c. Weak infrastructure for the development of a more advanced handcrafted production.
d. Excessive interest of hoarders and middlemen in the processes of commercialization and distribution of elaborated products.
e. Lack of mechanisms of governmental institutions to foster and develop economic activities, such as credits, training and technical assistance.
f. Null knowledge of techniques and systems to export their products to the international markets where more acceptances have.

Until now, handcrafted products derived from tule as the main raw material, are elaborated with a strong artistic content to attend local, regional, national and international markets, which traditionally consume because there is a strong historic presence in Mexican culture since pre-colonial times. In order to be organized to attend the regional market, a group of 42 craftsmen acting as partners integrating the Association of Craftsmen (Asociación de Artesanos) initiated the construction of the "House of Craftsmen" in the early nineties to operate as an outlet for selling their products. This business still operates until now having only six partners, although it can be inferred from simple observation that the partners are undergoing heavy conflicts, dividing the building and infrastructure in small areas to operate their own personal business.
Most of the craftsmen deliver their production to middlemen who always perform as hoarders, being a link in the distribution channel and contributing to the commercialization of the handcrafted products in the local, regional and national markets and incipiently in the international markets. These middlemen are the ones who hold the greater percentage of profits. Similarly, by the same token, production is oriented to meet the fundamental needs and wishes of our own local, regional and national markets. Because it is a captive and non competitive market, craftsmen do not perform product design and product development activities. The crafted products implicitly have a higher craftsmanship content in order to meet a more sophisticated demand of international markets which value and appreciate the artistic sensibility and good taste of skillful craftsmen. These craftsmen work tule as a raw material for the creation of handcrafts. The exploitation of tule from Zapotlán's lake has followed irrational patterns which affect not only the environmental sustainability and equilibrium, but also generate problems of low family income and in the running time lesser employment for manpower. The rehabilitation of the Lake requires a more rational exploitation of tule, in such a way that does not affect the environmental sustainability and the economic activity derived and the treatment of tule, while on the other hand, also it is required to improve the family income who work tule and inclusive to generate new employments.

### 3.2 Delimitation of the problem

Zapotlán's Lake has been consciously subjugated to environmental degradation by the inhabitants of the municipalities of Zapotlán el Grande y Gómez Farías. This situation together with the over exploitation of tule are the two are the two main factors contributing to limit sustainability of the economic activity and derived benefits of cultivation, treatment and elaboration of tule handcrafts. There are other factors that limit the sustainable development. Thus, employment creation and increasing the income of around three hundred families highly depending of the economic activity are found seriously threatened given the current conditions of development. In the last few years, the selling of tule crafted goods has been favored. However, the industry still faces certain problems, among which we can mention:

- Increments in the cost of raw materials (Wood and tule)
- Considerable increasing of craftsmen in the region
- Bad reduction of handcrafted products
- Low and slow commercialization of handcrafted products
- Little support for the promotion of their goods.

This paper is the result of a research that initiated with the following questions: What is the sustainability of the economic efficiency and environmental development of the activities and expected benefits of tule's cultivation and exploitation in Zapotlán's Lake for almost three hundred families, whose income is depending on these activities, given the dysfunctional environmental conditions in which they are actually found? What are the potentials and economic benefits derived from introducing in the international markets the handcrafted products made based on tule from Zapotlán's Lake as the main raw material?

### 3.3 Objectives

- To determine the level of organizational sustainability taking into account the economic and environmental development out of tule's cutting, treatment and exploitation activities at Zapotlan's Lake.
- To analyze potentialities and economic benefits derived from a marketing orientation of international business in the making of handcrafted products made of tule and palmilla from Zapotlán's Lake.


### 3.4 Hypothesis

One orientation of organizational sustainability in the craft making of handcraft goods made of tule from Zapotlan's Lake as the main raw material contribute to increase family income, the economic benefits of workers and the employment creation

### 3.5 Handcrafts in San Sebastian Del Sur

In the last decades, at San Sebastian del Sur located in the municipality of Gómez Farías, the main sources of income have been agriculture, livestock, fishery and handcrafts production. The handcrafts are made from different materials that are taken from natural resources abundant in the region Southern Jalisco. Inhabitants from San Sebastian del Sur take advantage of the benefits provided by what it is known as Zapotlán's Lake that offers means of sustenance from several economic activities that are done there. Among these economic
activities, stand out commercial fishery and tule extraction. From this last economic activity, it is generated a large quantity of handcrafts that for several years, families and inhabitants of San Sebastian del Sur have as their main source of income.

### 3.6 Main goods and handcrafts made out of tule

Among the handcrafts and goods handcrafted and made out of tule in the locality of San Sebastian del Sur, can be mentioned chairs, curtains, armchairs, easy chairs, different types of containers for different purposes, such as the tortillas' containers, tables, blowers, bedrolls and matting (petates), baskets, etc. Tule as a raw material is extracted from Zapotlán's Lake where it growths spontaneously and wildly. This natural resource is recollected by the inhabitants of the municipality of Gómez Farías, who do not depend or are required to hold a permission granted by municipal authorities to cut tule, to dry it and to sell it.

## 4. Research methods

A study was conducted to analyze the economic and social development of handcrafters who carry on productive activities using tule as a raw material in the making of handcrafts at the locality of San Sebastian del Sur, in the municipality of Gomez Farías, Jalisco. Data was obtained by means of a random survey based on the roster of handcrafters, which is a list of registered ones. This was done with the purpose of getting to know the different economic and social aspects of producers. The following data was obtained: Number of surveyed: 33; number of workshops visited: 33 . Trades of handcrafters and producers were classified in 4 groups, out of which it was found that the 33 persons surveyed were dedicated to the following activities: Manufacturing of rustic furniture: 9. Hand-woven of furniture and handcrafts: 7. Manufacturing of matting and bedrolls: 15. Cutters of tule: 2.

## 5. Analysis of results

The percentages of families who are dependent of related activities with tule according to the survey results in the locality of San Sebastián del Sur, showed in Fig. 1 are the following:


Fig. 1. Percentage of families depending of related activities with tule

At the location of San Sebastián it was estimated the weekly average salary per worker in the different activities related to the processing of tule. This data was obtained according to the survey conducted by the craftsmen in the field, leading to the following results showed in Fig. 2:


Fig. 2. Weekly average salary per worker.
According to the conducted study in the locality of San Sebastian, the percentage of craftsmen affiliated to associations and organizations was the following:


Fig. 3. Percentage of craftsmen affiliated to any organization or association


Fig. 4. Persons' opinion that have been benefited or affected the market for their products

The majority of craftsmen ( $94 \%$ ) in the location of San Sebastian do not receive any type of support from any institution or dependence, while a small number of workers sustained not receiving economic support and promotion for their products and goods mainly from state and municipal institutions. $81 \%$ of the surveyed persons have the opinion that the market has been benefited in the last years due to there are more demand of their products and goods. Only $19 \%$ perceived that has been affected selling their products.
$45 \%$ of persons are sure that exists more pollution, $42 \%$ say to be in equal conditions tan before and only $13 \%$ perceives less pollution in Zapotlan's Lake.


Fig. 5. Perceptions of surveyed persons on pollution at zapotlan's lake

## 6. Discussion and comments on organizational sustainability based on the research results

The presence of bundles of tule covering around one third of surface at Zapotlán's Lake (Universidad de Guadalajara, 1995), it is important for the nesting, refuge and protection of several species of fishes, tilapia, and carps and also for several species of birds. Tule's plant serves as the food for some species beginning from the organic material which becomes detached from the roots, regulates water's temperature thus the environmental temperature. In the following months after November, the plant is affected by groups of birds know as zanates who build their nest to sleep and to protect against the bundles of tule that the same birds break down. The biggest problem faced is that the proper bundles of tule palmilla (tule palm) used to weave chairs are flouting and invading the chubby tule used to manufacture matting and bedrolls and impede its normal growth and development. Thus, the bundles of tule need cleaning, or the tule palmilla damages the chubby tule. This problem has a solution. If there are extracted the bundles of tule palmilla that walk soils when the level of water goes up and cover the chubby tule.

The cutters claim that, among other problems, they do not count on the support and back up of any governmental dependence or institution through the granting of permissions to cut and exploit the tule. Also, the cutters claim that they do not receive any financial support in credits for the creation of facilities and infrastructure to carry on their activities and increase their productivity. One good example is the lacking acquisition of tools, cutters or motorboats to facilitate cutting of tule or conditioning of plots of land (patios or country
yards) adjacent to Zapotlan's Lake. Similarly, there is lack of support to facilitate the drying of the cut tule. This situation always represents problems when tule is green. When tule is spread out and laid out in a country yard or patio for the processing of drying, it last from 3 to 4 days. There are some spells, mainly during the period of ebb tide in which tule is dried without being cuted, stating a little bit green. However, ecologically and environmentally these processes have some serious consequences which affect the local economics and environment.

Cultivation and exploitation of tule constitutes an important economic activity, mainly for the community of San Sebastian del Sur because it provides economic support to around three hundred families. About 80 families are economically benefited with the income received from the cutting, drying and transport of tule. Around 140 families are benefited from the handcrafted production of goods made of both varieties of tule, the palmilla tule and the chubby tule as the main raw material. Out of these 140 families, 120 are self-considered handcrafters of matting and bedrolls (petateros).

Around half of the 55 handcrafters registered in the Trade and Commercial Association have their own workshops, while the other half only work in assembling plant because they do not count on the instruments of a workshop properly equipped. Around 70 families receive income from intermediation, hoarding, stockpiling and commercialization activities of products derived from tule. The cutters of tule dry their raw material and make even up to two bunches per one day. The two bunches are sold at an average price of $75-80$ pesos each one, making 150-160 pesos per day. Regularly, this sale represents the daily family income of around 13 USA Dollars. Tule palmilla used for the manufacturing of chairs is sold to intermediaries; most of them are owners of small stores who stockpile it. Tule chubby is sold to the craftsmen at a price a little bit less expensive to be used in the manufacturing of matting and bedrolls (petates).

Most part of manpower employed in the cutting of tule is permanent and their trade was inherited from antecedent generations. According to the conducted field research, and due to the ongoing changes taking place in Zapotlán's Lake, every year there are less cutters, thus, in the years before, the cutting of tule was an activity which generated more employment than nowadays. In the years before, the cutters formed a group and became a formal association of tule's cutters. Some of the actual cutters are temporarily workers in this activity, more specifically when they do not find a better remunerated employment.

The craftsmen produce different goods using as the main raw material tule, such as matting, bedrolls, hats, chiquihuites (containers in form of wide baskets), shadows, traditional chairs, high chairs, seamstresses, etc. From a roll to a bunch or bundle of tule handcraft up to seven matting which the craftsmen sell to a price of 30 pesos each one, an equivalent of two USA dollars and 40 cents, obtaining up to 210 pesos (almost 17 USA dollars) with an original investment averaging 80 pesos, the cost of one bunch of tule. A bunch of tule is formed with 5 or 6 big hands (manotadas) of tule. The cost of one big hand is approximately 20 pesos and it is the base to manufacture one chair which is sold at a price of 50 pesos to the intermediary o middleman. The cost of materials of one chair also includes besides the big hand, a wood branch of pine whose costs is up to 15 pesos, a cost that has been increasing when used to be 1.50 pesos several years ago. In one workshop where regularly work five craftsmen achieve to produce up to 70 chairs per week which are sold to the intermediaries and middlemen at a price of 70 pesos as an average.

This price can improve depending on negotiations and trading with intermediaries and middlemen. Many cutters supply raw material to their own families who are in charge of the crafting of handcrafted products, widening with this situation the economic benefits and adding value. In other cases, there are conducted some practices of half by half ("medieros") between the cutters and the handcrafters. This is to say, after the selling of products; both cutter and handcrafter share the benefits in the same proportion, half and half.

Nowadays, the relationship among handcrafters of tule registered in one association at the location of San Sebastian del Sur is 55. 16 years ago, the association was formed by 42 partners and set as the main aim the founding and building of the craftsman's house (Casa Del Artesano) as the market place in which their handcrafted production can be exhibited and sold. The three levels of government, Federal, State and Municipal contributed with donations of materials for the construction, while the partners made manpower contributions. However, most of the craftsmen members of the Association do not made any contributions of manpower and finally only six partners did it, and who nowadays exhibit and sell their handcrafted products in a separated way at the craftsman's house. This craftsman's house is located at one side of the Federal Highway Guadalajara- Cd. Guzman, in an adjacent location to the Municipal Cemetery. The person who was at the front and in charge of the Association, he has also the ownership of land and building. Originally the land was signaled by the Municipal Government of Gomez Farías for the construction of the craftsman's house. However, lately it was found that this land did not have any proprietorship according to the archives of the Public Register of Ownership.

Thus, nowadays, the ownership of the craftsman is the "apple of discord" and the cause of several conflicts due to the other craftsmen wants to participate of the benefits with the support of the municipal government. One of the former municipal officials who tried to benefit a group of craftsmen who do neither exhibit nor sell their products at the craftsman's house, had sent official letters to the Public Notary requesting a change in ownership regime and claiming that it is municipal's ownership. Despite of this, there is not one organization of craftsmen to whom it may classify among these who count on their own workshops, approximately half of the 55 registered members, and those who sell or "maquila" their own manpower for the former. Thus, those who sell their own manpower, do not have their own equipment, tools and facilities to establish their own workshop.
According to our own research, the interviewed assure that sales are declining. Today, they argue, sell less than 10 years ago. The middlemen and intermediaries are who more profits obtain from the commercialization of the handcrafted products. In order than a handcrafted product reaches the final consumer, it is required at least a three level's distribution channel, and this is to say that at least there are two intermediaries between producers and consumers. The intermediaries are the ones who attend national markets and to a lesser extent they export the handcrafted products to some parts of United States, Canada, Puerto Rico, England and Japan. The terrorist actions of September 11, 2001 had affected missing some orders of handcrafts. Some of the problems that the craftsmen face are those related to the lack of training programs to develop and preserve handcrafter techniques, financial support, and obtaining credits to extend basic production infrastructure, and of course, staffing and consultancy for direct exports of their products to the international markets. All these actions will benefit the economic income of more than 300 families in San Sebastián del Sur, Jalisco.

## 7. Conclusions

The exploitation of tule represents an economic activity that provides income to approximately three hundred families living at the settlement of San Sebastian del Sur. Nevertheless, in the last few years the income has been decreasing due to the environmental changes and to the rehabilitation of Zapotlan's Lake to host the Pan-American Games in 2011. Both, the environmental changes and rehabilitation of the lake represent a serious threat to the economic efficiency and environmental sustainability. To achieve equilibrium between environmental sustainability and economic sustainability must be one of the main goals of the rehabilitation programs. Thus, the best indicators are required under a systematic study to determine the most adequate levels of environmental sustainability and economic efficiency. The limited social organizational capital and the lack of adequate forms of organization for the productivity, contribute to limit the scope and economic benefits that must provide an adequate exploitation of tule from Zapotlan's Lake. Disorganization of cutters and craftsmen of tule is the source of profound and increasing conflicts that not only block and limit the scope of better levels of productivity and family income, but also make difficult the pacific coexistence and living together and spoil the community's quality of life. Lacking a consultancy program to exports of handcrafted products has an impact on lower income to the families of cutters and craftsmen, because who actually obtain the greater part of profits are the intermediaries who take part on the commercialization processes and distribution channels.

Some characteristics of specificity and appropriateness of social and human capital involve economic, social and political relationships among individuals who are members of organizations, making complex their effects. Market is a social construction that makes operational social relations. Both capitals can be important resources of the competitive advantage, assuming that reside in the members or it is specific to the organizations as integral parts of resources that are unique and that are no observables. Organizations with higher levels of social and human capital generate more competitiveness than those with lower levels. A sustainable economy requires programs aimed to improve social and human capital.

## 8. Recommendations

Some recommendations after this research are formulated below:

- Design a program to promote handcrafted activities derived from the exploitation of tule that in a parallel form to the rehabilitation program of Zapotlán's Lake, establish the right indicators to achieve equilibrium between economic efficiency and environmental sustainability.
- To set a program of export consultancy with the support and technical staffing from students of international business at University of Guadalajara that provide the knowledge, skills and contacts in such a way that tule's craftsmen directly commercialize and market their own handcrafted products in the international markets.
- To propose a program for development of organizational and social capital and new forms of organization aimed to increase productivity and competitiveness of the craftsmen, thus increasing their family income and promoting employment creation and improve the quality of life of the whole community of San Sebastian del Sur.
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# Strengthening Institutional Capacity for Science, Technology and Innovation in Uganda ${ }^{1}$ 
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## 1. Introduction

The contribution of science and technology to development is well observed world over and has been repeatedly emphasised in Uganda as a development priority. This however, may not take place unless institutions that favour technological innovations and investments into science and technology knowledge systems are considered. Investing in science and technology is the global new catchword not only for individual countries but also donors, such as the World Bank. The new focus on science and technology in Uganda calls for right institutions if Uganda is to benefit from investing in S \& T. I hypothesise that promotion of science, technology and innovation cannot take place unless right institutions are put in place not only to allow generation of scientific knowledge but also to allow diffusion of this knowledge. This paper is about strengthening institutions for science and technology in Uganda. The paper discusses institutions and the institutional challenges for the promotion of science and technology and proposes the nature of institutions required for $\mathrm{S} \& \mathrm{~T}$ to transform society.

In the recent years development initiatives have centred on the role of science and technology (S\&T) in promoting and sustaining development. The emphasis by Uganda's president on the need for promoting science and technology is a reminder that the world revolves around science and that scientific innovations are the ones making the world revolve. The call for developing and teaching science and technology in schools however should also put into consideration the institutional requirements for the technological development to occur. This paper discusses the different institutions that can positively contribute to the development of science and technology in Uganda.

The World Summit for Sustainable Development (WSSD) held in Johannesburg - South Africa in 2002 centred on key role of S\&T in sustainable development. The United Nations Millennium Project task force on science, technology, and innovation reiterates the need to harness science and technology sustainably to accelerate development. The development distance between different countries is now being attributed to the levels of science and technology in these countries. Thus,

[^8]The lessons of the last two centuries have shown the crucial difference between having and not having the science and technology capability, even for countries with vast natural resources. The difference lies in being able to exploit these resources themselves or be exploited by others. In this new century, the winner will be the one who can, with capability of science and technology and innovation, extract the most value out of them. www.logelproject.org 15/07/07

Apart from the expected or direct benefits for the promotion of science and technology, the new lending "conditionality" for developing countries is the promotion of science and technology or funding geared towards the promotion of science and technology. Therefore, recent funding requirements by donors such as World Bank is that recipient countries can only benefit from donor funds and aid if they put in place "right" institutions to promote science, technology and innovation. This requirement is based on the premise that promotion of science, technology and innovation cannot take place unless right institutions are put in place not only to allow generation of scientific knowledge but also to allow diffusion of this knowledge ${ }^{2}$. The new focus on science and technology in Uganda calls for right institutions if Uganda is to benefit from investing in S \& T. This paper is about strengthening institutions for science and technology in Uganda. The paper discusses institutions and the institutional challenges for the promotion of science and technology in Uganda, and proposes the nature of institutions required for $\mathrm{S} \& \mathrm{~T}$ to transform society. The paper is guided by the following questions:
a. What are institutions?
b. What are the existing institutions in Uganda?
c. What institutions are required for science and technology to develop and to transform Uganda?
d. How can these institutions be strengthened for $S$ and $T$ to be effectively generated and utilised?

The paper proceeds as follows; section one conceptualises institutions of science and technology. Section two discusses the different institutional requirements for the promotion of science and technology, section three discusses the institutions for science and technology in Uganda. Section four discusses institutional challenges for the promotion of science and technology in Uganda, lastly section five draws conclusions from the discussions.

## 2. What are institutions?

Narrowly conceived institutions refer to structures such as research and technology institutes, universities and technical colleges set up for promotion of innovation. Broadly, institutions may be conceived as to include political habits, practices, norms and rules regulating relations and interactions among people.

Technological knowledge is crucial to development. However, designing the right institutions to absorb, retain, advance and sustain knowledge, has turned out to be much more challenging. The efficiency with which knowledge is created and diffused depend on a variety of institutions promoting innovation. It is worth mentioning that the failure to

[^9]innovate and promote benefits of science and technology is often due to failed institutions. This failure is further compounded by the gap between scientific knowledge generation systems and diffusion mechanisms. Scientific knowledge is erroneously seen as that generated in laboratories. Little attention is paid to the modes and mechanisms of diffusion and how this knowledge and skills could fit into existing systems. Thus, Chataway, Smith and Wield (2005: 3) argues that,
capacity building in science and technology enables innovation that can enable countries meet their development goals and improve people's lives. But innovation is not something that happens in sophisticated research laboratories, it can happen also by developing new and effective approaches and institutions.

The process of innovation is not only confined to formal arrangements, it involves significant elements of informal collaboration, learning and exchange of knowledge between individuals, organisations and across disciplines (Joanna Chataway, Smith, \& Wield, 2005b). Science and technology should be understood as far from the conventional sense of building stocks of research infrastructure and trained scientists. Science and technology designed to work as selfcontained activities are insulated from the very systems they seek to influence. This gap between science and its market is rooted in old thinking that equates science and technology generation through formal research with innovation. This conventional view promoted the mistaken notion that scientists and technology specialists, through their research organisations, were the innovators and producers of new knowledge. Research and emerging global challenges such as environmental, diseases, climate change and poverty however, show that scientific innovations cannot provide solutions if insulated from other disciplines. Thus, Nightingale and Scott (2007), point out that the justification for public funding of the biological sciences is "... largely at odds with the outcomes because major causes of illness, such as poverty, lack of education, and poor housing and healthcare are social and political issues that are poorly addressed by the current science-intensive research systems". Thus we need to draw on more inter and multidisciplinary research and take into account that science and scientists do not exist and may not work in isolation, they do so within a network of other actors and require a supportive environment. A look at the collaborative and coordinating institutions becomes crucial for successful science, technology and innovation.

For the promotion of science and technology, we need to create different institutions that facilitate innovation, diffusion of knowledge and change, in addition to formal institutions for science, technology and innovation. Thus we need to create coordination, reward systems, accountability and governance institutions. The discussion that follow, focuses on different institutions necessary for the promotion of science and technology in any given country or community.

### 2.1 Institutions for coordination

There is need to build institutions that allow proper exchange of knowledge between different systems and actors. Whereas innovation is crucial for development, it is noted above, that diffusion of knowledge is much more required for sustainable development. There is therefore, a need for the existence of strong institutions to coordinate different actors and to promote proper integration of scientific knowledge into development goals. It is in this light that the Uganda National Council for Science and Technology (UNCST) was established. Thus, one of the objectives of the UNCST is coordination of all scientific and technological activities
in the country through national programme geared to the national socio economic development and one of the strategic goals of the institution is to "improve or streamline national science and technology policy environment to foster scientific and technological innovation" . http://www.uncst.go.ug/index.php/about-us.html accessed on 27/10/2011

### 2.2 Governance and accountability

For the promotion of science and technology, enormous funding for research and human capacity is required. However, funders are attracted to organisations whose governance structures are clear and solid enough to ensure monitoring of results and financial accountability. The strengthening of governance systems will allow organisations to redirect funders from funding specific projects to providing funding for a wide range of projects and programmes. In addition governance and accountability institutions will observe that funds and research grants are utilised in a transparent manner and according to set goals, standards and that researches conducted are in tandem with national development goals and priorities.

### 2.3 Need for local systems that enhance the capacity to innovate

One of the most pressing needs in Africa in general and Uganda in particular, is to build local systems that enhance the capacity to innovate. Local systems to generate and apply knowledge and information are necessary to build absorptive capacity, accelerate poverty reduction, manage natural resources, better boost productivity, compete in local and export markets and improve well being.

To make the above a reality, there is a need to take into account local needs and contexts. The understanding of local needs and local context includes taking account of local abilities to find solutions. Local citizens should be involved in providing solutions for problems and challenges they face. Consultations with local communities should be made to find out if there are alternative technologies at the local level which can be improved instead of imposing new technologies on them. In addition, science and technology should be demand driven so as to address local needs.

### 2.4 Reward systems

There should be continuous support of scientists and researchers in the field of technology by rewarding excellent scientists and innovative researches. In its objectives, UNAS aims at establishing "a regular award scheme for recognition of outstanding achievements in science that are pertinent to the prosperity of Uganda". The presidential award scheme for best scientists was put in place to recognise science and innovation.

### 2.5 Ethical, legal and Quality Assurance (QA) institutions

Ethical considerations consider the way research is conducted, protection of research subjects and use of other people's research. In some instances this may be influenced by the existing legal systems. In this regard, one of the challenges facing researchers is the assurance of protection and patent rights. Uganda still remains miles far from granting patents to its renowned researchers. Therefore, sharing of researches and innovative knowledge is still limited. Individual scientists are not free to pronounce/share the process of their researches to
fellow scientists, because of lack of protection of their rights. Legal institutions are meant to create an enabling environment for innovation and technological diffusion.

In the agricultural sector, access and use of technology depends on an enabling environment, thus, "the ability of the agricultural innovation system to be able to access, use and diffuse knowledge embedded in agricultural technologies depends on the presence of an enabling framework that supports the emergence of technological capabilities by strengthening existing linkages, promoting new linkages and fostering inter-organisational learning that leads to capital accumulation and technical change. Such an enabling environment, by definition, is one that strengthens the absorptive capacity of local actors while protecting their interests through a policy framework that recognises their legal rights and privileges, linkages, socio-cultural norms and historical context" (Bartel 2010 at http://www.atdforum.org/journal/html/2009-34/11/ accessed on 26/10/11). An enabling environment for technology and innovation in agriculture is defined as one that provides the actors, skills, institutions and organizations required to promote the use, dissemination, diffusion and creation of knowledge into useful processes, products and services. This is one that promotes right laws, structures and systems; systems that allow innovation for example systems that allow patent rights and promotes individual initiatives by being recognised as sole claimants to their efforts and contribution to technological innovation.

Apart from legal and ethical institutions, the quality assurance institutions should be in place to promote science and technology. For example, the Uganda National Bureau of Standards (UNBS) not only challenges the quality of products, but also challenges the processes of production and the technology used in the production. Ministry of education is in charge of observing quality of teaching science and technology in schools. For example, it is a requirement that every secondary school to get registration as a teaching institution should have science laboratories. And to qualify this requirement, physical science subjects biology, physics and chemistry were made compulsory for all students.

### 2.6 Policy institutions and sub-systems

Developing an appropriate science and technology policy requires the involvement of multiple stake holders and to put into consideration the overall development programme. In addition, developing a sound S and T policy takes a number of stages ranging from policy agenda to policy evaluation. These stages require different institutions which must be well coordinated. A sound policy will depend on the extent stake holders are involved in the whole process of policy formulation. To what extent people who technology intends to benefit, participate in the design of the policy remains the key question? Often policy designs come as blue prints; it is a top-down process with limited participation of the people the policy is intended to benefit or the implementers of the policy.

Note: The description and categorisation made above is for analytical purposes and is not a blue print. Institutions are functional and may combine different functions; reward, coordination and control, and quality.

## 3. Strengthening institutions for science and technology in Uganda

Uganda has gone through stages of transformation; Pre-colonial, colonial, post colonial up to the late 1980s and present day. All these stages have their own characteristics for science and technology

The pre-colonial Uganda was characterised by progressive technological innovations. Scientific knowledge and innovation can be exhibited in blacksmithing and food preservation. Setting granaries some meters above the ground protected food from dump and rodents. This is still practiced in villages. In traditional Ankole and Kigezi, some families/clans specialised and were known for their skill, innovation and technological advance in pottery making, basket weaving and black smith. Technological advance and innovations in these areas was a preserve of such families and clans. We well know of specific families called "Abahesi" literary meaning blacksmiths in Ankole and Kigezi. These families, made hoes, knives, spears and other tools, from smelt iron. Although such families continue to exist in societies in Uganda, they play a limited role in science and technology and innovation and are less recognised in the process of progress.

Their contribution to science, technology and innovation was affected by colonialism which killed family initiative through importation of the foreign hoe, china plates to replace locally made clay-pots and plates. During colonialism, institutional arrangements to foster development in Uganda did not in any way emphasise technology and science (Akampumuza, 2005). Colonial economic interests were the primary focus of institutions to foster "development".

The post-colonial Uganda faced many challenges in which teaching of science and was confined to laboratory teaching. Studying science and technology was left as an individual choice with limited carrier or professional guidance. Schools operated without laboratories and science equipments, and sometimes without science teachers.

The National Resistance Movement (NRM) government which came to power in 1986 was the first government to institutionalise science and technology, research and innovation and to integrate them in the overall development planning. To streamline teaching of science and technology, the Uganda National Council of Science and Technology (UNCST) was established.

## 4. Uganda National Council of Science and Technology (UNCST)

The Uganda National Council of Science and Technology (UNCST) was established by an act of parliament in 1990 with its line ministry of Finance Planning and Economic Development. The UNCST was established as a semi-autonomous institution with the mandate to develop and implement strategies for integration of science and technology in the national development process. And to advise government in formulation of policies that enhances and fosters the integration of science and technology in Uganda's social, economic and cultural development.

### 4.1 Functions of UNCST

- Provide advice to government and coordinate formulation and management of an explicit science and technology policy in all fields of science and technology.
- Promote the application and development of science and technology to serve the national socio economic development needs.
- Develop strategies and carry out activities that ensure sustainable integration of science and technology in the national development process.
- Strengthen and promote the development of human resource capacity in science and technology.
- Coordinate all scientific and technological activities in the country through national programme geared to the national socio economic development.
- To coordinate and guide national research and development

The UNCST works hand in hand with different research organisations responsible for developing different technologies in various fields. The National Agricultural Research Organisation for example, is responsible for the coordination of research in agriculture and to develop appropriate technology and plant varieties.

### 4.2 Research and professional bodies

There are a variety of professional bodies aimed at not only protecting the rights of scientists but also to voice new needs and requirements for technological improvements and innovation. These bodies and institutions include; national medical research council, the Association of Uganda Engineers, National Agricultural Research Organisation (NARO), Uganda National Academy of Science (UNAS) and other autonomous bodies. Each of these bodies is geared towards promoting science and technology. For example NARO coordinates research in agriculture, food and science and technology, UNAS takes a multidisciplinary approach and brings together scientists from physical, biological and behavioural/social sciences. Objective number four of UNAS is to "encourage, stimulate, design and coordinate interdisciplinary and trans-disciplinary scientific research and development. Objective number five is to "get involved in planning, convening and coordination of scientific education programmes and help in the development and nurturing of high-level scientific and technological manpower in Uganda.

### 4.3 Institutions of learning and innovation

The role of learning is fundamental to the development of technology, merging knowledge bases, and to maximize benefits from science and technology innovations. There is a need therefore, to create institutions to promote learning, research and innovation. Creation of education systems for innovation is crucial for science and technology capacity building and technological diffusion. I contend that there cannot be a viable science and technology policy if it is not underpinned by well designed measures for addressing issues such as, learning, technology diffusion and transfer, research and development. The need therefore to make the teaching of science in schools compulsory and the setting up different institutes that could directly link with local communities is the beginning of addressing the above challenge.

The teaching of science in schools in Uganda is a long-time practice but since the 1990s, this has received a lot of emphasis. Science subjects are emphasised and made compulsory at secondary education level, while, state funding for higher education especially in public universities is more inclined towards supporting students who excel in science subjects than counterpart arts subjects.

Universities are teaching science and technology tailored to local needs and to address development challenges. Mbarara University of Science and Technology (MUST) for example, has a variety of community oriented programs in medicine, science and
development studies. This is a move away from conventional way of teaching science and technology restricted to laboratories. Problem-based learning takes place in communities.
In the field of research, Mbarara University has had innovative researches addressing local needs. For example, in 2006, in the faculty of science, they found out that in semi-arid areas of Kashari County, the water dams without water run-offs get bacterial contamination during the dry season and are using "Mringa"-a local herb to purify water, making it safe for cattle consumption (discussion with a lecturer in faculty of science).

### 4.4 The family/community and utilisation of Indigenous Knowledge (IK)

As noted in the introduction, the family is an important institution in the development of science and technology in Uganda. Families utilise indigenous knowledge to process food such as making of ghee and pasteurised milk. They also use indigenous knowledge to control pests and disease; for example, the combination of cattle urine and ash to kill banana weevils, or the use of ash to protect seeds from weevils. Warren (1991) argues that development projects cannot offer sustainable solutions to local problems without using local knowledge. In fact to ignore local people's knowledge is almost to ensure failure in development projects (Brokensha et al. 1980). Global science recognises the relevance of indigenous knowledge, and the world conference on science recommended that scientific and traditional knowledge should be integrated in interdisciplinary projects dealing with links between culture, environment and development in areas as conservation of biodiversity, management of natural resources, understanding of natural hazards and mitigation of their impacts. "In Ethiopia, the absence of effective linkage between indigenous knowledge and conventional ones has been identified as one of the major problems that hinder the effectiveness of the development of agriculture in general and of agricultural research and extension systems in particular"(Fenta, 2006). In agriculture and climate change mitigation, IK is very important and may be a cheaper option than modern scientific knowledge. Indigenous knowledge is most effectively used in development projects as source of innovative solutions because of its perspective of being intensively local and long term (Huysamen, 2003). Affirming use of traditional approaches to improve agricultural production is effective and relatively cheap in addition, it preserves people's culture and tradition, and their dignity, and therefore they are easily embraced and owned by people.

It should be noted however that the traditional approaches have not received much attention at the national and international level. Most climatic change policy documents hardly recognise the use of traditional methods and approaches. In 2007 at the UN conference in Bali, indigenous people voiced concern about their exclusion from ongoing climate change debates, this was mostly done during the protests on 7 December 2007.3 In the Sahel region, the local populations in their indigenous knowledge systems have developed and implemented extensive mitigation and adaptation strategies that have enabled them to reduce their vulnerability to past climate variability and change which exceed those predicted by models of future climate change. However this knowledge is rarely taken into consideration in the design and implementation of modern mitigation and

[^10]adaptation strategies (Nyong F, Adesina, Elasha O. 2007). Speaking at the launch of the report of the minority rights group international in 2008, David Pulkol (a former Ugandan Minister) noted that, "There is no integration of indigenous knowledge into development planning, and so people are becoming more powerless." 4 He further noted that the luck of interaction between the state and informal leaders is a hindrance to dealing with climate change emergencies such as drought. IK therefore, can be crucial for debates on agricultural change and climate change adaptation strategies. This knowledge need to be utilised during the process of technology development and innovation, policy and change.

### 4.5 Governance institutions

As earlier mentioned, these are institutions responsible for observing that there is transparency in the way research and award of research grants are utilised. Further, these institutions are responsible for observing that researches are inline with development goals and national priorities. These institutions include the committee of parliament on science research and technology.

## 5. Institutional challenges for science, technology and innovation in Uganda

Coordination and collaboration is limited. There is often duplication of services and activities

Diffusion of technological knowledge is still a challenge. There are also budgetary constraints. Often there is little funding available to support science and technology institutions which act as centres for research, innovation and knowledge dissemination. For example the amount of funding going to universities is far small compared to that going to administration and primary education.

## 6. Conclusion

This paper has argued that science and technology are crucial for development. However, the paper has emphasised that scientific and technological knowledge is only effective if diffused. There is need to create institutions that can facilitate the diffusion of technology and enable its integration in the overall development goals. The paper has argued that for the promotion of science and technology in Uganda, there is a need for the existence of institutions that would ensure that research is done in a transparent manner, and that the teaching of science and technology are in tandem with national priorities and goals. Above all the paper has argued that scientists need to be motivated not only through availing them with research funds, guaranteeing the protection of their rights as researchers but also through acknowledgement and recognition of their distinct scientific works. Despite the long history of lack of institutionalised framework for the promotion of science and technology in Uganda, since the 1990s, different institutions to promote science, technology and innovation have been established. Finally, the paper discusses that the Uganda still faces a challenge of technological diffusion and coordination of different researches and research organisations in the country.

[^11]
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# A Didactic and Methodological Lesson of the Study of Economics and the Skill Development of Students 
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#### Abstract

Spain "...The complexity of models is elaborated merely for display, far and away beyond the possibility of application to reality ",

Joan Robinson (1979) ${ }^{1}$


## 1. Introduction

The consolidation of the European Higher Education Area (EHEA), into which many European Universities have thrown themselves, especially Spanish Universities, means for many senates the revision and the methodological adaptation of the contents to be taught and professors' work in the new Bachelor's degrees. The piece of work presented is a reflection on some methodological aspects of how to tackle the teaching/learning process in the study of Economics and, for this purpose, it rescues some lessons by important scholars, especially those by lecturer Joan Robinson. Works by Joan Robinson are innumerable; her legacy in the study of economics and social sciences does not limit to her great work The economics of imperfect competition, but it covers different topics as the diffusion, spread and explanation of master Keynes's contributions, since she was one of his young disciple and was part of "Circus", or, for many, her great contribution The Accumulation of Capital, written in 1956 (check Iglesia, 2007, for a summary).

The starting point to face the proposed aim is to reopen the famous box of tricks with which we, the economists of the latest generations have been trained, under the didactic approach, in order to assess once again its use in the current world; a world which is ever-changing, more and more open and dependent on new technologies and which points out the learning by doing concept as the guiding principle to follow; a world in which interdisciplinarity is becoming more important in the learning and in the work environment into which graduates must enter and in which cooperation between disciplines, which are close in the arch of knowledge, provides a greater degree of creativity when addressing the analysis and the search for solutions to the more and more complex economic problems, a search done by society and its institutions. In fact, any authors have stated that the solution to the current economic crisis should come from sociocultural fields, not only from economic ones.

[^12]New technologies have developed both new and changing teaching/learning spaces in which professors almost always lag behind their students. This is because students were born in the generation of both the incorporation and expansion of computing in learning, professional and leisure environments and the development of new ways of synchronous and asynchronous relations, of search and selection of the vast amount of freely available information, and even the establishment of rules of conduct and, in short, new models to which professors must adapt and, where appropriate, develop a range of abilities/ competencies/skills for which they have not been trained. In this sense, Gilbert (2001) states in an interesting text that professors need to assume the roles of information consultant, team collaborator, facilitator, lone worker, resource provider and academic supervisor in this technological age. These roles complement the mentor of writing (provider of feedback to the pieces of work done by students) and orchestrator (because he performs administrative, pedagogical, technological and link functions) pointed out by Wake, Dysthe and Mjelstad (2007).

Therefore, this article tries to address some of the aspects related to the didactic action of economics, following certain works by Professor Robinson where she showed concern, particularly in the last years of her academic life, for methodological aspects and the future of the study of the economic analysis and economics. Some of her statements prove it and are, at least, thought-provoking and often a source of controversy. Examples of this can be found, for instance, when she states that economic theorists of the last fifty years have been more concerned about the training and propagation of ideology than about the understanding of the world we live in, submerged in different arguments and moral values (statement referred to the controversy about the capital measurement The relevance of economic theory, published in Monthly Review, 1971). She even states that logic is corrupted by opinions, and she also writes in another piece of work that economists have abdicated to sociological and psychological views in explaining those issues that concern them (in Economics Today, lecture given in December, 1969 at the University of Basel accumulated in Collected, 1973). These and other fragments rescued from her innumerable writings are the guide of the methodological lesson tackled in this piece work, which explains how to review the teaching and learning process of economics in a context where the principle of learning by doing is vital. Therefore, this article will not question the specific contents of the studies in economics, nor is it to deal with some of the reviews which have generated interesting "controversies" in which leading academics have highlighted some theoretical inconsistencies in the patterns of economic thought in the modelling. On the contrary, it will collect and review some of the lessons that are either valid or adaptable to the current educational context.

Thus, it is important to state that the necessary methodological revision brought by the Bologna Process (Bologna Declaration in 1999 on the European space for Higher Education, EHEA, ratified by 32 countries in the Prague Communiqué, 2001), based on how to redefine the calculation of the ECTS (European Credit Transfer System) credits and the extra effort for professors and students of a teaching focused on the learning, has to strengthen the bases for a solid improvement in the quality of teaching. This revision has to be done through the updating of contents and the development of different activities and teaching resources that let students gain knowledge and skills that are specific in their degree during their training, while developing the transverse, systemic skills (as the Tuning Project refers to them) that the multidisciplinary, globalized work environment where they will practice their profession demands increasingly.

In this respect, it is worth considering some empirical studies on the level of development of skills of graduates and students enrolled in either Economics or Business Management degrees (ECO and ADE are, respectively, the acronyms used in Spanish). These degrees show clear mismatches between the requirements of the labour market of professionals with high levels of competence and the degree of development acquired during their university training. Such mismatches vary depending on the previous professional experiences, expectations of the graduates or students and, therefore, on their degree of familiarity with the work environment in which they enter. It might be because they have usually done an internship or because they have had previous temporary jobs, or they have completed part of their degrees abroad by means of the Erasmus programme. Differences in the assessment of the importance of skill models between academic and labour field have been found in other studies with different analysis methodologies, objectives and samples. These results, which should be a reflection and a self-criticism, may be related to the way the didactic action has been addressed for a long time. It has focused on learning through the memorizing of mere concepts usually away from practice and simulated professional environments. The results show how to incorporate those activities to increase the skill development of our students in both the active learning process and its continuous evaluation.

This essay provides a symbiosis between some of the thoughts of various authors within the field of social sciences in general and Economics, dealing also with some of the trends and challenges faced by the European University nowadays, which are marked by internationalization and multidisciplinarity. It also alludes to the need to respond to the real, changing, global problems of society with fully qualified professionals both in content and specific competencies of their qualifications, and also, in a very special way, in generic, systemic, transverse and even emotional skills that favour a successful inclusion in the labour market. This approach to a quality teaching action, appropriate to the technological age and needs of today's society, is a real reform, desired by many, and it transcends the "Bologna Process" itself, which requires a commitment from academic authorities, business organizations and senates in which the actors and the primary beneficiaries are the students themselves, as they are the human capital of future generations.

Therefore, the chapter consists of the two marked parts: a guided methodological reflection on didactic action and a revision of empirical aspects related to the levels shown by graduates/students towards skill development within areas dealing with Economics.

## 2. Some methodological considerations for the study of Economics

Obviously the current University is a reflection of the society in which we live and there are remarkable differences with the one where some of the great masters of economics went to. This is mainly because of the use of technology in the teaching-learning processes, in the classroom and outside it. It can also be because of the way students mix themselves with professors, the way of searching the necessary information to enjoy themselves, etc. The technological revolution framed in a change of curricula adapted to the EHEA, has been the opportunity and/or the reason for professors to seriously reflect on how to address the specific contents of the degree.

That is, a reflection on both those specific contents that graduates should acquire and the methodological aspects of their study that otherwise would almost certainly be beyond our immediate interests. In this new methodological framework, the teaching work is increasingly
done in a diverse educational context, where professors are not only a mere expert in content designed for oral presentation in master classes, but they also become designers of new learning environments. Professors combine and use a variety of educational resources and techniques and, at the same time, they become a generator and evaluator of useful resources for self-learning. Furthermore they also embody the necessary and fundamental aspect of being counsellors, mentors, motivators, and co-learners of their profession. They effectively teach the content and the subject to their students for their future professional development, that is, they are companions in the learning process as Iglesia (2006) stated.

But referring again to Cambridge and Professor Robinson, who makes us think about some methodological aspects of the study in today's economy, it is worth noting her unceasing interest in the study and the modelling of microeconomic problems when she said that "in my young days the trick was worked by concentrating on micro problems"... (in the essay "Marginal Productivity", published by The Indian Economic Review, 1976 and accumulated in the work Collected, 1973, cited by many authors). This ability has been, is and will be necessary to understand how the stylized economic models and the interrelationships among the relevant variables work. Both are necessary to make predictions about the behaviour of agents and future expectations and to specify explanatory equations in empirical analysis studies. This is then the main purpose of the article: to reflect on Joan Robinson's box of tricks. These tricks allow us to model the behaviour of agents from restrictive, simplifying assumptions, or skills, because their use makes it easier to deal with the learning of the interrelationships between the relevant economic variables. Thus, our students should definitely learn to use these tricks, which are a method of analysis and $a$ way to think like economists to solve problems of this increasingly complex, globalized economy. It has been 50 years since Joan Robinson showed their know-how through the classrooms. Although we have undergone a severe methodological change, some aspects should not, cannot change the study and the learning of Economic Analysis, such as the deep knowledge of the essentials that tighten up and support economics. But this statement does not preclude that such learning fits the current and unpredictable future development of the Information Technology (IT), as the UNESCO Universal Declaration on Cultural Diversity (Article 1) states. It refers to all disciplines and hence is applicable to economics, since it considers innovation and creativity to be a source of the change. Both are beneficial for present and future generations, and for whom IT has transformed the perception, the lifestyle, the way they communicate and the learning tools of an increasingly higher part of the population. Following this theory, when referring to the main method of thought and study of economic theory in the text Essays on Economic Analysis (1964, Exercices in Economics Analysis, in 1960), a pleasant to read book for any professor from this field, whose validity is timeless, Robinson describes it as "a model of construction", which "consists in a very simplified mental picture, which shows the behaviour of people in a social and physical environment, and eliminates what is not essential to the problem of the day, the way of focusing attention on what is essential" (1964, p. 10). In this regard, she points out some methodological rules to observe in the systematic study of economic theory, which, being basic, are often forgotten or simply not specified: 1) to consider the time variable in the analysis, 2) to specify the units used to measure the variables so that the different amounts have a meaning and 3) to distinguish the technical and physical relations between a human being and nature and between two human beings (1964, p. 7). Regarding to the time influence in the economy, as Carpintero says (1999, p. 137-38), Robinson states in 1953 in the essay Lecture in Oxford by an economist from Cambridge that "the distance between today and yesterday is 24 hours when we
advance, but an eternity when we move back", but in 1975, in the article "The Time in Economics", in an homage to Georgescu-Roegen, John Hicks talks about the incoherence of representing the time in an economist's blackboard as it was a space, since, although ... "we can move in the space in any direction, the time only advances, it does not move back". Thus, Joan Robinson sets out the steps for students to "... learn something by doing it", and she shows to the readers "how to get to the propositions in economic theory, so they can continue by themselves from the point where the book ends" (1964, p. 7). She says it in the prologue of the quoted text, written in 1959 (published in 1960), and which, as she alleged, is "an uncommon book" (at prologue 1964, p. 7). In this book where she recommends "to use (referring to the suggested exercises) as a basis for group discussion", since she believes that "each student must work on an exercise and then compare the results with others and discuss their meaning and application" (p. 7): un approach distinguished from the common practice in our classrooms where the student resolves the exercise and checks the solution, taking the first of the steps suggested by Robinson, both for her comfort or, in many cases for the teacher's comfort. The fact that it is an unusual text has also been reflected in their methodological approach, in which she highlights the almost total absence of mathematical and graphic symbols (in a 299-page book there are exactly only 9 simple equations and no graphics), wanting to reflect, perhaps, what Joan Robinson once said ¿or was attributive at her? "I do not know mathematics, therefore I have to think" (if we check her more than 100 published works, it is easy to state that this statement is false). This phrase is often quoted by students of Economics when they criticize the difficulty of addressing the learning of abstract theoretical models. Although this phrase seems opposed to the common practice in standard texts of Economic Analysis and collects tradition expressed by Koopmans (1957) when he states that perhaps the numerical example and the diagram are the oldest mathematical tools in economics, it is perfectly compatible with it, since the mathematical formalisation allows styling and modelling the interactions of economic variables, providing the scheme of thought in which the reflection, the evaluation and the study are supported, without the need of being written.

Note that these suggestions recommend considering some basic, transversal skills that the student must develop in the learning process of economic theory, such as the ability to synthesize and to analyze, oral presentations, critical discussions or teamwork, etc.

Some of the tools of analysis are retrieved and analyzed. They are necessary to progress in the teaching-learning process of the behaviour of economic operators and the basic functioning of the models supporting economics, and they should be adapted around today's technology.

### 2.1 On the subject of mathematical economics and multidisciplinary analysis

These pages are not meant to reopen the discussion of the use/abuse of mathematics in the study of Economics (we take Frank Hahn's advice for the youth taking his baton: as it was a plague, to avoid discussions about Mathematics in Economics, quoted in Streeten, 2007, p. 49), they just collect some quotes for the critical reflection on some methodological aspects of the theoretical modelling and its abstract approaches. Whereas Samuelson (1947) stated that mathematics is more than a language, it is also a "powerful" tool for the solution to some central problems of Economics, Joan Robinson (see Walsh and Gram, 1979, in introduction pages) argued that "...the apparent precision of Mathematics has generated imprecision. The mathematical operations are performed on entities that cannot be defined, the calculations are made in terms of units that cannot be measured, correlations are confused with occasional laws, differences are identified with changes.... The complexity of models is made just for display, far away from the
possibility of applying it to reality". Because of its abstraction, the virtue of mathematics is an accepted and not arguable fact in the economic analysis to state exactly and precisely the generic objectives of the economic operators and the axioms and decision criteria and restrictive assumptions and simplifications of reality that frame or define the context of the analysis, deductions and conclusions of models. However, the excessive use of formulation and mathematical symbols can have some risks if it confuses the student and it does not clarify the exposure and/or research. And this is out of the controversy, never close enough, of the realism of the assumptions of the economic analysis, since the results of the models are only valid in the compliance with the postulations made. Therefore, the use of mathematics in deductive method of the economic analysis makes explicit the assumptions of the models.

The current box of tricks combines classical analytical instruments, such as the numerical example, the mathematical symbols, the diagram, quantitative methods, with some more sophisticated and powerful utilities, expanded by the development of virtual technology, whose teaching virtues have widespread providing new media, ranging from the interactive whiteboard, tablet PC, virtual learning environments, simulation platforms, Web 2.0, etc.
We have gone from white chalks to laptops both in the teaching and in the learning of each of the pieces of the puzzle that the economic reality is and that at the same shapes the Economic Theory. Once they are analysed, these pieces must fit together perfectly to set up the studied reality and to give answers to the economic problems that society is facing. In this regard, Joan Robinson, when justifying the proposed method, points out in the already mentioned text, Essays in Economic Analysis (1960, in introduction pages), that "we must first divide the question into parts, and discuss each one separately, and piece them together again as best we can". Today the availability of a powerful mathematical programming software supports the analytical modelling of such pieces and the simulation of real environments and various scenarios of economic policy, which are increasingly used both to study the comparative statics and to determine the economic forecasts and its future projection. Different international public organizations and important study centres have been developing sophisticated simulation models for more than three decades in order to, for instance, predict the behaviour and development in different countries and to check possible imbalances in the same, or the effect on the saving, the private consumption or the investment of a change in the marginal tax rate. Although the term simulation may have several definitions, which could be summarized in exploring the behaviour of an experimental or virtual model similar to the real one in order to understand and/or predict its path, there is no doubt that it is a method that generates scientific knowledge and it is also a tool for learning how the economic reality works, which is studied through basic theoretical models. According to the paradigm of the study of Economic Analysis, we only understand an economic fact/phenomenon when we know the theoretical model that reproduces it, that is, when the interaction of behavioural assumptions that are set and the assumptions that define the scope of the problem/model, determine outcomes. Being this the case, simulation is hence a tool in the learning process of a changing world, plunged in a context of uncertainty.
This tool of simulation is not new and it has boosted its use with the technological development and algorithmic software, increasingly framed in virtual spaces, which also facilitates the integral view of teaching and learning in the economic analysis, materialized in the use of electronic didactic resources, which are available on Internet, and characterized by being: 1) radial, usable in different training levels, 2) multidisciplinary, since they address topics from different areas, approaches, methodologies and fields, 3) geared to the
summary of the theoretical models with practical developments and uses in a professional environment and 4) updated, as Gracia and Iglesia (2007) point out. It thus builds a network of interrelated content that facilitates the student to approach Economics from different perspectives: theoretical models, empirical applications, case studies, actual experiences, the basic study of comparative statics of equilibrium and its implications in public policies, economic indicators, or historical references, etc. This integral, radial and multidisciplinary vision of the learning in economic analysis makes students learn to "think like economists" and develop certain skills that are needed in the economics' workplace. Students have rarely been developed them with the traditional teaching methodology.

Regarding this vision, in today's globalized world, there can be economic problems of other disciplines, as interdisciplinary boundaries are increasingly permeable so that they make intersections that go far beyond what our old masters could imagine half a century ago. Some examples are the Economics of education, environmental economics, economics of health, of natural resources or experimental economics whose development began in the investigation and later turned to teaching. Thus, Streeten (2007) identifies three reasons, with different methodological implications, that justify the disciplinary or interdisciplinary work, that can be moved to the learning process of students of economics: 1) the specialists of different disciplines, when working together on a single problem, in a cooperative way, contribute to the more complete and richer integrated solution, 2) certain assumptions, concepts, methods or techniques, when applied to other disciplines, may provide useful or satisfactory explanations and 3 ) it is possible that the approach of a separate discipline is not valid in a time or in a region, due to interactions between economic, social, political, historical variables, or the institutional knowledge (see the various examples he gives about interdisciplinary studies on Economics).

The fact that current economists work beyond the traditional borders in economics and with multidisciplinary approaches does not imply, as Streeten argued in the quoted text, the strengthening of other disciplines for the Economy against the opinion of Hicks (1979) (quoted by Carpintero, 1999, p. 129) who said that "the field of phenomena with which economics deals is so tight, that economists are continually banging their heads with their limits", generating new knowledge, the result of "riding cheerfully certain academic borders", the ones to which Dumont (1982) refers (quoted by Carpintero, 1999, p. 129). What it implies is that the new transdisciplinary knowledge searches intersections between different disciplines, absorbing background knowledge and taking advantage of permeable classic borders. In this point, it is necessary to refer to Georgescu-Roegen, who according to Zamagni (1986, p. 516), and although "his message has the peculiarity of not being identified with any school of economic thought", his intellectual aid in this century can be seen as "...the main contribution to cross the frontiers of economic theory and methodology". Later on, Carpintero (1999), and regarding this transdisciplinar focus, added that it is located at the base of the review performed by the Romanian economist of the mechanistic basis of the conventional economic approach, which not only affects the level of consumption, but also the level of production, and for this to be done, he was based upon the teaching of some subjects from the natural sciences such as thermodynamics and biology.
To strengthen the current relevance in the different areas of the science of inter/multi/transdisciplinarity mentioned (the semantic differences between the tree terms are clear, although they are usually used indiscriminately), there has been some clear examples, such as the Border Intramural Project initiated in 2004 by the Spanish National Research Council (CSIC)
whose aim was to promote the incursion of scientists into new themes emerging from the interaction of several areas of knowledge (for instance, see the call for grants of the 10th of June of 2006), or the revision of the thematic lines of international conferences that show the relevance of multidisciplinarity in all areas of science. Another example is the final text of the Seventh Framework Programme of the European Community for research, technological development and demonstration (2007-13), which specifies that "it will strengthen the excellence ... through cooperation programmes, ideas, people and skills", and that includes some of the amendments proponed (documents: PE $360.033 \mathrm{v} 010-00$, amendment 312 presented by Rübi, P. -appendix I, paragraph 1- and PE $360.033 \mathrm{v} 010-00$, amendment 332 presented by Niebler, A. appendix I, chapter I "Cooperation", paragraph 6), in which reference was made to the relevance of interdisciplinary and multidisciplinary studies, quoting the European Union Research Advisory Group, which reports in its Indisciplinary in research (EURAB 04.009, April 2004 ) that the interdisciplinarity "is essential in keeping Europe at the forefront of scientific and technological research. Interdisciplinary research is a necessary feature of progress in scientific exploration". Moreover, it reports that in the field of "scientific cooperation", the promotion of such "joint calls" will provide new impulses and ideas, as "it is precisely in the boundaries between disciplines where knowledge and brand new products emerge."

In this sense, professors should not be away either from the economic, social and cultural development around us, or from the nearest scientific community, or from technological progress and its applications in learning, or from new and emphatic forms of media and entertainment which are suitable for learning, thus reformulating the teaching task, which is in a continuous process of adaptation to the environment, needs, perspectives and technology.

### 2.2 About discussions, the creation of knowledge and independent learning

It is worth returning to the discussion of those pieces of work to which Joan Robinson referred as a tool of learning. It is also worth pointing out that in the history of the economic thought there have been many episodes of scientific debate and controversy among the different positions or schools, which have promoted the progress in the development of theoretical models, without being alien to -the "unavoidable"?- ideological influence. If it was advisable not to enter the debate on the use/abuse of mathematics in the study of Economics, it is even more advisable not to enter the ideological presence in the approaches and orientations of economic problems.

Professor Robinson should be referred again, especially her book Economic Philosoph (1964), when dealing with the influence of ideology on economics. Robinson gives an answer to the question of determining the "criteria of an ethical proposition opposed to the criteria of a scientific proposition". She states that "if an ideological proposition is treated in a logical way, it may be dissolved in meaningless junk, or it may be a circular argument." These two metaphysical propositions still have their content and, "although they do not belong to the field of science, they are necessary for $\mathrm{it}^{\prime}$, because they "have played a role, even an indispensable one," at least in the social sciences. She also adds that "although the ideology may or may not be removed from the world of thought in the social sciences, in the real world ... is certainly indispensable," ... and that "every economic system requires a set of rules, an ideology to justify them, and an awareness of the individual that makes him/her strive to fulfil them" (see pages 7-9, 18 and the following ones). It is very important to remember that debates in any science, especially in economics, have generated knowledge
through logic considerations and conclusions. Therefore it is a good idea to expose students to a creative learning process from debates as a useful tool for searching a new knowledge. For this purpose, the debates need to be guided, thought, meditated and experimented by the professor. Regarding the use of debates, both in the generation of knowledge and in the progress of learning, Joan Robinson refers to them in the previously quoted text, Essays on Economic Analysis (1964), when she recommends "to use the exercises as a base of a team debate" (see introduction pages, p. 7). For this to be carried out, the professor should learn how to reformulate the standard exercises that make it easier to understand the models, and how to complement them with the incorporation of a set of open, well-defined questions. It is worth noting the difficulty of students when reviewing and answering coherently questions such as: what is the objective?, how is it interpreted?, what does it provide?, how is it related to?, etc. These questions should lead the student to create a new knowledge, to discover new concepts which have not previously been taught in the classroom and to go beyond what the professor has explained in class. Thus, Robinson believes that "the first step in the practice of the analysis is to learn how to know what a debate is about" (p. 13). This is why, it is very important to choose the questions so that students make progress in their knowledge and, as our mentor does throughout the above mentioned text, the professor can lead, advise and help each person to find which their own standard of judgement is.

It would be a mistake to stay in the lexicon and in the vehemence debated by several schools, which are not an end in themselves, but a way both for the process for creating knowledge among the academic ones of a discipline and for the active learning process of our students. For this purpose, some rules of the dialectic game should be set in motion; a game to which they (or even we) are not often used to and which is required as a transversal skill in any professional environment. It would be equally important to promote the search of important information to tackle any particular topic and to be critically assessed. In order to make the debate a useful way to learn, students should formulate clear questions to themselves for the search of answers. This is the only way to encourage the autonomous learning. In this sense, the quote by Isaac Rabí, Nobel Laureate for Physics in 1944, is very revealing. He affirms that when he came back from school, his mother would ask him the same question: "have you asked a good question today?" (In Szenberg, 1994, p. 5). It would be appropriate to add that Joan Robinson herself was a clear example of activism in her time in the construction of knowledge resulting from debates and discussions in every format possible. This activism went from written correspondence, meetings or seminars, to scientific essays. She was also part from, and sometimes she even provoked and provided feedback for, the most famous and scientific controversies in the economic field. As a historical note, it is worth pointing out that, from 1931, Joan Robinson was part of the Circus, together with her husband Austin, Sraffa, Harrod and Meade, whose aim was in to analyze Treatise on Money published by Keynes in 1930. She opened a deep debate when discussing with the master some elements of the General theory before its publication and she had with him a long, productive correspondence, more than 137 letters from April 1932 until April 1947, after the publication of the works Treatise on Money and A parable on saving and Investment. Furthermore, she was also in correspondence with authors such as Khan or Kalecki, since it was a very common practice among scholars from that time.

Regarding these disagreements, she stated that participants in these controversies are divided into schools -the conservative and the radical school- and the ideology seems to ooze in the logic. In economics, arguments are devoted, as in theology, to hold doctrines
more than to test hypothesis (Robinson, 1977). Apart from that, she also reiterated that economists cannot resort to controlled experiments, as other scientists do, and the only way to have access to reality is by (means of) historic evidence; and most of the times that evidence could be read in both ways: the conservative and the radical one.

The written correspondence with other partners was a widespread way of discussing. This has nothing to do with today's society, where this activity has been relegated to the immediate email, which is very useful for the communication between students and professors so to solve doubts. In many cases, it is supplemented with thematic forums separated by categories, by topics within a subject and feasible with the methodology of e-learning platforms, virtual campus of the university, forums, personal blogs, wikis, etc. Everybody knows that the massive use of the different virtual resources is opening the catalogue of professions and there are, for example, bloggers that give a qualified opinion about several social, political and sports topics. These bloggers also comment on the new trends and what the latest news are, they open discussions, mobilize people and they are able to organise thousands of followers on a particular way of thinking or behaving so that they can set goals and vindicate them in a highly linked society that is developing very vague channels of communication.

Going back to the importance given by Joan Robinson to the political debate as a generator of knowledge, and referring to the controversies among academics, she states that debates should lead to an agreement, since the rules of logic and the available proof are the same for everybody. Moreover she points out the five reasons that, according to her view, set the starting point of a controversy (Introduction to the Theory of Employment, 1937): 1) The participant cannot make their opponents understand their point of view; 2) Any of the parts has made a logic mistake in the reasoning; 3) Participants assume different suppositions; 4) There is not enough evidence to clarify or to empirically contrast any aspect, and 5) The ideology of the participants is different.

These elements should be taken into account in the teaching/educational use of debates, since students should acquire knowledge and, therefore, they should justify their points of view, using logic and reasoning supported by known and, in many cases, mathematical material. They should specify the restrictive assumptions of the model supporting the presented arguments, giving different evidence. Therefore, they should be creative when searching and block out from the starting ideology. In short, this work is to make us think about the education that an economist, a good one, should obtain. In relation with this, Streeten (2007, p. 40) argues that the economist "will be better theorist if he knows philosophy and a better economist if he knows political science and history". He agrees on supplementing the use of the basic tools of economic analysis with the study of other adjoining disciplines such as history, the economic institutions, the elements of politics, etc. Furthermore, he points out that "education is more than acquiring skills and aptitudes, but also acquiring attitudes", and he also wonders about the limits: "what shall we do in order to make (students/graduates in Economics) properly use the toolbox with which we equip them so that they avoid being victims of the law of the hammer...? (the law of hammer is that law according to which a little boy, given a hammer, finds everything worth pounding, not only nails but also Ming vases) (Streeten 2007, p. 41). This is the question that leads us to the following section: to delimit how the learning and teaching processes should be reflected in the skill development of our students, taking their subjective perception to answer the required challenges in the working environment that they will enter, or they have already entered. Issues, those before mentioned, related to different indicators of educational quality.

## 3. From the theoretical training to the skill development

Many readers may see a huge somersault between the two sections of this piece of work, but this happens only when the author cannot define clearly the conducting thread between them. In other words, the reader must be shown how important is to convert the methodological aspects mentioned above about the teaching/learning of the economic analysis, guided by some quotes from Joan Robinson's works, into a satisfactory skill development of the students. This development should meet the needs of the uncertain, changing, globalized, complex social and economic environment surrounding us.

The first test to be passed is the establishing of the generic concept of the word skill, a concept which is quite diverse, elastic and flexible because, as Climent (2010) states, though these several terms are often used without distinction, they are not always synonyms and some of them have important conceptual differences between them. This happens, for example, with the words abilities, dexterity, skills, qualities, aptitudes and/or talents, mainly when the Competence-Based Education school appears (the different definitions and typologies included in it are very instructive; they let laypeople delimit the concept and establish several dimensions of it). In order to delimit the point of view from which this work is based, in accordance with Holmes (2000), ability is a causative tool of what a person does, inside or outside the labour or social reality where this person lives, while skill is the ability that lets a person use a set of skills, knowledge and values in a suitable way in order to perform a task successfully, in certain labour or social circumstances. In line with this, Sladogna (2000) talks about complex abilities that have different degrees of integration and that appear in a wide range of situations in the different aspects of the personal and social human life, as these abilities are a synthesis of all the experiences the person has undergone in the frame of his past and present personal environment.

Thus, through the pragmatic way followed in this piece of work, and given that the author is not an expert on this subject, skill could be defined as "ability obtained through the combination of the knowledge with the social environment and personal characteristics, the aptitudes and experiences, which professionals, in this case university graduates, must have in order to perform their professional responsibilities in their jobs". Some of the elements of this definition are remarkable as it integrates the knowledge, gained in the process of the teaching-learning, with environmental, social and personal characteristics, but also from their own experiences. For more information about the theoretical development of the skill models, consider scholars such as McClelland (1973), Spenser and Spenser (1993), or LévyLeboyer (2001). However, the guide that has been used in the empirical piece of work that is presented below is more similar to the institutional models in which the REFLEX study (Aneca, 2004) and the Tuning project (see González and Wagenaar, 2003) were carried out.

### 3.1 Empirical approach to the skill development of university graduates in the area of Economics

In the following pages certain empirical evidence is presented in a descriptive way. It relates to the already proved phenomenon of the existence of clear imbalances between the perception university graduates have about the degree of their skill development and the assessment they make about how important it is in the working environment. This is
obtained from the subjective points of view of students, from their own social, work, personal experience and from the learning environment in which they have been brought up. This fact confirms the positive effect of the work experience in the reduction of the gap observed.

This empirical approach here included shows how important is to improve the skill development among students during the university training process, which should go hand in hand with a specific technical training in each particular degree. This empirical approach gathers data collected from an opinion poll conducted on students in their fourth and fifth year of the Administration and Business Management [ADE] or Economics [ECO] degrees, which are taught in the Faculty of Economic and Business Sciences of the Complutense University of Madrid (UCM) and Alcalá de Henares (UAH), in January 2010. It should be explained that although the selection of the years, the fourth and the fifth, may bias the results obtained. This can be justified, however, since students in those years have already more precise criteria about the working environment. In fact, most of them were doing an internship or had already done one. They also had previous work experience and therefore they were able to determine if having previous work experience improved the skill development among university graduates, a fact that can justify certain reorientations of the training plans when designing the aim and the scope of the practicum.

The opinion poll used in the empirical analysis contains a comprehensive list of 40 standard skills, considered as independent variables. The questions related to different skills are presented in two symmetric groups, one refers to the skill degree developed during the university training (_UT) and the other one to the importance students think it has in the working environment in order to carry out their professional activities (_IW). Students assigned a numerical evaluation using the Likert scale, from 1 to 5 ( $1=$ strongly disagree and 5=strongly agree).

As a summary, table 1 below describes the population who participated in the opinion poll and from the 444 of those polled who were attending classes on site, $49.55 \%$ of them were men, and $42.57 \%$ were in their fifth year, $34.45 \%$ of them studied ECO and $65.31 \%$ of them stated they had previous professional experience. There are not significant differences between the subsamples of the two universities (UCM and UAH). Furthermore, in ADE, $50.86 \%$ of the students were men and $47.06 \%$ were also men in ECO, $47.45 \%$ of the students enrolled in fourth year are men. This percentage is higher in the fifth year as $52.23 \%$ of the students were also men. Among the students that stated they did not have previous working experience, the percentage of men was $55.19 \%$ while the ones who had previous working experience dropped to $46.55 \%$. This fact shows that women are relatively getting closer to the working environment during their academic training.

It can be concluded from the descriptive analysis that, as the table A1 of the annex shows (for more details see Iglesia and Ionita, 2010), when students were asked about the degree of skill development during their university training (_UT), the more representative option was "average", with percentages between 27 and $40 \%$, and it turned to "very much" regarding to the degree of importance of the skills in the working environment in order to carry out their professional activities (_IW), with percentages that ranged from $32 \%$ to $50 \%$ with exceptions when students chose mainly the intermediate option (that is, a 3 ). This

| Administration and Business Management degree (ADE): <br> $65.5 \%$ to sample |  | Economics degree (ECO) |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Men |  | $50.86 \%$ | Men | $47,06 \%$ |
| $4^{\text {th }}$ year: $57,43 \%$ of the sample |  | 5 th year |  |  |
| Men |  | $47,45 \%$ | Men |  |
| Without professional experience (_S): $34,68 \%$ of the sample | With professional <br> experience (_C) |  |  |  |
| Men |  | $55,19 \%$ | Men | $46,55 \%$ |

Source: Personal Compilation. Opinion Poll about the Need for a Skill Development. Faculty of Economics.
Table 1. Distribution of sample by course, degrees and experience, by sex and total
asymmetry or imbalance in the assignment of answers between the options is proved in the estimated mean values and therefore in the differentials of those values for both questions (tables with the average values to facilitate the reading haven't been presented, although they are available in the quoted text). Thus, the average obtained is higher than 3.2 regarding the importance in the working environment, reaching even 4.3 . The averages fluctuated between 2.1 and 3.4 regarding the degree of training as we can see in the Figure 1 attached, which clearly shows the difference in the average values between the two series.


SOURCE: Personal Compilation. Opinion Poll about the Need for a Skill Development. Faculty of Economics and Business.

Fig. 1. Average values: Importance in the working environment/Training at University, total and by sex

Furthermore, the different segmentations confirm the general rule already mentioned: the average rating that students assigned to the importance of the different skills in the working environment was greater than the degree of skill development they stated they have, regarding all students and segmented by sex, being in both cases the average values assigned by men higher than those assigned by women. Fluctuations were wider in the series related to the importance of skills in the working environment (_IW) than in the perception of the degree of formation gained during university training (_UT): in other words, students had a more uniform opinion about how important university training was for their skill development and they presented a higher variability in the assessment of the importance of the skill development in their working environment. Similarly, when the sample was segmented according to the year students were enrolled, the average assessment of the degree of skill development was higher among those who were in their fifth year than among those who were still in their fourth year. Nonetheless, the opposite occurred regarding the importance of the skill development in the working environment. In the segmentation, students with previous work experience conferred more importance to skill development than those who did not have it. Previous work experience also helped to change the perception they had, which helped to adjust their assessments and hence reduce the differential between the averages of both questions.

In brief, tables A2 and A3 appearing in the Annex show the results of the descriptive analysis of this piece of work, that is, the differential between the two questions in the average assessment of the students who were consulted, for all the skills, reflected in the figures 2 and 3, attached in the text. In general, the average assessment of men was slightly higher than the average assessment of women, nearly in all the skills, regardless of the fact they had or not professional experience or in which year, fourth or fifth, they were enrolled. Results were similar in both questions: the one about the importance they think skills have in their working environment and the one about to what extent they think university training contributes to their skill development. This fact determines a positive differential in the averages estimated, with a wide value range depending on skills, for the total population and by sex, and it was higher for men than for women, with few exceptions. Thus, for the total population, the differential estimated was lower when there was work experience. The reason could be that the student would have done or would be doing an internship or that maybe the student would have had a temporary employment, with a few exceptions not very significant.

In short, figure 2 (and table A2 in the Annex) shows the differential averages for the different skills and for the totals and subsamples by sex, according they had or not work experience. It could be observed that there was quite general pattern with a lower profile in the differential for the subsamples of women with work experience, a fact that meant a better adjustment and therefore a lower differential between the assessment they did about how important was skill development in their work environment and the degree of the skill development. There was a higher profile of men who stated that they did not have work experience, an aspect that suggested greater imbalances in the assessments. In fact, exceptions to this pattern were found in the subsamples of students with work experience, only in the skill "Negotiate efficiently" and among those who did not have work experience in "Organisation and Planning", "Oral and written communication in first language", "Ability to make yourself understood", "Work well under pressure", "Manage effectively your time", "Leadership" and "Trade efficiently".


SOURCE: Personal Compilation. Opinion Poll about the Need for a Skill Development. Faculty of Economics and Business

Fig. 2. Differential importance in the work environment - Training at University, total and by sex, according the students have or not work experience


SOURCE: Personal Compilation. Opinion Poll about the Need for a Skill Development. Faculty of Economics and Business

Fig. 3. Differential Importance in the working place - Training at University, total and by sex, according they are in the fourth or fifth year of the degree

Figure 3 (and table A3 of the Annex) above shows this differential for the different skills, by total and subsample by sex, according to the year in which the student was enrolled with a quite similar pattern to the one seen in the previous segmentation by work experience. This is because this experience increased every year, with a lower profile in the differential for the subsample of women who were enrolled in their fifth year and higher in men who were enrolled in their fourth year although this profile was not so clear, with some crossings in the assessments.

These descriptive results support the hypothesis already expressed previously: having previous work experience, either through temporary contracts or through internships, improves the perception of a higher degree of skill development, as they pass their fourth year and enrol in their fifth year and they are finishing their university training. Therefore, the studied differential reduces, and the adjustment between the assessments they did about the importance in the work environment and the degree of skill development achieved improves considerably. This information, considered to be quite important, should be interpreted as an indicator showing in which direction teaching should be addressed: the student, who has to learn specific knowledge of this subject, has to develop also some basic generic skills, including systemic, personal and instrumental ones. The added value that brings this information will result in a better teaching and research activity of the professor, with a greater understanding of the skill profile of students. This new situation will result in practical activities that will let students and future graduates be more trained for the work environment they are going to enter in a short period of time.

Some pieces of work which continue with this approach and which are being written in other universities should be pointed out in order to find the needs and the skill model of their students and graduates. An instance of this is the empirical study written by Ramírez and Velásquez (2010) that confirms the existence of differences between the skill profile for employment assessed by students from an academic point of view and professor and skill profile assessed by graduates and employers from a work point of view. In this way, the first ones consider that instrumental skills, such as languages and office automation, that is, the ones they cannot use correctly, are more important than the systemic skills, related to social, organizational and work management areas.

## 4. Conclusion

The aim of this piece of work was to reflect (or in this case make you think) about some of the methodological aspects of the study and teaching in Economic Analysis nowadays, recovering some lessons given by important scholars, mainly Professor Robinson, in an historic moment for the Spanish University which has completed the process of European convergence as a regenerating element of its university training and their necessary adaptation to an academic world which is a work, social, changing and globalized word.

The starting point for this piece of work is to use again the box of tricks with which all economists have graduated at our universities, and reopen it to assess one more time its usefulness in an uncertain, open and changing world that in some cases depends too much on new technologies, characterized by the inter/multi/transdisciplinarity analysis and the necessary scientific cooperation between the different disciplines in order to tackle and solve the social and economic problems that society and institutions have nowadays. This box of
tricks refers to a set of basic concepts, categories, analytical instruments that all economists should know how to use, as well as their prospects, scopes and the adaptation to this period of time.

Nowadays, we work, teach/learn and do research collectively, connected through the Internet, with teaching tools that range from e-learning platforms to web-quest, where students download all kinds of teaching materials (text, audio or video) in order to make progress in their learning process. For many people, this is the learning economy (Lundvall and Johnson, 1994, Archibugi and Lundvall, 2001), whose key is the ability to learn from people, organisations, networks and regions, learn to present other criteria and scopes and to use the potential of new technologies to completely change new processes, ideas, products and so on.

Therefore, an economist should not merely know the proper use of tools as analytical instruments. Instead, those tools, as many important economists have stated, should be complemented with other aspects that are suitable to develop a dose of creativity that let us find the solution to the important economic problems that our society and institutions have to face up. In this context, Krueger et al. (1991, cited in Streeten, 2007, p. 57) state, in relation to Economics postgraduate studies in the U.S.A., that the main weakness of these studies was not the excessive use of Mathematics, but insufficient emphasis on links between theoretical and econometric tools and the problems of the real World. In words of Streeten (2007, p. 42), according to the Petition to Reform Undergraduate Education signed by more than 460 professors who are involved in hiring new professors who teach economy to undergraduate students in the U.S.A., the selected economists should have an understanding of the economic debates and the literature of the previous 20 years,...with a strong knowledge of the models that are taught to students, knowledge of the economic institutions and about the role those carry out in the economy, ability to communicate both verbally and in prose the main ideas of the Microeconomics and the Macroeconomics, knowledge of alternative approaches in economics and ability to contrast them and also knowledge of Econometrics and the limits of their proofs. All graduates in Economics in this country and in this economic system should therefore meet these requirements perfectly, which consist not only of technical knowledge but also include several skills.

As for the need for higher doses of creativity to face economic problems above mentioned, this creativity is institutionally considered as the driving force for innovation and a key factor for the development of personal, work, business and social skills of people, as well as the social welfare (text extracted of the Decision number 1350/2008/EC OF European Parliament and of the Council, of 16, December 2008, Official Journal of the European Union). Therefore, according to Perinat (2004), being a competent professional means not only knowing (having a theoretical or specific knowledge), but also knowing-how (practical knowledge) and knowing how to be (providing axiological professional attitudes).

Professors know that changes in the methodological didactic environment are aimed at only one objective: contributing to improve the quality of education. For this to be done, the activity of the professor-tutor-orchestrator-companion should be "redefined", and they must learn continuously the new technological applications which lead to "relearn" professional teaching practice "doing it". One important factor is to have a better and greater knowledge of the effectiveness of the classes given, through multiple indicators
(assessment of educational attributes, causes of absenteeism, relationship between attendance and performance, incidence of tutoring in professor assessment, consideration of sex in these assessments, imbalances in the skill development of students and so on). For this purpose, professors can and should combine their teaching activities with research in order to find out strengths and weaknesses and generate with this a feedback process that improves our facet as professors as well as putting research about teaching at the disposal of the teaching activity itself, no matter which discipline nor which area of expertise, given the heterogeneity of students, subjects, disciplines, professors and degrees.

From this point of view, this piece of work has combined the methodological aspects of economic studies, the requirements of professional economists and a skill model balanced with their work environment. The empirical analysis let us highlight as a general rule for all students consulted that the average assessment given by students about the different segmentation proposals at work is higher than the degree of skill development they state they have. This fact determines always a positive differential between both values. Furthermore, in the segmentation by year in which the student is enrolled, the average assessment of the degree of development or preparation is generally higher among those students who are in their fifth year than those who are in their fourth year, although it is just the opposite when we talk about its importance in the work environment. It should be pointed out that, as a general rule and for the total of students, the average assessment of the degree of the development of skills at university and of its importance in the work environment is higher when students have previous work experience. In this way, the estimated differential for the different skills shows a quite general pattern with lower values in the differential for the subsamples of women with work experience, a fact that implies a better adjustment between the assessments they do of the importance in the work environment and of the degree of skill development, and the higher values for men who do not have previous work experience.

Professors should not only bear in mind what happens in a classroom but they also should think about the professional world students are going to enter, in order to facilitate the adaptation of these students to their changing, globalized and multidisciplinary work environments with creative vision which will let them solve problems, with greater specific knowledge and with a demonstrable background. Professors should have knowledge of other disciplines, how to deal with the different scientific areas, learn from other approaches because as Myrdal (1975; 2002 p. 70) states, in fact, problems are not economic, sociological, ecologic or psychological, but "they are all mixed and composite". We should open our classical box of tricks in order to achieve that those (many people) who think that the person "who is just an economist is a bad economist" (Streeten, 2007, p. 36) change their mind.
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## 6. Annex

| Skills | University Training (_UT) |  |  |  |  | Importance at Work (_IW) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Distribution of frequencies (\%) |  |  |  |  | Distribution of frequencies (\%) |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
| Analytical thinking and Ability to Synthesis | 2.25 | 12.16 | 38.74 | 38.29 | 8.56 | 0.90 | 4.05 | 20.50 | 48.65 | 25.90 |
| Organization and Planning | 2.93 | 22.30 | 28.15 | 31.08 | 15.54 | 0.90 | 1.80 | 9.91 | 43.24 | 44.14 |
| Oral and written communication in the mother tongue | 4.05 | 13.51 | 31.98 | 31.98 | 18.24 | 0.45 | 1.80 | 12.61 | 35.59 | 49.55 |
| Oral and written communication in a foreign language | 38.29 | 28.60 | 17.79 | 9.91 | 5.41 | 2.25 | 3.15 | 14.86 | 28.83 | 50.90 |
| Ability to use computer tools | 11.71 | 29.05 | 31.76 | 19.37 | 8.11 | 0.68 | 1.13 | 8.78 | 39.19 | 50.23 |
| Ability to look for information in several resources | 4.05 | 19.59 | 31.76 | 34.46 | 10.14 | 0.68 | 4.50 | 26.58 | 46.17 | 22.07 |
| Resolving conflicts or solving problems | 10.36 | 27.03 | 34.91 | 23.42 | 4.28 | 1.13 | 3.15 | 15.09 | 40.32 | 40.32 |
| Making decisions | 10.81 | 21.40 | 39.41 | 22.52 | 5.86 | 0.45 | 2.93 | 10.36 | 38.29 | 47.97 |
| Knowledge of other areas and disciplines | 13.29 | 28.60 | 30.41 | 22.97 | 4.73 | 2.03 | 11.49 | 36.49 | 37.39 | 12.61 |
| Gaining new knowledge quickly | 3.60 | 15.99 | 36.26 | 32.43 | 11.71 | 0.23 | 3.83 | 22.30 | 45.50 | 28.15 |
| Ability to make yourself understood/to communicate | 4.73 | 18.69 | 36.94 | 31.08 | 8.56 | 0.23 | 2.93 | 14.86 | 37.61 | 44.37 |
| Working in a multidisciplinary team | 5.64 | 15.58 | 33.18 | 35.44 | 10.16 | 0.45 | 2.25 | 13.74 | 40.32 | 43.24 |
| Working in an international context | 26.35 | 31.08 | 24.77 | 13.74 | 4.05 | 3.60 | 6.31 | 25.23 | 40.99 | 23.87 |
| Ability to manage personal relationships and interpersonal communication | 7.88 | 22.07 | 38.74 | 24.77 | 6.53 | 0.90 | 2.25 | 17.12 | 46.62 | 33.11 |
| Working in different and multicultural environments | 18.24 | 29.95 | 25.90 | 19.37 | 6.53 | 3.38 | 8.33 | 27.48 | 36.26 | 24.55 |
| Critical and self-critical capacity | 6.98 | 25.00 | 37.39 | 24.32 | 6.31 | 1.13 | 5.41 | 25.68 | 43.02 | 24.77 |
| Ethical commitment at work | 13.74 | 20.27 | 36.04 | 20.27 | 9.68 | 3.83 | 4.95 | 22.07 | 36.49 | 32.66 |
| Working well under pressure | 7.66 | 11.71 | 29.73 | 30.86 | 20.05 | 1.58 | 3.15 | 14.64 | 36.94 | 43.69 |
| Managing effectively your time | 9.91 | 17.79 | 33.11 | 23.20 | 15.99 | 0.90 | 2.25 | 9.68 | 40.09 | 47.07 |
| Self-learning | 3.83 | 11.49 | 27.70 | 39.86 | 17.12 | 1.13 | 3.83 | 25.45 | 46.40 | 23.20 |
| Adaptation to new situations | 6.08 | 20.05 | 39.41 | 26.80 | 7.66 | 0.23 | 2.70 | 15.09 | 44.37 | 37.61 |
| Creativity | 14.64 | 25.68 | 35.59 | 19.14 | 4.95 | 1.80 | 5.63 | 20.72 | 45.27 | 26.58 |
| Leadership | 15.77 | 31.31 | 31.76 | 14.86 | 6.31 | 1.13 | 3.60 | 18.24 | 39.86 | 37.16 |
| Initiative and entrepreneurial spirit : finding new ideas and solutions | 10.36 | 28.38 | 33.78 | 22.97 | 4.50 | 0.90 | 2.70 | 15.32 | 40.77 | 40.32 |
| Motivation by quality | 9.68 | 22.30 | 36.49 | 24.77 | 6.76 | 0.45 | 4.95 | 25.23 | 40.32 | 29.05 |
| Environmental sensitivity | 31.53 | 28.60 | 21.40 | 13.29 | 5.18 | 7.66 | 20.27 | 30.18 | 28.15 | 13.74 |
| Sensitivity to social issues | 18.02 | 27.03 | 30.18 | 18.47 | 6.31 | 4.50 | 15.32 | 30.63 | 32.43 | 17.12 |
| Putting knowledge into practice | 9.68 | 18.02 | 33.56 | 28.15 | 10.59 | 0.68 | 1.58 | 14.41 | 33.11 | 50.23 |
| Ability to look for information and research | 5.86 | 18.92 | 31.53 | 36.04 | 7.66 | 0.90 | 3.60 | 23.42 | 48.87 | 23.20 |
| Design and management of projects | 11.71 | 23.20 | 38.29 | 22.07 | 4.73 | 1.35 | 4.73 | 20.50 | 47.07 | 26.35 |
| Ability to popularize economic issues | 7.88 | 21.85 | 40.32 | 24.55 | 5.41 | 1.13 | 6.08 | 34.01 | 39.64 | 19.14 |
| Present products, ideas or reports in public | 6.08 | 17.34 | 31.31 | 32.88 | 12.39 | 0.90 | 3.15 | 18.69 | 32.88 | 44.37 |
| Trade efficiently | 26.13 | 26.13 | 27.48 | 16.22 | 4.05 | 1.35 | 3.38 | 12.84 | 42.57 | 39.86 |
| Writing reports or documents | 9.01 | 18.02 | 30.63 | 31.08 | 11.26 | 1.13 | 3.60 | 11.71 | 40.77 | 42.79 |
| Emotional self-awareness | 19.59 | 25.00 | 32.66 | 17.57 | 5.18 | 3.60 | 6.08 | 32.66 | 41.44 | 16.22 |
| Emotional self-assessment | 19.14 | 26.35 | 29.73 | 20.72 | 4.05 | 3.83 | 6.98 | 34.23 | 35.81 | 19.14 |
| Self-confidence | 15.54 | 22.07 | 27.25 | 24.10 | 11.04 | 1.35 | 4.05 | 12.61 | 32.43 | 49.55 |
| Empathy | 13.96 | 22.52 | 33.78 | 24.10 | 5.63 | 2.03 | 6.08 | 26.80 | 36.04 | 29.05 |
| Guidance to the achievement/success | 8.11 | 17.57 | 32.66 | 32.66 | 9.01 | 0.90 | 2.48 | 16.44 | 42.79 | 37.39 |
| Expressing ideas and fighting for rights without attacking | 8.33 | 15.99 | 28.15 | 29.28 | 18.24 | 1.35 | 1.80 | 14.19 | 35.81 | 46.85 |

SOURCE: Opinion Poll about the Need for a Skill Development. Faculty of Economics and Business.
Personal Compilation.

Table A1. Distribution of skill frequencies, by degree of university training and importance in the work environment

| Skills | Differential average values Importance at work - University Training |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | With professional experience |  |  | Without professional experience |  |  |
|  | Man | Woman | All | Man | Woman | All |
| Analytical thinking and Ability to Synthesis | 0.612 | 0.449 | 0.539 | 0.748 | 0.413 | 0.569 |
| Organization and Planning | 0.836 | 0.782 | 0.812 | 0.993 | 1.019 | 1.007 |
| Oral and written communication in the mother tongue | 0.882 | 0.768 | 0.832 | 0.815 | 0.897 | 0.859 |
| Oral and written communication in a foreign language | 2.106 | 1.855 | 1.994 | 2.237 | 2.013 | 2.117 |
| Ability to use computer tools | 1.694 | 0.899 | 1.337 | 1.711 | 1.593 | 1.648 |
| Ability to look for information in several resources | 0.765 | 0.087 | 0.461 | 0.808 | 0.484 | 0.634 |
| Resolving conflicts or solving problems | 1.165 | 0.957 | 1.071 | 1.526 | 1.368 | 1.441 |
| Making decisions | 1.341 | 1.044 | 1.208 | 1.563 | 1.426 | 1.489 |
| Knowledge of other areas and disciplines | 0.729 | 0.652 | 0.695 | 0.748 | 0.658 | 0.700 |
| Gaining new knowledge quickly | 0.682 | 0.319 | 0.52 | 0.793 | 0.651 | 0.718 |
| Ability to make yourself understood/to communicate | 1 | 0.985 | 0.993 | 1.037 | 1.058 | 1.048 |
| Working in a multidisciplinary team | 0.878 | 0.855 | 0.868 | 0.993 | 0.987 | 0.99 |
| Working in an international context | 1.365 | 1.334 | 1.351 | 1.496 | 1.284 | 1.383 |
| Ability to manage personal relationships and interpersonal communication | 1.035 | 0.942 | 0.993 | 1.2 | 1.084 | 1.138 |
| Working in different and multicultural environments | 1.035 | 0.71 | 0.889 | 1.222 | 1.039 | 1.124 |
| Critical and self-critical capacity | 1.07 | 0.522 | 0.825 | 0.956 | 0.839 | 0.893 |
| Ethical commitment at work | 1.165 | 0.682 | 0.949 | 1.274 | 0.735 | 0.986 |
| Working well under pressure | 0.611 | 0.55 | 0.585 | 0.718 | 0.916 | 0.824 |
| Managing effectively your time | 1.177 | 0.913 | 1.059 | 1.149 | 1.174 | 1.162 |
| Self-learning | 0.494 | 0.116 | 0.325 | 0.482 | 0.167 | 0.314 |
| Adaptation to new situations | 1.153 | 0.928 | 1.052 | 1.178 | 0.981 | 1.073 |
| Creativity | 1.235 | 1.029 | 1.143 | 1.185 | 1.129 | 1.155 |
| Leadership | 1.435 | 1.348 | 1.396 | 1.326 | 1.574 | 1.459 |
| Initiative and entrepreneurial spirit : finding new ideas and solutions | 1.4 | 1.232 | 1.324 | 1.511 | 1.206 | 1.348 |
| Motivation by quality | 0.859 | 0.797 | 0.831 | 1.044 | 1.013 | 1.027 |
| Environmental sensitivity | 1.094 | 0.695 | 0.915 | 1.096 | 0.659 | 0.862 |
| Sensitivity to social issues | 1.047 | 0.478 | 0.792 | 1.044 | 0.432 | 0.717 |
| Putting knowledge into practice | 1.165 | 0.884 | 1.039 | 1.296 | 1.239 | 1.266 |
| Ability to look for information and research | 0.941 | 0.377 | 0.688 | 0.911 | 0.503 | 0.693 |
| Design and management of projects | 1.129 | 0.899 | 1.026 | 1.252 | 0.968 | 1.1 |
| Ability to popularize economic issues | 0.917 | 0.348 | 0.662 | 0.933 | 0.587 | 0.748 |
| Present products, ideas or reports in public | 1.012 | 0.753 | 0.896 | 0.949 | 0.82 | 0.879 |
| Trade efficiently | 1.494 | 1.797 | 1.63 | 1.689 | 1.787 | 1.742 |
| Writing reports or documents | 1.236 | 0.725 | 1.006 | 1.103 | 0.987 | 1.042 |
| Emotional self-awareness | 1.129 | 0.55 | 0.87 | 1.185 | 0.877 | 1.02 |
| Emotional self-assessment | 1.023 | 0.493 | 0.785 | 1.155 | 0.942 | 1.041 |
| Self-confidence | 1.494 | 0.869 | 1.215 | 1.452 | 1.303 | 1.373 |
| Empathy | 1.094 | 0.725 | 0.928 | 1.237 | 0.839 | 1.024 |
| Guidance to the achievement/success | 1.023 | 0.74 | 0.896 | 1.178 | 0.845 | 1 |
| Expressing ideas and fighting for rights without attacking | 0.953 | 0.579 | 0.786 | 1.089 | 0.903 | 0.990 |
| AVERAGE INDICATOR | 1.097 | 0.801 | 0.965 | 1.166 | 0.993 | 1.074 |

SOURCE: Opinion Poll about the Need for a Skill Development. Faculty of Economics and Business. Personal Compilation.
Table A2. Differential: Importance at Work - University Training, by experience, sex and total

| Skills | Differential average values Importance at Work - University Training |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4th year |  |  | 5th year |  |  |
|  | Man | Woman | All | Man | Woman | All |
| Analytical thinking and Ability to Synthesis | 0.719 | 0.492 | 0.6 | 0.667 | 0.322 | 0.503 |
| Organization and Planning | 1 | 0.978 | 0.988 | 0.848 | 0.9 | 0.873 |
| Oral and written communication in the mother tongue | 0.785 | 0.963 | 0.878 | 0.909 | 0.7 | 0.81 |
| Oral and written communication in a foreign language | 2.198 | 2.082 | 2.138 | 2.172 | 1.789 | 1.989 |
| Ability to use computer tools | 1.818 | 1.537 | 1.67 | 1.566 | 1.144 | 1.365 |
| Ability to look for information in several resources | 0.909 | 0.538 | 0.713 | 0.647 | 0.1 | 0.386 |
| Resolving conflicts or solving problems | 1.52 | 1.291 | 1.4 | 1.222 | 1.166 | 1.196 |
| Making decisions | 1.537 | 1.246 | 1.385 | 1.404 | 1.4 | 1.402 |
| Knowledge of other areas and disciplines | 0.834 | 0.761 | 0.796 | 0.626 | 0.5 | 0.566 |
| Gaining new knowledge quickly | 0.743 | 0.642 | 0.69 | 0.758 | 0.411 | 0.593 |
| Ability to make yourself understood/to communicate | 1.058 | 1.052 | 1.054 | 0.98 | 1.011 | 0.995 |
| Working in a multidisciplinary team | 0.984 | 0.992 | 0.988 | 0.905 | 0.878 | 0.892 |
| Working in an international context | 1.505 | 1.336 | 1.415 | 1.373 | 1.245 | 1.312 |
| Ability to manage personal relationships and interpersonal communication | 1.207 | 1.075 | 1.137 | 1.051 | 0.988 | 1.022 |
| Working in different and multicultural environments | 1.124 | 1.015 | 1.066 | 1.182 | 0.822 | 1.011 |
| Critical and self-critical capacity | 1.082 | 0.709 | 0.886 | 0.899 | 0.789 | 0.846 |
| Ethical commitment at work | 1.231 | 0.813 | 1.012 | 1.232 | 0.578 | 0.921 |
| Working well under pressure | 0.694 | 0.717 | 0.706 | 0.656 | 0.933 | 0.789 |
| Managing effectively your time | 1.323 | 1.142 | 1.227 | 0.959 | 1.022 | 0.989 |
| Self-learning | 0.471 | 0.09 | 0.271 | 0.506 | 0.245 | 0.381 |
| Adaptation to new situations | 1.248 | 0.955 | 1.094 | 1.071 | 0.978 | 1.026 |
| Creativity | 1.107 | 1.045 | 1.074 | 1.323 | 1.178 | 1.254 |
| Leadership | 1.405 | 1.403 | 1.404 | 1.323 | 1.656 | 1.482 |
| Initiative and entrepreneurial spirit : finding new ideas and solutions | 1.529 | 1.105 | 1.306 | 1.394 | 1.378 | 1.387 |
| Motivation by quality | 1.108 | 0.918 | 1.008 | 0.808 | 0.989 | 0.894 |
| Environmental sensitivity | 1.066 | 0.724 | 0.887 | 1.131 | 0.589 | 0.873 |
| Sensitivity to social issues | 0.959 | 0.425 | 0.678 | 1.152 | 0.478 | 0.831 |
| Putting knowledge into practice | 1.29 | 1.015 | 1.146 | 1.192 | 1.3 | 1.243 |
| Ability to look for information and research | 0.984 | 0.455 | 0.706 | 0.849 | 0.478 | 0.672 |
| Design and management of projects | 1.248 | 1.015 | 1.126 | 1.152 | 0.844 | 1.006 |
| Ability to popularize economic issues | 0.926 | 0.537 | 0.721 | 0.93 | 0.477 | 0.714 |
| Present products, ideas or reports in public | 0.926 | 0.672 | 0.792 | 1.031 | 0.989 | 1.01 |
| Trade efficiently | 1.694 | 1.686 | 1.69 | 1.516 | 1.945 | 1.719 |
| Writing reports or documents | 1.141 | 0.813 | 0.968 | 1.172 | 1.044 | 1.112 |
| Emotional self-awareness | 1.115 | 0.762 | 0.929 | 1.222 | 0.8 | 1.021 |
| Emotional self-assessment | 1.107 | 0.836 | 0.965 | 1.101 | 0.756 | 0.936 |
| Self-confidence | 1.612 | 1.187 | 1.388 | 1.293 | 1.145 | 1.222 |
| Empathy | 1.223 | 0.858 | 1.031 | 1.132 | 0.722 | 0.936 |
| Guidance to the achievement/success | 1.256 | 0.828 | 1.031 | 0.95 | 0.789 | 0.873 |
| Expressing ideas and fighting for rights without attacking | 1.075 | 0.791 | 0.925 | 0.99 | 0.822 | 0.91 |
| AVERAGE INDICATOR | 1.169 | 0.938 | 1.047 | 1.082 | 0.908 | 0.999 |

SOURCE: Opinion Poll about the Need for a Skill Development. Faculty of Economics and Business. Personal Compilation.
Table A3. Differential: Importance at Work - University Training, by year, sex and total
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## 1. Introduction

The transformation of the public sector, generally termed 'new public management', is performed in most countries in association to economy, aiming at development of organizations along capitalist models of global economy, This has been particularly the case in Britain during the last two decades [1, 2]. The representation of clear performance critieria, decentralization, government downsizing, cost decrease, competition, marketing, delegating non governance duties to half-independent, $[3,4]$.
This management method is introduced as a solution to insufficiency, weak service, unsuitable responding and reaction to previous failures of governments in context of economic growth as one eminent point of international evolution over public affair management [ 5,6 and 7]. Undoubtedly, new theory is the main incentive of fundamental changes in public organizations and a basis for passing welfare state after the World War II.

The first part of this paper will study the bases and principals of new public management with a glimpse at streaks of this management in public sector of Iran, a method of performing new public management i.e. government downsizing In the last part, I shall show that downsizing has not significant value in Iran, and that predicted aims have been achieved in a combined way.

## 2. Theoretic principals of new public management

Different interpreters and claimers of new public management emphasize various aspects of this doctrine [ $9,10,11,12,13$ and 14]

One of the authors summarizes principales of administration reformations related to new public management in five axes as following:

- Redefinition of administration duties, separating government from agencies, centralizing government on national economic management and representing public services.
- Restructuring public organizations through optimizing administration structure, downsizing public service and improving efficiency of affairs.
- Rationalizing public affairs' responsibility and decreasing duty interference in response framework.
- Guiding reformation of public organizations on the basis of economic and social condition of each region.
- Establishing a legal and standard framework for affair performance [15].
$1^{\text {st }}$ Principle: Managerial orientation that Pollit introduces it as:
Efficiency increase, the use of complicated technologies, regular labor force in order to to ensure productivity and accurate performance of professional management role
$2^{\text {nd }}$ Principle: New public management on the basis of indirect control instead of direct one. Some characteristics of this principle are:

Continuous improvement of quality, emphasizing self-control, contractors, observation, suitable information systems, focusing on market and performance gauge
$3^{\text {rd }}$ Principle: Utilizing engineering techniques of industrial production in public sector.
$4^{\text {th }}$ Principle: Emphasizing cooperation preference based on market [18].
Steven Hood has declared seven indices constructing public management doctrine:

1. Placement of professional management in public sector: Hood says the first aspect of new public management emphasizes active control of public organizations by super managers having power. A sample of this aspect is "Let Managers Manage". This clarifies that there is a need to professional management at a high level [6].
2. Clear gauges and standards of performance: An important tool for the performance of the professional management model, is to have aims, achieve indces, emphasize aims, achievement indices, emphasizing qualitative results and justification on the basis of response. This focuses on results and outputs which are different from input focus (traditional public affairs).
3. More emphasize on controlling public organizations and innovation management: Controls are carried out via plan budgeting, performance, long-term planning and managing organization strategic. Strategic management focuses on aims to which the organization should reach in a very changeable environment. Focus on results instead of process means that the managers mostly pay attention to lower levels.
4. Separating units in public sector: Large Ministries are divided in order to separate policy maker units from performing units smaller ones.
5. Encouraging more competition in public services: The use of marketing principles can be applied to the public sector as jeans of separating performance and production from competition. This may have the advantage of decreasing costs and improving standards (technology transmission from input to output), competition between various producers in order to decrease costs and improving standards.
6. Emphasizing management methods of private sector: This idea means distancing from moral principles of public toward stretching in employment and awarding, performance evaluation and paying on the basis of qualification which emphasizes inserting successful management tools of private sector into public sector.
7. More emphasis on regulation and saving resources: Decreasing direct costs, increasing personnel discipline, resistance against desires of units, limiting other costs in the level of private sector costs and applying information and relation technology [16, 17].

Hays and Kearney have represented five principles of new public management through studying published cases:

1. Downsizing: Decreasing the size of government
2. Manageability: Applying principles of commercial management in government
3. Decentralization: Approaching decision making to service receivers
4. Removing bureaucracy: Restructuring government with emphasizing conclusion instead of processes
5. Privatization: Guiding good and service production toward outside of public institutions (private companies' production) [18].

It seems that Hays and Kearney's theoretic frameworks of new public management is the most complete framework. On the basis of this framework, this paper is going to focus on its first axis i.e. government downsizing, its meaning, bases, achievements and failures.

## 3. Downsizing

Governments have encountered economic and official problems during past two decades. Unnecessary group employment made public sector massive. On the basis of latest evaluations, at least $1 / 3-1 / 2$ of state owned personnel are working without bringing any profitability [21].

The governments have decided to achieve their constructions and compensating government capacity lose via granting some tenure activities to independent units or via privatization and contracting [22].

## 4. Downsizing concept

Different theories are represented over downsizing. Some theorists emphasize on decreasing human force in downsizing concept [25,26]. On the basis of Casio theory (1993), downsizing is planned omission of occupations or posts which does not consist being fired or existing of personnel through retiring etc. [27].

Chan (1990) defines downsizing as decrease, diminution, omission, simplification of efficacy of government activities or public institutes and its internal plans which consists of consumption resource decrease such as budget and human force [24].

Cameron supposes downsizing as a complex of organizational activities which are formed into a management tool in both public and private sector and its aim is to decreases costs and increase of productivity and reengineering of processes [28, 29]. In this definition, downsizing process has the followings lowing characteristics: it is intentional, leads to a decrease in personnel number (via retirement, officer transmission to non-public sectors), facilitates organization or institute productivity via cost control and finally causes process performance via labor force and less resources.

Kettle declares that downsizing follows a simple aim i.e. downsizing the public sector size and contains a complex of clarified tactics of performing all acceptable political actions in order to decrease the number of organizations, costs and the number of officers. He believes in that downsizing would be carried out through malcontent citizen pressure on government who desire decrease of public costs. Main methods believe in that misappropriation is very
high in public organizations and should be prevented. Therefore, semi-market activities, privatization, reorganizing of public institutes and limitation on the basis of government size are of significant methods [30].

Downsizing is a class of performance which lead to improvement and productivity of organization and decrease of human force cost. They expect some results related to downsizing such as: decrease of per capita costs, less bureaucracy, quick decision making, easier organizational relationships, more innovations and better productivity of organization [31].

There are various downsizing approaches:

## 5. Downsizing approaches

1. Downsizing as Reorientation: Governments or organizations downsizing whose aim is balancing internal environment to external environment should take reorientation approaches. In this approach, the organization tries not only regulate the problems according to the manner of performance but also pay attention to what is demanded in the first step. The aim of reorientation approach is to take an affective, productive and new structure via analyzing and redefinition of mission and the strategic orientation of an organization [31].
2. Downsizing as Convergence: Convergence approach does not refer to any main change in organization, it desires continuous improvement. In this approach, all people participate in downsizing.

Convergence is well performed in minute level of organization such as posts and processes and demands wide participation of people affected by downsizing. The whole organization is aroused in order to take a continuous improvement approach while management tries to cause downsizing aims.

One advantage of downsizing as convergence is that the whole organization participates in permanent improvement therefore an organization of reorientation should follow permanently the experience related to convergence approach.

The aim of reorientation is re-planning of the whole organization, while the aim of convergence approach is strengthening present structure and strategy through permanent effort in order to make a productive organization [31].

When an organization decides to downsize in every approach that it selects, it should utilize suitable strategy or strategies. Appelbaum et al. represented 3 common strategies via studying wide literature related to downsizing:
a. Strategy of decreasing human force: the first selection of downsizing organizations. This is a short term solution with quick effect and includes personnel transition, retirement, redemption, temporary fire and encouraging personnel to leave the organization. Also compulsory or voluntary transitions and firing with or without placement are of other methods utilized in decreasing human force performance. Each method follows a kind of decreasing support strategy. Cameron (1994) believed that this strategy leads to a competency enemia on the whole organization and without considering basic skills and vital human force [26]. Mentzer (1996) proposed that the most effective method of
decreasing number of personnel is to select in an accurate and precise way instead of equal considering of them.
b. Replacing strategy: The aim of this strategy is to decrease work mass instead of reducing personnel and will be performed via gradual omission of duties, hierarchical levels, units and decrease of weekly work hours.
c. Systematized strategy: The main aim of this strategy is that it gives assure in order not to have human force decrease in a continuous and repeated form in the future. Systematized strategy will connect downsizing to simplification of all work contents and organization units such as supplying primary materials, planning process, marketing, production manners and the whole organization. This strategy emphasizes change of current position, culture, detecting suitable time of performance and longterm results.

These 3 strategies are not independent. Cameron believes that it is better for most organization of downsizing to utilize one strategy instead of various options.

Human force decrease is of several advantages among strategies. Some of these advantages are quick shrinkage of organization, drawing colleagues' attentions to undesirable position of organization, economizing in daily performance cost, attention of remaining personnel to changes and coming predictable decreases.

Some negative results are related to this downsizing strategy. When human force decrease strategy is considered, it is not clarified that who will be omitted from organization, which skills will be lost in organization and what will be the result of human force leaving it. Also downsizing strategy represents mis-performance and inefficacy of organization and contains faithfulness and commitment of personnel. Therefore individualism and "I" will rule the organization instead of "organization" and "we". At first, the organization benefit human force decrease in a short term but some theorists such as Bruton Ana et al. (1996) believe in that these benefits will be harmful to organization.

These organizations can follow other options in the framework of human force policies instead of human force decrease. Some of these actions are human force cost, performance facility, stopping new employments, decrease or omission of personnel benefits and shortening of weekly work hours.

When the organizations take re-planning strategy, they will be able to increase their productivity because of simpler structure. This short-term strategy will cause some changes and limitation in some parts of organization and will not have widespread efficacies.

Other scientists refer to downsizing methods especially in public sector which are mostly cost and human force decrease:

1. Human force balance via optional and before appointed retirements, stopping employment, service compensate plans, redemption policies, re-educating personnel in order to facilitate their transmission to private sector etc. [32, 33].
2. Reforming payment policies such as decrease of salary, advantages and limiting their payments [32]. On the whole, new public management and its main axis are spread in various countries and this point of view has become a public affair management. The following section will address this point

## 6. The experience of new public management in Iran

The first streaks of new public management were observed in Iran in the form of reformation of Islamic Republic government as the first bill passed in 1982after Islamic revolution victory. The third bill of constitution emphasizes the necessity of suitable system existence and omitting unnecessary structures in order to reform official system. The investigations show that the government system reformations are carried out in five phases during past two decades:

The first bill in 1982
The second bill in 1983
The third bill in 1993
The fourth bill in 1997
The fifth bill in 1999
On the bases of documents, the first and the second ones were organized in order to perform the parliament passed acts on Islamic Republic Iran's administrational system plan. The third bill was established according to changes of management structure furthermore to the above reasons by employment organization in1989.

It can be concluded that the performance of government in bill 1-3 is ignored so the authority and duty of performing organizations should be ordered on the basis of following process.

The main axis of mentioned bills is deletion of repeated and parallel roles and uniting homogeneous roles into a system and the role of administration while its sovereignty and authority are not mentioned. The law of human force modification in public organizations was planned in 1986.

The methods of above mentioned bills were focused on administration duties on the basis of activity topics of government and the nature of duties was less considered. The first economic, social and cultural development plan of Iran was passed according to facilities, resources and limitations in 1989 and continued till 1993.

Some of this reformation plan's aims in budget and finance are making logical public system and decreasing government expenses through transmitting present duties to the private sector.

The plan of imposing some changes in the structure of ministries and specially planning and budget organization structures were passed in 1993. The bases of mentioned reformations are making homogeneous duties and activities of organizations stronger and preventing any repeated and intermixing duties. Therefore the units of common activities were merged and in the cases which duties could be transmitted to other parts, the units were omitted.

The second plan of economic, social and cultural development of Iran was begun in 1995 and it was predicted to be finished in 1999. The main aims of this plan were: the reformation of observing, performing and judiciary structure, balance in cooperative economic sectors of public and private. The second plan's $7^{\text {th }}$ clause determines 12 clauses whose 4 cases are related to the administrational structure reformation:

1. The administrational order and regulation and omitting parallel systems and imposing observation on the performance of public organizations, companies, banks and municipalities
2. The centralizing, administrational bureaucracy omission, utilizing the most simple performance methods and ceding affairs to the provinces
3. The reformation of administrational and organizational structures in order to give the affairs to private and cooperative sectors and strengthening the province centers
4. Gathering government duties in sovereignty actions in order to strengthen sovereignty activities and decrease of duties as much as possible

The public performance policies of government are defined as following:

1. Decreasing the density of public sector through omitting some structures, merging public ministries, institutions and companies and giving some actions to the private and cooperative sector through demanded regulations and law
2. Privatizing public and under public category companies
3. Giving some public services to municipalities

As the first action of the second plan and in order to reform administrational structural, organizational systems and methods and the management of human force the supreme administrational council composed of president, vice-president, the head of budget and planning organization, some of ministers, the head of employment organization, 2 members of parliament as observers and 3 administrational experts selected by a president are responsible for performing the second plan's policies in the context of administrational system reformation.

According to the results of the first and the second development plans it seemed that the government need one qualified and sufficient administrational system in order to develop plans, revise management affairs, administrational system problems, determining internal pro and cons and the international and internal opportunities and threats. Therefore, the administrational and employment organization gathered the first strategic evolutions plan through a wide study of administrational system conditions, problems, pro and cons. After merging planning and budget and employment organizations into management and planning organization in late of spring 2000, the administrational reformation movement (in the direct of aims and policies of "the $2^{\text {nd }}$ step" at the time of presidency election in 2001 (Khatami's presidency)) changed into a form different from different from the previous ones.

The mentioned reformation movement changed into a lawful formed via gathering the third economic, social and cultural development plan. In most cases this plan is focused on government duties in order to perform reformation in administrational and management system. Its main duties are as following:

1. The decrease of governmental tenure and strength of government sovereignty and observation (articles 1, 2 and 64 of 3 rd plan)
2. Providing people participation, private sector and cooperation in management (article 1, 2 and 64)
3. Downsizing of government in a logical way (article 1 and 64)
4. The decrease of the number of governmental personnel to $5 \%$ through gathering human force plan of public sector (article 3)
5. Revision on the internal structure of ministries, organizations, companies and their subcategories in order to structure cohesion and omission of parallel, similar and repeated duties (article 1)

The council of ministers passed a comprehensive development plan of administrational system in 2000 on the basis of article 1 of 3 rd economic, social and cultural plan of Iran in order to achieve political aims of " 2 nd step" of Khatami presidency.
a. Making a logical size of government and its facilities in order to develop the activities of non-governmental sector through clarifying and separation of sovereignty and tenure affairs on the basis of article 64 of $3^{\text {rd }}$ development plan
b. Revolution in structure of government through investigation and identification of government problems, regulating public systems structure, investigation of performance offices and internal and international companies, representing suitable propositions in order to their resistance, omission, merge, etc.
c. Revolution plan in management systems: investigation of council and decision-making assemblies' duties, organization and reformation of public structures, establishing evaluation systems on performing systems, encouraging qualified managers, etc.
d. Revolution plan in employment systems through investigating and reforming employment regulations, occupation classification in order to match the studied fields to organization demands, strengthening experts, solving the problems of personnel income, etc.
e. Education and improvement plan of public human force through reforming evaluation system of public personnel, increasing motivations, supplying officers' salary, etc.
f. Reforming plan of processes, methods, official technology development through regulating wide reformation plan of all performing systems, gathering suitable software standards of representing public services to public sector, existing order and regulation plan, official space organization and preparation, etc.
g. The improvement plan of respecting people in official system through their priority rights over system and officer profits, widespread plan for respecting customers, etc.

As reviewing the $1^{\text {st }}-3^{\text {rd }}$ development plan in Iran and the government's performance in official reformation; it can be concluded that the $3^{\text {rd }}$ development plan is the first comprehensive plan of official reformation after Islamic revolution which has had significant achievements in some fields.

The significant streak of new public management in Iran is depended on government downsizing which is going to be explained in coming part.

## 7. Downsizing in Iran

A tendency of making public affairs existed in Iran after Islamic revolution victory which spread gradually. The lack of development in previous decades forced the government to take performing and comprehensive actions. Therefore, the number of performing systems increased upto 3 times as much the early revolution and the number of officers was 4 times as much.

| Organization | The number of subcategory institutions and companies | The number of the $2^{\text {nd }}$ and 3rd generations' companies |
| :---: | :---: | :---: |
| Leadership institution | 18 | 1 |
| State expediency council | 5 |  |
| Islamic revolution institutions | 440 | 412 |
| Economic ministry | 247 | 212 |
| Education ministry | 279 | 12 |
| State ministry | 1 |  |
| Intelligence ministry | 1 |  |
| Commercial ministry | 61 | 55 |
| Health and medical ministry | 177 | 110 |
| Agriculture ministry | 100 | 86 |
| Cooperation ministry | 3 | 1 |
| Transportation ministry | 29 | 8 |
| Urbanization ministry | 35 | 35 |
| Power ministry | 162 | 141 |
| Oil ministry | 113 | 103 |
| Science and research ministry | 164 |  |
| culture and Islamic guidance ministry | 24 |  |
| Defense ministry | 29 | 9 |
| IT ministry | 41 | 32 |
| Social affair ministry | 7 | 2 |
| Industry ministry | 344 | 313 |
| Interior ministry | 38 | 3 |
| Judiciary ministry |  |  |
| Presidency organization | 31 | 17 |
| Environmental protection organization | 1 |  |
| Physical education organization | 4 | 1 |
| Atomic energy organization | 6 |  |
| Cultural heritage and tourism organization | 4 | 3 |
| Management and planning organization | 28 | 21 |
| Islamic council parliament | 4 |  |
| Judiciary branch | 8 |  |
| Companies under municipality observation | 9 | 9 |
| The number of independent ministries and institutions | 30 |  |
| Total number | 2443 | 1574 |

Table 1. The number of ministries, institutes, public companies, public institutions and public companies of the $2^{\text {nd }}$ and $3^{\text {rd }}$ generations in 2004

The most important reasons of this action can be:

1. The lack of a clear definition of government role
2. High tendency of political and public managers toward service performing of government
3. The widening of social services because of population growth
4. Urbanism and service (quantity) development
5. Making public schools, hospitals, rehabilitation centers, etc. which were private
6. Changing private banks and insurances into public ones
7. Establishing new public institutions and organizations; the number of public ministries, institutions and companies was 345 in 1996 which is increased to 1130 (upto 4 times). Also, about 2000 companies have been established as second generation.
8. The number of organizational units shows a high digit in comparison to other countries. There are 15348 organizations and offices in national, provincial and urban levels. There are 20 ministries, 21 ministers and 17 performance units under the direct observation of president.
9. The increase of public personnel in comparison to private one is another index of government wide size. The public personnel ratio to the whole personnel was $19 \%$ in 1965 which has increased to $33.7 \%$ in 2001.
10. The conditions of employing as manager has been facilitated and the percentage of management post taking has increased upto $60 \%$.
11. The wrong interpretation of constitution which leads to the increase of public tenure.
12. The culture of parliament responses and members in order to receive more resources and public tenures and starting new constructive projects in related geographical region by government.
13. The lack of reliance in qualification and efficiency of private sector

The complexity of these ideas and actions led to a tinge role of non-public in authority which became worse through the lack of competition. In most of the developed countries, the logical size of government and people participation in taking authority actions were the main part of official reformation plans. Therefore, the authority of government in sovereignty is limited but the main authorities in Iran and other developing countries are the roles and responsible of government because of inefficient management power of nonpublic sector. Some of downsizing policies such as privatization and granting public companies can be seen in the $1^{\text {st }}$ and $2^{\text {nd }}$ plans. The aims and policies of the $2^{\text {nd }}$ plan are based on economic freedom and privatization. The basic shifts occurred in declared strategies but the public tenure and authorities were not followed. A cohesion planning is made in the $3^{\text {rd }}$ plan whose main regulations are:

1. Granting performing systems to non-public sector
2. Merging public ministries and institutions (article 2 of the $3^{\text {rd }}$ plan)
3. Limiting taking the public services (article 3)
4. Granting public companies management and shares to private and cooperative sectors (article 9)
5. The manner of granting public credits to various activities (article 64)
6. Gathering laws related to a part of public financial regulations and predicting a 4 -year chance in order to perform it
7. The article 192 is related to the decrease of health and care ministry and article 152 emphasizes the activities of physical education organization

## 8. Government downsizing strategies in Iran

According to the $3^{\text {rd }}$ plan and policies of political system, these strategies include:

1. Privatization strategy of public companies on the bases of:

- Preventing new capitalization in public companies
- Making logical privatization of companies in order to finish it till to the end of 5-year $4^{\text {th }}$ plan
- Preparing capitalization development context, omitting public monopolies, free and useful competition, supporting capitalism and creativity, reforming work regulation and laws and eliminating export obstacles
- Controlling public systems' activities and granting some social, cultural, service and production tenures through:
- Article 192 over decrease of health and cure ministry
- Article 152 over decrease of physical education organization
- Performing the laws of article 88 of regulating financial activities in order to buy services of non0public sector instead of government's service production and cooperation of nonpublic sector and granting management to this sector
- Granting some of public system activities to municipals
- Supporting non-public sector for developing cooperation in social, economic and cultural activities

2. Reengineering government structure via omitting or merging performance parallel, unnecessary or similar systems in order to reform processes, utilizing information technology and omitting extra organizational levels and posts
3. The number of officers should decrease upto $1.5 \%$ ( $2 / 3$ of present number)

It was predicted that the annual GDP in performance plan regulation of mentioned policies will decrease $2 \%$ to reach $30 \%$ but, it could not be achieved. Also, it was expected these policies do not encounter quality and quantity of public services, the force decreases not to be imposed equally in all sectors, its tendency to be in the direct of economic and social activities and above policies not to lead to joblessness and to be achieved by controlling services and human forces.

The first strategy: Granting public companies: The privatization and share granting of public companies were considered for the first time in the $1^{\text {st }}$ economic, social and cultural development plan and the demanded actions in order to identify the grantable companies were taken in 1990. This policy was followed during the $2^{\text {nd }}$ plan too. The granting committee composed of a president, the head of central bank, economic and asset minister, the head of budget and plan organization (former) and the related organization and ministry boss started granting public companies. This committee decided to grant 538 and omission or merging of 48 companies but no affective action is taken for achieving this aims.

Some reasons of not achieving predicted results in the $1^{\text {st }}$ and $2^{\text {nd }}$ plans are:

1. The lack of management and observation organizations over granting plan
2. The lack of attention toward the expectations of public companies' buyers, focusing on its supply via identifying grantable companies, grant kind and pricing
3. Transmitting shares or activities from an organization to another public organization instead of transmitting it to a private organization
4. Unclearness or unsuitability of country's economic policies and lack of suitable context of privatization and granting to non-public sector
5. The lack of sufficient past information over grantable companies' activities which show the ability of company in the mentioned activities
6. Some problems of public regulation and orders

The granting of public companies' shares started in 2001 in the frame of the 3rd plan. Therefore, the gathering of demanded information over profitable and detrimental was possible via reforming public companies changeable budgets since 2002.

Some changes occurred along the $3^{\text {rd }}$ development plan which is of 3 main reasons:

1. The position of public companies in share granting and privatization process which leads to the decrease of public companies especially profitable ones.
2. Reactivity of companies which were inactive during the performance years of plan and have not been omitted by the ministry.
3. The change of country divisions and forming new provinces which lead to new companies in these provinces.

These changes of public companies, banks and profit-making institutions which were 500 companies in 2000, reached 507 companies in 2001 through existing 43 companies. The composition of profitable and detrimental companies has been 97 and 410 respectively, which shows the increase of detrimental companies.

| Company separation |  | 2000 | 2001 | 2002 | 2003 | 2004 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| The $1^{\text {st }}$ and $2^{\text {nd }}$ generation | $1^{\text {st }}$ generation | 174 | 170 | 167 | 170 | 96 |
|  | $2^{\text {nd }}$ generation | 376 | 337 | 343 | 348 | 437 |
| Benefit and loss | Benefit | 457 | 410 | 401 | 408 | 414 |
|  | loss | 93 | 97 | 104 | 110 | 119 |
| Total number of companies |  | 550 | 507 | 518 | 518 | 533 |

Table 2. The number of public companies along the $3^{\text {rd }}$ development plan (2000-2004) on the basis of profit and loss with a separation of $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ etc. generations

The number of public companies increased to more than 510 companies in 2002. This process continued in 2003-2004 and reached 533 companies despite government policies for decreasing the number of companies.

On the basis of planning and management organization reports, the number of detrimental companies has increased from 110 to 11 in 2003-2004.

| Granting year | The number of public companies for granting |
| :---: | :---: |
| 2001 | 395 |
| 2002 | 126 |
| 2003 | 108 |
| 2004 | 7 |
| total | 636 |

Table 3. The number of companies for granting (2000-2004)

The second strategy: Controlling public systems activity development and granting some of social, cultural, service and production tenures: Furthermore article 88 of regulation laws, other regulation and orders are predicted for granting organizations and ministries activities in order to control their activities and financial tenures.

## 9. Health and medical education ministry

a. Total number of health centers increased from 7089 in 2000 to 7633 in 2004. The ratio of public centers decreased from $80.05 \%$ to $77.78 \%$ and the private ones increased from $6.38 \%$ to $8.91 \%$ and the ratio of other centers was decreased from $13.57 \%$ to $13.31 \%$ [57].
b. There were 112590 beds that public beds decreased from $69.78 \%$ to $69.67 \%$.
c. Total number of medical laboratories increase from 3701 units (2001) to 4126 units (2004). The public ratio decreased from $50.61 \%$ to $48.18 \%$, private ratio increased from $36.61 \%$ to $38.88 \%$ and other groups increased about $12.49 \%$.
d. Total number of rehabilitation centers increased from 1679 units (2001) to 2125 units (2004). The public ratio was decreased from $13.40 \%$ to $12.47 \%$, private ratio increased from $56.76 \%$ to $63.31 \%$ and other groups decreased from $29.84 \%$ to $25.22 \%$.
e. Total number of drugstores increased from 5918 units (2001) to 6380 units (2004). The public ratio decreased from $5.88 \%$ to $5.41 \%$ and private ratio increased from $90.57 \%$ to $91.27 \%$.

Despite above mentioned affairs and policies related to non-development of public sector, 13 hospitals were added to public sector 2000-2004 [58].

## 10. Welfare organization

On the basis of state economic regulations, welfare organization is obliged to activate in taking care of the handicapped, rehabilitation centers and kindergartens. The results of performance related to this organization concord to the reports from management and planning organization:
a. More activity of non-public sector in the framework of representing services to handicapped people in 2000. This index was $60 \%$ which increased to $75 \%$ in 2004 (an increase of $15 \%$ ).
b. The ratio of groups related to social welfare services in non-public sector was $30 \%$ in 2000 which increased to $71 \%$ in 2004 [57].

## 11. Physical education organization

On the basis of article 155 of the 3 rd plan, 7 exercising place and 1200 granted units that equaled 20 million dollars in the form of incomes were added to public fund. The government had an economy of 5 million dollars in 2004.
Other performance is giving certification to 3257 gyms along the $3^{\text {rd }}$ plan which is of predicated affairs in the context of representing demanded facilities in order to making the private sector more activate [57].

## 12. Education ministry

The number of non-public students is increased from 853000 in 2000 to 940000 in 2004 (a growth rate of $2.4 \%$ ).

The non-public ratio in informal technical educations was increased from $38.3 \%$ in 2000 to $52 \%$ in 2004 (a growth rate of $8 \%$ ) [57].

## 13. Job and social affair ministry

The main affairs of this context were performed in 2 ways: decrease of public activities and more activity of non-public sector:

- Granting 50 educational and technical educational centers
- Issuing certificate 54 of internal private placement
- Issuing certificate 30 of international private placement [49]


## 14. Agricultural ministry

Some affairs are carrying out following activities with participation of public sector in order to decrease ministerial tenures:

Protecting national resource, vaccinating, artificial insemination, observing livestock productions, education, distributing chemical fertilizers, irrigational performance, transplanting and their granting, compiling technical criteria of agriculture and livestock sector and granting exercise and health centers depended to ministry.

## 15. Transportation ministry

Participating in non-public sector in representing services of keeping roads, supplying road safeties, road repairs and etc.

Also ministries of communication and IT, culture and Islamic guidance and defense have granted some parts of their activities to non-public sector [59].
The third strategy: Reengineering governmental structures through omitting or merging parallel, unnecessary or similar performing systems: The evolution of official system and lack of government structure development was done with emphasizing a logical downsizing of government size along the $2^{\text {nd }}$ plan. The supreme official council of country as a policy maker organization took actions in order to reform these structures by passing demanded acts (omission, merging or granting internal or abroad organizations and officers). Some of these reformations since 2003 are:

- Merging agricultural ministry and agriculture ministry, industry ministry and mine and metal ministry and the merge of planning and budget organization to employment organization in 2002
- The merge of merchant company to developing merchant service organization and the mission of cereal and rural-urban cooperation organization in 2003
- The merging of all education centers of agriculture research organization, public management education center and the supreme institution of research and development planning, national documents and national library, the omission of Iran carpet company and transforming its duties to merchant ministry, the establishment of Iran trade development organization, the merge of good supply and distribution center, the center of export development and the office of abroad merchant, the omission of road safety
company and all the sub-companies of transportation ministry which are abroad and the division of finance and economy ministry and taxation organization in 2004.
- The necessary actions related to these affairs were taken in 2004 according to the acts of 2003. The most important of which are:

The assembling of all duties of the martyr, magnanimous and devotee in the office of Islamic revolution martyr affairs, 9 cases of omitting agriculture ministry's abroad offices, the merge of cultural heritage and tourism organizations into cultural heritage and tourism organization, the merge of scientific applied educational institution of Iran industries into mine and industries university, the merge of international law service offices of presidency, the merge of international center of civilization negotiation in foreign ministry, the merge of Islamic medical research center, the national center of medical science and technologies of health and medical educational research assistance, the merge of research centers depended on education ministry, the merge of education planning and innovations in education research and planning organization, the omission of agricultural machinery development company and a decrease in the number of abroad news agencies.

The fourth strategy: Decreasing the number of public offices up to $2 / 3$ of present number (0.5\% annually):

The mentioned strategy was taken into action by public organizations in order to decrease costs and optimizing human force composition. Therefore, the whole number of public officers should be decreased $0.5 \%$ till the end of the 3rd pln.

The statistics of Iran management and planning show that the number of public human force has increased about $3.26 \%$ along the first 2-year of the 3 rd development plan however a decrease of $2 \%$ was predicted for the 3 rd plan. Graph. 1 represents a descending process related to the number of officers in contrast to 2002 which has decreased to $2.89 \%$ in 2003.

Investigations show that some ministries have decreased the number of their officers and some others have increased them along the 3rd plan. Some ministries and organizations such asmerchant, power, urbanization, agriculture, Islamic culture and guidance, foreign, transportation, oil, cooperation, health cares and presidency ministries have decreased their officers number more than $4 \%$ along the $1^{\text {st }} 4$-year of plan. Other ministries have had increased the number of officers.

## 16. Conclusion

The political system of Iran is a unique kind of systems which should take native theoretical official reformations. New public management is one of the main strategies of official evolution. This strategy considers the separation of politic form office and replacing management sovereignty instead of office as its achievement demand. The serious approach of politic to offices has made the public management very problematic. This difficulty has caused much more failures of official reformations in Iran. Also this approach has affected the downsizing which is minor strategy of new public management. The second point is unclearness of official theory over country. Is the official theory especially for this system or is it a composition of capitalism and socialism? Therefore, there is always a kind of suspicion toward the increase or decrease of government role in society. This action has caused a less affective official system movement over downsizing of governments' changes.

The government increases the budget of public companies coinciding with downsizing and the other government does the downsizing just in order to representing an achievement political symbol of its government. Various analyses show a complex of conclusions i.e. in some cases the downsizing plan is performed on the basis of regulations and in some others, the public officers has decreased and much more officers have been employed. It seems that the clearness of economy theory can affect the official reformations of country. Also the public management professionalization can show the downsizing necessary or unnecessary.

The downsizing decision is taken through decrease of public costs and establishing strong and productivegovernment in Iran. The performance of Islamic Republic of Iran can be taken into consideration in the form 4 strategies. Firstly, the number of public detrimental companies is increasingdespite granting some of companies and the continuous of 8 processes. Some reasons of the failure of government in granting public companies can be: transferring public companies' shares or activities from a public company to another public one instead of a private or non-governmental company, the lack of suitable context for privatization and granting to non-public sector, the contradiction of granting conditions of public companies in the $3^{\text {rd }}$ plan in contrast to public policies over the decrease of public tenures, policies and methods. Secondly, the granting of public services and activities in the form of article 192 of health affairs, article 152 of physical education decrease and article 88 of regulating public financial laws have predicted following activities and services in some ministries and organizations: the education ministry, transportation ministry, agriculture ministry, social affairs and job ministry, health ministry, post ministry, urbanization ministry, welfare organizations, tourism, technical education, document establishment and physical education.

The investigation of government performance shows that activities granting has not been performed in some ministries and organizations of health, social affairs, transportation, agriculture, education, physical education and welfare. Some of this action's reasons can be: the lack of managers' tendencies in granting activities in order to power resistance, disharmony of policies and decisions of legislative and executive branch over granting activities and the lack of powerful non-governmental sector. There needs to have affective non-governmental sectors' activities in order to strengthen government sovereignty and decrease of public actions.

Thirdly, the $3^{\text {rd }}$ plan has increasingly emphasized the composition of government structure and decrease of human force which has caused the merge, omission or gathering of ministries and their internal or abroad offices. These affairs haveonly decreased the number of ministries and their offices and have not affected the costs or productivity of government. The ascending number of employing human forces is in continuous and the aim of balancing $5 \%$ of this force has not been achieved.

It can be concluded that the main part of public resources is consuming in personnel cost sector (the size of government, public costs and the number of public personnel). Therefore, the role of government should be investigated, public costs should be controlled seriously, and some activities of low productivity and high energy consuming should be identified and revised. In that case the government can represent optimized services in the coming years.

The government should be able to resist its power and capacity along downsizing. The downsizing should be performed without any significant harm in welfare affairs. This
should be taken into action on the basis of exact investigations over public organizations' capacity (human force and other resources).

Another challenge of downsizing is lack of sufficient information over human force productivity in public sector. The problem of brain drain causes significant disorders in this sector and demands productive human force employment in the service representation.
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## 1. Introduction

Liquidity constitutes a crucial link between the financial system and the real economy. Schumpeter (1911) argues that credit gives entrepreneurs the additional purchasing power required to realize innovations, which contribute to qualitative improvement of the economic process. In other words, bankers inject the liquidity required for innovation. However, following Austrian business cycle theory (see e.g. Mises, [1912] 1924, 1928; Hayek, 1929, 1931, Huerta de Soto, 2006), credit creation may cause economic cycles by creating an artificial boom that leads to a bust, that is harmful injections of liquidity cause business cycles.

In his formalization of Austrian business cycle theory within a capital-based macroeconomic model, Garrison (2001) finds that credit expansion yields unsustainable growth because it makes the market rate of interest lower than the natural rate of interest, which reflects consumers' intertemporal preferences. Huerta de Soto (2006) argues that credit creation unbacked by real saving gives malinvestment that distorts the production structure because the latter no longer corresponds to what consumers voluntarily would maintain.

This paper combines these two perspectives and argues that liquidity of enterprises in the real economy provided through credit creation by the financial system ex ante must be absorbed by innovation desired by consumers ex post. Hence, sustainable growth requires that the financial system, through a trial-and-error process, finds the correct liquidity which meets the financing needs of innovation desired by consumers.

What do we mean by liquidity? According to Yeager (1968), there are two concepts of liquidity; one is the amount of the medium of exchange and the other the total purchasing power of firms and individuals available from their asset holding and borrowing possibilities. He argues that the actual medium of exchange constrains the total purchasing power of firms and individuals, because attempts to sell liquid assets or borrow would
mean declining prices of financial assets, higher interest rates, and tighter credit rationing. Following Gurley and Shaw (1955), Yeager stresses that asset preferences limit the expansion of near moneys if money supply is constant.

Similarly, Hicks ([1967] 1979) stresses that John Maynard Keynes used two different concepts of liquidity; one is money in the General Theory and the other is the relative concept of more or less liquid assets in the Treatise; the former Hicks calls fully liquid and the latter more or less liquid. He argues that, like real assets, financial assets may be categorized as running, reserve, or investment assets; money and trade credit are running assets, some level of liquidity is necessary - at least more or less liquid - for reserve assets, which represents the precautionary demand for money, while industrial assets may be interestbearing and possibly illiquid. Hicks argues that banks put strains on their reserve assets by giving credit, which can be contracted, thus forcing industrial clients to draw money from their running assets, while the monetary authorities may increase liquidity of banks by purchasing securities. In Hicks's (1977) view of the credit economy, representing Keynes's non-competitive banking system, the financial system consists of a monopolistic core and competitive mantle, while the rest of the economy is called industry, whose real investments require the core to increase its liability money.
Consequently, the amount of the medium of exchange constrains liquidity, since increased real investments when money supply is constant require that liquidity is reduced, either in the mantle, in case of borrowing, or in industry, in case of drawing on reserves. However, Greenfield and Yeager (1983) propose the BFH system, which lacks base money and separates the unit of account, defined by the government as a comprehensive commodity bundle, from privately issued media of exchange subject to competition. In such a system of monetary separation, the amount of the media of exchange is demand-driven, because there is no base money impeding them, while payments will be made by transfer of ownership shares in BFH funds, mutual fund banks, a blend of banks and mutual funds. The financing requirements of the real economy determine the amount of the media of exchange and thereby the liquidity. Liquidity as the required purchasing power of agents in the real economy, in terms of more or less liquid assets, would determine liquidity as the amount of media of exchange, the fully liquid assets.

While the BFH system represents what Cowen and Kroszner (1987) call a complete functional separation of unit of account from medium of exchange, in pre-modern times, there has been at least a partial separation in Europe from Charlemagne to the French Revolution (see Einaudi, 1936; Einzig, 1966), implying a distinction between imaginary money - the measure of value, the unit of account - and real money - medium of exchange, various metal coins. This paper analyzes monetary mutations of debasement and enhancement and the liquidity of political and market enterprises, considering medieval French monetary mutations from the perspective of new monetary economics. A theoretical interpretation by means of new monetary economics of medieval French monetary mutations will be made, using the literature on this historical phenomenon.

## 2. Monetary separation and liquidity: An evolutionary perspective

By liquidity this paper means the liquidity of political and market enterprises, which may be studied by means of fiscal sociology. According to Wagner (2007), the real economy consists
of political and market enterprises that operate in the state and the market, which are two arenas of interaction, constituting the public squares and the market squares of society that are linked together by the economy-wide network of political and market enterprises. He considers both the state and the market as emergent orders with their own set of enterprises, connected through links between market enterprises and political enterprises. In his view, taxation provides the equity of political enterprises in the state, while fiscal phenomena emerge through human interaction, like market phenomena, thus implying that the state budget is an outcome of an evolutionary process. In that process, parliamentary assemblies are intermediaries connecting taxpayers with political entrepreneurs.

However, as Wagner argues, taxpayers, who sponsor a political enterprise, may leverage their own capital with capital provided by other taxpayers, who are forced investors. Accordingly, societies have different kinds of networks of political and market enterprises, which all need sufficient liquidity to conduct their real investments and deal with uncertainty. Both political and market enterprises look for additional purchasing power to fund their investments.

Monetary separation may influence the liquidity of political and market enterprises, as Greenfield and Yeager's (1983) proposed BFH system illustrates. In the BFH system, monetary separation means a functional separation between a physically defined unit of account and privately issued media of exchange; the unit of account being defined by the government as a nearly comprehensive commodity bundle and the privately issued media of exchange being subject to competition.

In the BFH system, the amount of the media of exchange is demand-driven, because there is no base money impeding them. As Yeager (2001) argues, money is an instrument of financial intermediation and the quantity of money changes with the demand for media of exchange in an economy without base money, using the BFH system. Consequently, with monetary separation the liquid assets of political and market enterprises giving them sufficient purchasing power determine the amount of the media of exchange.

Monetary separation of the medium of exchange from the unit of account with non-tangible means of payment is the basic feature of new monetary economics (Cesarano, 1995), to which the BFH system belongs. Cowen and Kroszner (1994) modifies the BFH system to develop an evolutionary account why traditional monetary functions, medium of account and medium of exchange can be separate assets rather than a single asset, money. They compare the viability of the laissez-faire BFH system with other commodity bundle media of account systems: directly convertible media with a limited bundle and a governmental compensated dollar. Cowen and Kroszner define five functions of money:
i. Store of value: a durable asset or commodity, which serves as an intertemporal abode of purchasing power;
ii. Medium of exchange: an asset or commodity which is held for purposes of indirect exchange and can be transferred to make purchases and retire debts;
iii. Medium of settlement: an asset or commodity which is delivered to extinguish the legal claims that the payee has upon the payer;
iv. Medium of account: a standard in which prices and debts are quoted;
v. Unit of account: a specific quantity of the medium of account.

In the BFH system, the nearly comprehensive commodity bundle is the medium of account, in which the unit of account is physically defined. The medium of settlement is the redemption medium of Yeager and Greenfield's (1989) indirect convertibility, according to which banknotes and deposits would be redeemable in some redemption medium, say gold. In the BFH system, indirect convertibility pegs the price level, since it requires banks to redeem media of exchange of other banks with an amount of gold, or some other redemption medium, giving arbitrage that reverses any deviation of the price of the bundle from its defined price (Woolsey, 1992). Media of exchange are redeemed in some redemption medium, some commodity or security, in amounts equal to the medium of account of the commodity bundle defining the unit of account (Woolsey \& Yeager, 1994). In other words, $x$ units of a medium of exchange are redeemed indirectly in the quantity of some redemption medium having the same current market value as $x$ commodity bundles, defining the unit of account (Yeager, 2001).

While Greenfield and Yeager try to design a system with monetary separation, Cowen and Kroszner take an explicit evolutionary approach, combining Menger's (1892a,b) theory of the evolution of money, in which money evolves to overcome the inconvenience of barter with Wallace's (1983) legal restrictions theory, according to which without any legal restrictions interest-bearing securities would be preferred to money. While Menger argues that media of exchange evolve to overcome the inconvenience of barter, Cowen and Krozner (1994) argue that the development of media of account is historically and logically prior to the development of media of exchange. They examine how financial innovation separate media of account from media of exchange and settlement in historical, current, and hypothetical future economies, stressing that change come about as technological and institutional constraints change, while regarding the net return on media of exchange and settlement as a driving force behind their evolution. Considering legal restrictions, the Act of 1765 raised the impediments to interest-bearing notes in Scotland, as a consequence of the prohibition of the option clause, which gave interest to banknote holders during the postponement of redemption (Cowen and Kroszner, 1989).

According to Cowen and Kroszner (1994), increases in asset liquidity, financial innovation, and new transaction technologies decrease the importance of fixed nominal value demand deposits, and liquid securitized assets traded directly through mutual funds bypass traditional banks, while competition in financial markets brings about multiple media of account, exchange, and settlement. In particular, they stress that multiple media of account have been common throughout history. Their story of the evolution of media of account and exchange take place in the following stages:

1. Barter with media of account: Media of account to facilitate trade as language that communicates price information
2. Credit transactions as a substitute for the use of medium of exchange: Intertemporal barter
3. Separate media of exchange easy to store, divide and carry: Generally accepted exchange media arise as the most salable or liquid of assets
4. Unification of medium of account and medium of exchange in a single asset or commodity: media of exchange produced in homogeneous units and more liquid, eventually becoming a commonly understood value
5. New exchange media evolve: monetary evolution continues; assets with superior pecuniary returns displacing extant exchange media assets

They put the Mengerian story, where marketable intermediary commodities to overcome the double coincidence of wants evolve and generally acceptable media of exchange arise as the most salable or liquid of assets through a market process, at the third and fourth stages. They argue that media of account evolve before media of exchange and that these two functions are eventually united in a single commodity or asset, as liquidity plays an increasing role in the choice of medium of account. The reason for liquidity being so important, they point out, is that the medium of exchange comes to represent a commonly understood value by being more liquid than the medium of account, but they also stress that the development of homogeneous units for media of exchange is a relatively recent historical development.

Nevertheless, they have a process orientation and regard monetary evolution as continuous, so new media of exchange will evolve, as the economy-wide adaptation of media of account and exchange leads to trading posts - spot and futures markets - for assets that bear pecuniary returns that begin to displace extant media of exchange, involving a preference for assets in form of electronic or bookkeeping entries rather than physical form. This is the introduction of intangible money that Cesarano (1998) considers as a key institutional change in the $21^{\text {st }}$ century.

According to Cowen and Kroszner (1994), technological progress increases the pecuniary benefits of using claims to productive assets as media of exchange and settlement and may eventually exceed the cost of separating the media of account from the media of exchange and of settlement, and the technologies that support monetary separation also lower the costs of multiple exchange media. Exchange would be based upon a medium of account value. However, multiple media of exchange and settlement would not be enough. Cowen and Kroszner point out that multiple media of account prevail in the early and the later stages of financial evolution, in advanced stages due to heterogeneous traders in terms of endowments and desired portfolio position. The media of account have a communicative function.

Yeager (1998) views money as a record-keeping device, a mechanism to facilitate trade, stressing that money prices convey information that gives coordination. This would be the medium of account function of money, but also the medium of exchange function has informational aspects. According to Cesarano (1999), the Mengerian selection process for commodities with the highest "salability" was guided by the search for informationally more efficient ways of settling transactions. Yeager (2000) argues that money is an example of institutional evolution from a commodity to a clearing device. Money becoming a clearing device opens up for monetary separation again. Dembinski and Perritaz' (2000) regard the weakening of money as a thing and increasing complexity of institutional arrangements as a break-up of money.

From a Searlean perspective, money prices possess language-like symbolism (Horwitz, 2007; Marmefelt, 2009). As Searle (1999) argues, all institutions but language require language or language-like symbolism. Searle's description of the symbolizing role of language as the foundation of the social universe is quite analogous to the symbolizing role played by money prices in the economic universe, and money prices communicate contextual and tacit knowledge, which is beyond the capacity of language (Horwitz, 2007). Market prices
possess a language-like symbolizing function, but language is required to establish a shared meaning of money, property, exchange, and price, in order to give market prices that function (Marmefelt, 2009).

Stressing money's role as record-keeping device facilitating the clearing of multilateral exchanges, Yeager (1998) regards the unit of account as vocabulary, grammar, and idioms, while the media of exchange constitute particular documents and speech recordings. The latter may become electronic. Cowen and Kroszner (1994) points out that assets with superior pecuniary returns begins to displace the extant medium of exchange and market participants will prefer assets in the form of electronic or bookkeeping entries, while liquidity increases. However, they also point out that both the early and the late stages of financial evolution involve considerable multiplicity among the media of account. Hence, these are characterized by multiple vocabularies, grammars, and idioms and selection among them.

For communication it is essential that they remain clear, which requires a stable unit of account. Unless price signals are clear, communication by means of prices becomes less efficient and investments more inconsistent, thus forcing the financial system to constrain liquidity. In the BFH system that Greenfield and Yeager (1983) propose, a physically defined unit of account, as the total market value of definite quantities of specific commodities, is separated from the media of exchange subject to competition, and since the unit of account has its general purchasing power fixed by definition, it is a stable unit for pricing, invoicing, accounting, economic calculation, borrowing and lending, and writing contracts. However, it is based upon weights that represent the worth of the commodities at the time of definition. The commodity bundle is nearly comprehensive, including most commodities (Woolsey \& Yeager, 1994), thus giving stability for some time period, but as the economy evolves over time, the worth of the commodities in the commodity bundle may shift, both in absolute and relative terms.

A physically defined unit of account in terms of a bundle of commodities cannot maintain itself in the long run. Some commodities may become obsolete for industrial use and new may enter, while innovation will increase the services obtained from physical quantities of various commodities. For example, the refrigerator and the freezer decreased the worth of salt in food conservation, and more fuel efficient car engines decreased the quantity of crude oil required to drive a certain distance.

The economic value in terms of services we may obtain from the various commodities to be included in the bundle defining the unit of account is what really matters, not their physical quantities. Among classical economists, Steuart (1810) argues that the money of account is the ideal scale of equal parts that performs to, with regard to value what degrees do to angles, and when it becomes realized in gold and silver, it becomes the price and the measure of value, because only the money of account constantly preserves an equal value, the only permanent and equal scale. As examples he mentions the florin banco of the Bank of Amsterdam and the macoutes on the coast of Angola. The first he calls "an invention, of men instructed in the arts of commerce" that provides a standard on which the prices of all things are regulated, while precious metals, with their intrinsic value, vary with regard to this standard. He points out that bank money is unaffected by
alterations in weight, fineness, and denomination of coins, while the macoute, which is divided in ten pieces, operates where there is no real money, but is used to estimate worth of things. According to Steuart, the money of account cannot be fixed to any material substance. This means that the use of a bundle of commodities, defined by weight, is problematic.

Meulen (1934) clarifies the importance of an invariable unit of value, referring to Steuart's money as arbitrary scale of equal parts, invented for measuring the value of things vendible and not fixable in perpetuity to any commodity. He also criticizes John Stuart Mill for describing the macoute, but failing to see that it constitutes an invariable unit. Meulen's historical examples of invariable units include:
i. the bank-notes in England during the Bank Restriction Act (1797-1819), where drainage of gold made commodities offered in bank-note prices only;
ii. the Assignats in France, which were a medium to pay government debt rather than a true credit medium, but still managed to function as unit of price before the real depreciation of the paper franc; and
iii. standardized paper as price unit in both the United States during the Civil War and in Russia with the practically inconvertible rouble notes.

Considering gold as unit of value, Meulen argues that a commodity unit of value has disadvantages, that a valuable metal used to measure value is a yard-stick made of guttapercha, and that stability in the unit of value requires that one fixes upon and standardizes the worth of some particular commodity at some particular time, stressing that value represents worth, not weight. He lets the banknote become the invariable unit of price, while the price of gold fluctuates with supply and demand. His reform is inspired by the French banquier system, a bill of exchange system where sellers draw drafts on their customers and their bankers discount these drafts for them that existed in France for some time and later in Belgium, Switzerland, Germany, and Austria. For commodity money systems, Sargent and Velde (2002) make a related distinction between coins exchanging by weight and coins exchanging by tale, and they point out that fiat money implies exchanges by tale. We may say that worth is reflected in tale.

However, also a banknote system may be problematic for the invariability of value. Wicksell ([1906] 1966) provides an example from $18^{\text {th }}$ century Sweden, the inconvertible notes issued by Sveriges Riksbank from 1745 that were too abundantly issued, especially during the Pomeranian War, causing the notes to depreciate relative to silver, which eventually led to the appreciation of the specieriksdaler - Sweden's international coin with virtually invariable weight and metal content - and the riksdaler Hamburger banco, ${ }^{1}$ used for most bills of exchange, relative to the bank notes in daler or mark. Consequently, the increase of liquid assets of political enterprises could be detrimental to the invariability of value of a banknote system. The determination of an adequate level of liquidity in a credit economy is therefore of great importance.

[^13]
## 3. Liquidity in the credit economy

Cesarano (1999) refers to Wicksell's ([1906] 1966)pure credit economy as a main contribution to the understanding of a payment system devoid of currency, pointing to the accounting system of exchange possibly evolving today. The pure credit economy may be the direction to which the advanced economies today evolve. Information and communication technology plays an important role. Cesarano (2008) explicitly says that it moves actual economies towards a Wicksellian credit economy by making tangible money obsolete, while Dembinski and Perritaz (2000) argue that it drives a break-up of money, meaning that more specialized instruments and institutional arrangements take over the traditional functions of money. Hence, information and communication technology contributes to the evolution of an economy based upon intangible money that provides liquidity.

Based on Keynes, Hicks (1977) develops a credit economy model with a banking core, a financial mantle, and an outer industry as three concentric sectors, and he shows that an increase in real investment with constant money supply reduces liquidity somewhere, either in industry itself, if drawing on its reserves, or in the financial mantle, if borrowing. As Leijonhufvud (1984) argues, Hicks' credit economy model implies that bank financing of investment, which increases productivity, gives an endogenous increase in the money supply. Monetary separation may be helpful in this respect.

In Greenfield and Yeager's (1983) proposed BFH system, where monetary separation is complete, the amount of the media of exchange is demand-driven, because there is no base money impeding them, since mutual fund banks simply adjust fund shares depending on the portfolio selection of market participants between money and bonds. Provision of cheap credit to overcome under-consumption is the solution Meulen (1934) provides, arguing for the adequacy of the Scottish option clause, involving deferred redemption with interest being paid during the time the payment was deferred.

According to Meulen, credit is necessary in any advanced system of division of labor and legal restrictions cause capital to go only where the demand is extremely keen, and the combination of a limited exchange medium volume and high dividends to shareholders lead to an accumulation of the medium of exchange in the hands of the financial class not performing due labor. Having the gold standard as frame of reference, he continues that the banker, whom he calls the professional judge of commercial integrity and ability, is precluded from making long-term loans due the danger of being forced to redeem media of exchange into gold, forcing employers to turn to the unprofessional public. He mentions several disadvantages:
i. Employers obliged to submit themselves to a board of directors
ii. The banker as professional judge of commercial worth more likely to encourage true ability than the untrained public
iii. Fraudulent company promotion due to the limited liability company, an irresponsible organism without personal responsibility
iv. Credit extended at a fixed rate by a banker, in contrast to shareholders who provide equity on condition of sharing increased profits proportionally

This is the opposite of the more recent idea of capital markets as markets for corporate control. Not only does Meulen strongly advocate a credit economy rather than a loanable funds economy, but in his credit economy, the credit system will make sufficient injections of credit to monetize the powers of workers, thus preventing over-production. Meulen's
ideal system of credit uses credit tokens, which are confidence-based, thus ruling out the need for redemption into gold; being issued by a reliable person who would redeem debt in due time is all a banknote requires. In other words, the media of exchange, the credit tokens, will be demand-driven to achieve full employment. The establishment of such a system implies that the economy moves from assignment of function in virtue of physical structure to pure status, like Searle (1999) characterizes the move from commodity money to fiat money. The media of exchange of credit economies have a pure status function and lack a function in virtue of physical structure.

Wicksell ([1906] 1966) argues that credit is a remedy to scarcity of money and explains how bills of exchange increase virtual velocity, before turning to the development of banking with certificates of deposit and banknotes, and the rise of the modern bank when deposit and giro banks started lending out deposits. In his pure credit system, credit is substituted for gold and the value of money is separated from gold. His essential issue is the exchange value of money and he considers an index based on the product of commodity price and quantity, but he rejects the possibility of such an index having an invariable value, because commodities mean different things to different individuals. An inconvertible paper coin would, according to Wicksell, imply the replacement of gold by credit media, and he stresses that the unit of value should be independent of material things. Hence, Wicksell's analysis implies an abstract medium of account, like Meulen's analysis. With the development of intangible money, Wicksell's paper coin may, in turn, be replaced by an intangible coin. However, liquidity is not limited to coins and banknotes.

Gurley and Shaw (1960) show that non-monetary indirect financial assets contribute to liquidity. They classify financial markets into submarkets for:

1. primary securities: bonds, equities, mortgages, and consumer debt;
2. indirect securities: (i) money: means of payment; (ii) non-monetary indirect securities: time and savings deposits, savings and loan shares

They describe how a short-term security, the Treasury bill, reduces the demand for money, but also how a Treasury issuing bills is a competitor to the monetary system, and that nonmonetary indirect financial assets grow. This can be seen as an injection of liquidity into political enterprises by market enterprises, but Gurley and Shaw point out that Treasury bills constitute a liquidity substitute and may be used by banks to regulate their own liquidity to obtain a desired level of reserves to primary securities. For example, banks could decrease their liquidity by selling Treasury bill and buying bonds. Hence, the existence of non-monetary indirect financial assets means that the form of liquidity between money and non-monetary indirect financial assets may vary.

Gurley and Shaw's non-monetary financial intermediation corresponds to intermediation in Wicksell's pure credit economy, or Meulen's ideal system of credit. Gurley and Shaw point out that non-monetary intermediaries may increase the supply of loanable funds by demanding primary securities, thus raising the total supply of loanable funds if not offset by a reduction if demand by spending units and the monetary system. ${ }^{2}$ Consequently, there are ways to expand liquidity of enterprises beyond money.

[^14]Monetary separation may play an important role in this process. The historical experience of liquidity with partial monetary separation in pre-modern economies, facing monetary mutations, such as the medieval French economy, may provide some valuable lessons that shed light on liquidity with the BFH system, as an alternative system of complete monetary separation.

## 4. Liquidity with medieval imaginary and real monies subject to monetary mutations: The French experience in the light of new monetary economics

The medieval French economy was subject to monetary mutations under a monetary régime of partial monetary separation. As such, it provides a case in point of monetary practices in pre-modern Europe. The monetary system in pre-modern economies in Europe from Charlemagne to the French Revolution was characterized by partial monetary separation, having two complementary monies: imaginary money and real money. Fantacci (2005) calls this period in European monetary history, a remarkably long period in which precious metals were used as means of payment without being defined as standard of value, during which ideal money or imaginary money was used as unit of account, the measure of value without having its metal equivalent legally defined, and real money as medium of exchange in the form of coins made of gold, silver, or copper.
Bloch (1954) describes how the Carolingians in France concentrated monetary power by controlling the mint, thus creating a "good money", ending the minting of gold, so rather than paying a sou (shilling) of gold, one paid twelve deniers (pennies) of silver, following Charlemagne's definition 1 livre (pound) = 20 sous (shillings) $=12$ deniers (pennies); the sou and the livre being monies of account representing a real matter, a numerical expression of a certain value in deniers, a system lasting until the $18^{\text {th }}$ century. Einaudi (1936) considers the European monetary system between the $9^{\text {th }}$ and the $18^{\text {th }}$ centuries with a distinction between a monetary unit of contract and a unit of payment as rather common and durable, and he finds that the relation between imaginary money and effective money of payment varied inversively with the amount of the latter.
He shows that with a bimetallic standard, the imaginary money kept the monetary system in equilibrium, where the functional relationship reflected the relative market price between gold and silver, and that with imaginary money, three units had to be correlated: the imaginary monetary unit, the real monetary unit, and the unit of an economic good, so if the prices of both the real monetary unit and the unit of the economic good - the commodity - in terms of the imaginary monetary unit doubled, then the price of the unit of economic good in terms of the real monetary unit remains the same. In such a system, real money, having a market price in terms of imaginary money, provides liquidity. Coin shortages were a problem in medieval France that coincided with debasements and the gold écu replaced the livre as unit of account during the 1577-1602 period (Sargent \& Velde, 2002). The return of the livre suggests that the system with partial monetary separation, using an abstract unit of account, was resilient.

The stability of a bimetallic standard of gold and silver coins could be maintained by adjusting the legal ratio of gold to silver according to the market ratio, Einaudi (1936) argues. Referring to the case of Milan in $1762,{ }^{3}$ he finds that fifty-one gold and silver coins

[^15]were used, most of them foreign, each having its legal ratio expressed in the Milanese money of account, the lire di imperiali, an imaginary money holding the system together. However, he clarifies that it could happen that errors were made, attributing to coins with different metal content - weight and fineness - the same value in imaginary money, the money of account, but were easily adjusted when the coins were of the same metal, either gold or silver. It was more complex for coins, which were coined in two or more different metals.

Einaudi presents a simplifying example, with the initial ratio of gold to silver at 1:12, having only two coins:
i. gold fiorino (florin): weighing 120 grains of fine gold; valued at 24 imaginary lire; and
ii. silver scudo: weighing 120 grains of fine silver; valued at 2 imaginary lire, a twelfth of the gold coin according to the initial ratio.

Einaudi shows how the value of the silver coin varies. Letting the ratio of gold to silver change to $1: 11^{1} / 2$ and $1: 12^{1} / 2$, respectively, he finds how the value changes from 2 imaginary lire to 2.0869 and 1.92 , respectively. From this he concludes that the function of the imaginary money in a bimetallic monetary system is to maintain the system in equilibrium by changing the current rate of real money in money of account.

As media of exchange, the two real monies in the example above constitute two liquid assets, while their respective value is expressed in imaginary money. Based on the relative legal rate of the two metals - the current ratio of gold to silver - that should adopt the relative market rate, the value of the liquid assets of enterprises, that is the liquidity of enterprises, in money of account, imaginary money, is maintained by compensating a relative rise or decline by adjusting the price of the real monies used in exchange, thus demanding a higher amount of real money, whose price in imaginary money has fallen.

However, in order to maintain liquidity, enterprises had to adjust their portfolios of liquid assets, shifting from real monies falling relative to the imaginary money into real monies stable relative to the imaginary money. Consequently, they would be able to improve their liquidity by shifting from real monies falling relative to the imaginary money into real monies rising relative to the imaginary money.

However, Bloch (1954) shows that the legal ratio between the two metals used in real money gold and silver - was fixed by the money of account, as general barometer of value, in France during the ancien régime: in 1660, a gold louis with gold content 6.81 gram, equal to 10 livres, and a silver écu with silver content 27.95 gram, equal to 3 livres. According to Bloch, this gives a ratio of approximately 1:13.6, although 1:13.7 would be more accurate ( $932 / 68 \approx 13.7$ ).

More important, Bloch argues that it may not be totally accurate to talk about a bimetallic standard, since gold was used essentially in international commerce, while most of domestic payments and all small payments were made in silver; and that the kings who paid in silver had an interest in valuing silver coins highly, while the discordance between the legal and commercial rate caused trouble, and the money of account provided the means to establish good order; the monetary system of germinal year XI established a variable ratio between gold and silver. The explanation, Bloch finds in the preceding monetary mutations that according to him followed a pattern of radical debasement, gradual reinforcements, and radical debasement again. They represent monetary mutations, but those are more involved.

Monetary mutation, Fantacci (2005) calls any variation in the relationships between imaginary money, real money, and metal and he distinguishes two types:
i. Change in metal content at the mint: debasement (decrease), reinforcement (increase)
ii. Change in the tariff: enhancement (increase), abatement (decrease)

He shows that debasement and enhancement have identical effects on metal parity, debasement reducing metal content without affecting the legal value; enhancement by augmenting the legal value without affecting the metal content. For Savoy from 1500 to 1600, he finds exclusive use of debasement for small coins, but almost exclusive use of enhancement for large coins, representing the two exchange circuits: local trade, where extrinsic value matters, and long-distance trade, where intrinsic value matters.

For France in the early 1690s, Bloch (1954) shows how the legal value was changed in a way that looks as enhancements, increases in the tariff. Nevertheless, he calls them debasements, which he finds to be combined with gradual reinforcements. According to Bloch, in 1690 the old silver écu worth 3 livres was replaced by the new silver écu worth 3 livres 6 sous, thus debasing the silver écu by raising the silver écu from 3 livres to 3 livres 6 sous, followed in 1693 with a similar operation raising the silver écu to 3 livres 12 sous; while old coins were invalidated and redeemed at 3 livres 2 sous in 1690 and 3 livres 4 sous in 1693, thus giving the king a profit of 4 and 8 sous, respectively.

Why would the king engage in such activity? As Rolnick et al. (1996) show, seigniorage revenues were substantial in debasement years, but minting volumes increased both during debasement and reinforcement. In France during the ancien régime, the kings aimed at activating the minting of money, and the price of the gold mark increased from 60 livres to 63 livres 10 sous from December 1360 to January 1374, while the price of the silver mark increased from 5 livres to 5 livres 17 sous from April 1360 to October 1373, and debasement with increased tariff were very frequent, thus activating the minting, while enhancement of the coins preserved or increased the seigniorage, according to Landry ([1910] 1969).

Monetary mutation should, therefore, be considered as a means to increase the liquidity of political enterprises. A political enterprise that found sufficient liquidity was the defence by mercenaries. Bloch (1954) refers to transition from feudal military service to mercenaries as a new need created and that debasement gave increased means of payment available to the king. The Hundred Years War between France and England meant an increase in the demand for money. Military innovations in the fourteenth century induced the hire of foreign crossbowmen, but the French fleet also required the hire of foreign ships, according to Miskimin (1963).

In addition, foreign credit was also important. Miskimin (1963) argues that foreign credit mattered to the domestic economy only when included in the coinage, because a reminted foreign loan increased money supply, but still medieval credit relied more upon increasing velocity than the money supply. He mentions how forced loans brought hoardings into circulation, thus increasing velocity, but also that debt instruments, including bills of exchange, did not become means of payment. Nevertheless, as Wicksell ([1906] 1966) argues, bills of exchange increase virtual velocity, thus overcoming the scarcity of money through credit, while Gurley and Shaw (1960) point out that non-monetary indirect securities may increase the supply of loanable funds, thus contributing to liquidity.

According to Miskimin (1963), the survival of France in the fourteenth century required elaborate fiscal expedients, such as credit, and France and England, both utilized substantial credit operations to finance the war, including loans from foreigners, while both French and English kings tried to prevent the circulation of foreign coins, which had to be carried to the mint. The French ordinance of June 30, 1306, stated that foreign gold and silver coins had no exchange rate in the Kingdom of France, but had to be carried to the mint (Saulcy, 1879), thus activating the minting of money and thereby creating seigniorage. This leads us back to the issue of monetary mutations, in particular their relationship with seigniorage.

Rolnick et al. (1996) define monetary mutation as any change in the mint equivalent, which is the ratio of a coin's legal tender value (the official rate in units of account) to its silver or gold content; mint price as the units of account paid per unit of weight for metal; and gross seigniorage as the difference between mint equivalent and mint price. Gross seigniorage increases with the mint equivalent, which in turn increases by raising the legal tender value (enhancement) or decreasing the gold or silver content (debasement).

Rolnick et al. compare the monetary history of England and France during the $14^{\text {th }}$ and $15^{\text {th }}$ centuries and find that in France between 1285 and 1490, there were 123 debasements of the silver currency, out of which 112 with more than 5 percent, but 64 debasements in gold currency, out of which 48 with more than 5 percent, while England enjoyed monetary stability that ended with the Great Debasement from 1542 to 1551.

The gross seigniorage rate - the ratio of gross seigniorage to mint equivalents - they find to be 7.5 percent for silver and 2.0 percent for gold in normal years, increasing to 21.7 for silver and 4.3 for gold during debasement years in France during the $1354-1490$ period, but 4.6 percent for silver and 1.1 percent for gold in normal years, increasing to 16.2 percent for silver and 6.9 percent for gold during debasement years in England during the 1280-1600 period. Hence, debasements were important sources of liquidity of political enterprises. In addition, they find that minting volumes increased after both debasements and reinforcements. This implies that the media of exchange expanded. Consequently, monetary mutation increased the liquid assets of political enterprises and liquidity as media of exchange.

In late medieval France, the king determined the metallic value of the unit of account by specifying the number of livres to be struck from the mark of Paris, a metallic unit of weight, while the pied de monnaie, which expresses a relationship between the alloy, face value, and weight of the coin, was used to control the silver coinage, according to Miskimin (1963). He considers the pied de monnaie to be an index of debasement, since the number of livres to be struck from the mark is one fourth of the pied de monnaie. However, this may reflect enhancement.

According to Landry ([1910] 1969), monetary separation allowed the kings to augment and diminish the legal value of money, controlling minting through the pied de monnaie, while there was interaction between the legal value and the market value. In particular, he shows how the tariff chosen by the king influenced the proportion of silver that is minted relative to that used for other purposes. Through this kind of interaction between state and market, the kings were able to influence the minting of money and thus money supply.

Landry stresses that in France during the ancien régime, the kings were always concerned about activating the minting of money, while the existence of a money of account facilitated monetary mutations. Landry's definition of debasement, which includes enforcement, and of reinforcement, which includes abatement, implies that his concern is metal parity, but still he mentions that enhancement was more frequent, because it was seen as seen as more honorable.

While Landry argues that debasement activated the minting of money to the benefit of the seigniorage, Miskimin states that debasement decreased the amount of metal that had to be brought to mint, but it also increased commodity prices, at least the price of wheat that he considers, although monetary mutation cannot always explain price changes. The price of the commodity increased with debasement, while holding the face value of debased money constant, according to Miskimin. In France, the ordinance of September 8, 1306 stated that weak money will be valued according to its intrinsic value, so that three deniers of it would correspond to one denier of good and strong money (Saulcy, 1879).

Miskimin (1963) stresses that the number of livres struck to the mark matters to money supply, unlike debasement. This means that the unit of account can be adjusted to control liquidity, while media of exchange are subject to market forces, like commodities. The geographic origin of the media of exchange is less important. Miskimin finds that wheat prices were rather insensitive to mint output and metal inflow, because there was alteration in coinage between France, Flanders, and England, reflecting foreign trade.

However, in order to give market enterprises sufficient liquidity, credit became necessary, including bills of exchange, along the lines of Wicksell ([1906] 1966), Meulen (1934), and Bloch (1954), the latter pointing out how the bill of exchange was established in the $13^{\text {th }}$ century to facilitate settlement between different locations in different monies. Hence, bills of exchange belonged to the long-distance exchange circuit and they were therefore very susceptible to debasements, thus explaining why enhancements were made for large coins used in the long-distance exchange circuit. However, the rise of bills of exchange as media of exchange is a matter for further research.

## 5. Conclusion

Liquidity is a crucial link between the financial system and the real economy. Sustainable growth requires that the financial system, through a trial-and-error process, finds the correct liquidity which meets the financing needs of innovation desired by consumers.

In the BFH system that separates a physically defined unit of account from privately issued media of exchange, the amount of the media of exchange is demand-driven, because there is no base money impeding them. Nevertheless, a commodity bundle is problematic in terms of stability of the medium of account, but so is banknote money. In a credit economy, an abstract medium of account with credit media of exchange may be appropriate, as media of exchange can expand beyond bank money.
Monetary separation in pre-modern Europe meant that imaginary money was used as unit of account and real money as medium of exchange. The former was an institution, while the latter to some extent can be seen as a commodity. In the BFH system, the unit of
account is defined as a commodity bundle, in which each commodity is included in a specific quantity.

Under the gold standard, when the medium of account and medium of exchange functions were united, money was a pure commodity, a specific quantity of gold. In the pre-modern European monetary system, however, the medium of account was independent of any commodity, while coins as media of exchange had an intrinsic value, in that sense, being a commodity, but also an extrinsic value, in that sense, being an institution. Pre-modern money could be seen above all as a clearing device that later with the gold standard turned into a commodity.

Pre-modern money was subject to monetary mutations changing the metal parity of the unit of account, thus economizing on metal, as illustrated by medieval French monetary mutations. Debasements reduced metal content without affecting the legal value, thus decreasing the intrinsic value without changing the extrinsic value, while enhancements augmented the legal value without affecting the metal content, thus increasing the extrinsic value without changing the intrinsic value. This relative increase of extrinsic value to intrinsic value injected liquidity into the real economy, because seigniorage augmented liquid assets of political enterprises and the media of exchange expanded due to greater minting volumes, although enhancement, unlike debasement, seems to have influenced money supply.

The liquid assets of political enterprises improved, but the liquid assets of market enterprises should also have improved, but a credit medium, such as the bill of exchange was necessary. The unit of account can be adjusted to control liquidity, while media of exchange are subject to market forces, like commodities. Unlike the BFH system, where the unit of account is commodity-based, the units of account in pre-modern Europe were based on social convention and could therefore be adjusted to control liquidity.
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