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Preface

I t might seem the height of hubris to write a book on quantitative models
measuring credit risk exposure while the wreckage of the credit crisis of

2007 is still all around us. However, in our view, it is just at this time that
books like this one are needed. While credit risk measurement models are
always in need of improvement, we cannot place all of the blame for the
crisis on their failure to detect risk and accurately value credit instruments.
Models are only as good as their assumptions, and assumptions are driven
by market conditions and incentives. The first three chapters of this book
are devoted to a detailed analysis of the before, during, and aftereffects of
the global financial crisis of 2007–2009.

In this edition, we build on the first two editions’ approach of explain-
ing the economic underpinnings behind the mathematical modeling, so as to
make the concepts accessible to bankers and finance professionals as well as
students. We also compare the various models, explaining their strengths
and their shortcomings, and describe and critique proprietary services
available.

The first section (Chapters 1–3) describes bubbles and crises in order to
understand the global financial crisis of 2007–2009. The second section
presents several quantitative models used to estimate the probability of de-
fault (PD). The two major modeling approaches are the options-theoretic
structural models (Chapter 4) and the reduced form models (Chapter 5).
The options-theoretic approach explains default in structural terms related
to the market value of the firm’s assets as compared to the firm’s liabilities.
The reduced form approach statistically decomposes observed risky debt
prices into default risk premiums that price credit risk events without neces-
sarily examining their underlying causality. In Chapter 6, we compare and
contrast these and other more traditional models (for example, Altman’s Z
score and mortality models) in order to assess their forecasting accuracy.

Estimation of the expected probability of default is only one, albeit im-
portant, parameter required to compute credit risk exposure. In Chapter 7,
we discuss approaches used to estimate another critical parameter: the loss
given default (LGD). We also describe how the credit risk of a portfolio is
determined in Chapter 8. In the subsequent three chapters, we combine

xv
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these parameters in order to demonstrate their use in credit risk assessment.
Value at risk (VAR) models are discussed in Chapter 9; stress test (including
a description of the U.S. government stress testing of 19 systemically impor-
tant financial firms, released in March 2009) is discussed in Chapter 10; and
Chapter 11 describes risk-adjusted return on capital (RAROC) models that
are used to allocate capital and even compensation levels within the firm.

The final section deals with credit risk transfer mechanisms. In Chapter
12, we describe and analyze credit default swaps (CDS) and asset-backed
securities (ABS). Chapter 13 discusses capital regulation, focusing on Basel
II risk-based capital requirements and proposed reforms.

We have many people to thank, but in particular, we would like to
thank Anjolein Schmeits for her insightful comments and careful reading of
the manuscript.

xvi PREFACE
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CHAPTER 1
Setting the Stage for
Financial Meltdown

INTRODUCT I ON

In this first chapter we outline in basic terms the underlying mechanics of
the ongoing financial crisis facing the financial services industry, and the
challenges this creates for future credit risk models and modelers.

Rather than one crisis, the current financial crisis actually comprises
three separate but related phases. The first phase hit the national housing
market in the United States in late 2006 through early 2007, resulting in an
increase in delinquencies on residential mortgages. The second phase was a
global liquidity crisis in which overnight interbank markets froze. The third
phase has proved to be the most serious and difficult to remedy and was
initiated by the failure of Lehman Brothers in September 2008. The lessons
to be learned for credit risk models are different for each of these phases.
Consequently, we describe first how we entered the initial phase of the cur-
rent crisis. In the upcoming chapters, we discuss the different phases and
implications of the global financial crisis that resulted from the features that
characterized the run-up to the crisis.

THE CHANG ING NATURE OF BANK ING

The traditional view of a bank is that of an institution that issues short-term
deposits (e.g., checking accounts and certificates of deposit) that are used to
finance the bank’s extension of longer-term loans (e.g., commercial loans to
firms and mortgages to households). Since the traditional bank holds the
loan until maturity, it is responsible for analyzing the riskiness of the bor-
rower’s activities, both before and after the loan is made. That is, depositors
delegate the bank as its monitor to screen which borrowers should receive

3
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loans and to oversee whether risky borrowers invest loan proceeds in eco-
nomically viable (although not risk-free) projects see Diamond [1984].

In this setting, the balance sheet of a bank fully reflects the bank’s activ-
ities. The bank’s deposits show up on its balance sheet as liabilities, whereas
the bank’s assets include loans that were originated by the bank and are
held to maturity. Despite the simplicity of this structure, traditional banking
is not free of risk. Indeed, the traditional model tended to expose the bank
to considerable liquidity risk, interest rate risk, and credit risk. For example,
suppose a number of depositors sought to withdraw their deposits simulta-
neously. In order to meet depositors’ withdrawals the bank would be forced
to raise cash, perhaps by liquidating some assets. This might entail the sell-
ing of illiquid, long-term loans at less than par value. Thus, the bank might
experience a market value loss because of the liquidity risk associated with
financing long-term, illiquid assets (loans) with short-term, readily with-
drawable liabilities (deposits).

With respect to interest rate risk in the traditional banking model, a
good example occurred in the early 1980s when interest rates increased dra-
matically. Banks and thrift institutions found that their long-term fixed-rate
loans (such as 30 year fixed-rate mortgages) became unprofitable as deposit
rates rose above mortgage rates and banks earned a negative return or
spread on those loans.

The traditional banking model has always been vulnerable to credit risk
exposure. Since traditional banks and thrifts tended to hold loans until ma-
turity, they faced the risk that the credit quality of the borrower could dete-
riorate over the life of the loan.

In addition to the risk exposures inherent in traditional banking, regula-
tory requirements began to tighten in the late 1980s and early 1990s. For
example, the Basel I capital regulations requirement (the so-called 8 percent
rule) set risk-based capital standards that required banks to hold more capi-
tal against risky loans and other assets (both off and on the balance sheet).
Capital is the most expensive source of funds available to banks, since
equity holders are the most junior claimants and are viewed as the first line
of defense against unexpected losses. When the risk of losses increases and
additional capital is required, the cost of bank funds increases and bank
profitability falls.

As a result, the traditional banking model offered an insufficient return
(spread) to compensate the bank for assuming these substantial risk expo-
sures. Consequently, banks increasingly innovated by creating new instru-
ments and strategies in an attempt to reduce their risks and/or increase their
returns. These strategies are of much relevance in understanding the first
(credit crisis) phase of the 2007–2009 crisis. Most important among these
strategies were: (1) securitization of nonstandard mortgage assets;

4 BUBBLES AND CRISES: THE GLOBAL FINANCIAL CRISIS OF 2007–2009
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(2) syndication of loans; (3) proprietary trading and investment in non-
traditional assets, such as through the creation of hedge funds; and (4)
increased use of derivatives like credit default swaps to transfer risk from a
bank to the market at large.

Secur i t i z a t i o n

Securitization involves a change in strategy from a traditional bank’s policy
of holding the loans it originates on its balance sheet until maturity. Instead,
securitization consists of packaging loans or other assets into newly created
securities and selling these asset-backed securities (ABSs) to investors. By
packaging and selling loans to outside parties, the bank removes considera-
ble liquidity, interest rate, and credit risk from its asset portfolio. Rather
than holding loans on the balance sheet until maturity, the originate-to-
distribute model entails the bank’s sale of the loan and other asset-backed
securities shortly after origination for cash, which can then be used to origi-
nate new loans/assets, thereby starting the securitization cycle over again.
The Bank of England reported that in the credit bubble period, major UK
banks securitized or syndicated 70 percent of their commercial loans within
120 days of origination.1 The earliest ABSs involved the securitization of
mortgages, creating collateralized mortgage obligations (CMOs).

The market for securitized assets is huge. Figure 1.1 shows the explo-
sive growth in the issuance of residential mortgage-backed securities
(RMBSs) from 1995 to 2006, in the period just prior to the 2007–2009 cri-
sis. Indeed, Figure 1.2 shows that, as of the end of 2006, the size of the
RMBS market exceeded the size of global money markets. While the mar-
kets for collateralized loan obligations (CLOs) and collateralized debt obli-
gations (CDOs) were smaller than for RMBS, they had also been rapidly
growing until the current crisis.2 Figure 1.3 shows the volume of CDO issu-
ance in Europe and the United States during the 2004 through Septem-
ber 2007 period. The three-year rate of growth in new issues from 2004
through 2006 was 656 percent in the U.S. market and more than 5,700 per-
cent in the European market.

The basic mechanism of securitization is accomplished via the removal
of assets (e.g., loans) from the balance sheets of the banks. This is done by
creating off-balance-sheet subsidiaries, such as a bankruptcy-remote special-
purpose vehicle (SPV, also known as special-purpose entity, or SPE) or a
structured investment vehicle (SIV). Typically, the SPV is used in the more
traditional form of securitization. In this form, a bank packages a pool of
loans together and sells them to an off-balance-sheet SPV—a company that
is specially created by the arranger for the purpose of issuing the new securi-
ties.3 The SPV pools the loans together and creates new securities backed by

Setting the Stage for Financial Meltdown 5
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the cash flows from the underlying asset pool. These asset-backed securities
can be based on mortgages, commercial loans, consumer receivables, credit
card receivables, automobile loans, corporate bonds (CDOs), insurance and
reinsurance contracts (Collateralized Insurance Obligations, CIOs), bank
loans (CLOs), and real estate investment trust (REIT) assets such as com-
mercial real estate (CRE CDOs).

Figure 1.4 illustrates this traditional form of securitization. The SPV
purchases the assets (newly originated loans) from the originating bank for
cash generated from the sale of ABSs. The SPV sells the newly created asset-
backed securities to investors such as insurance companies and pension
funds. The SPV also earns fees from the creation and servicing of the newly
created asset-backed securities. However, the underlying loans in the asset
pool belong to the ultimate investors in the asset-backed securities. All cash
flows are passed through the SPV and allocated according to the terms of
each tranche to the ultimate investors.4 The SPV acts as a conduit to sell the
securities to investors and passes the cash back to the originating bank. The
ABS security investor has direct rights to the cash flows on the underlying

Subprime Agency (prime)

US$ trillions
3

2

1

0

OtherAlt-A

Prime jumbo

1995 96 97 98 99 2000 01 02 03 04 05 06

FIGURE 1.1 U.S. Residential Mortgage-Backed Securities Issuance
Note: Issuance is on a gross basis.
Source: Bank of England, Financial Stability Report no. 22, October 2007, page 6.
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assets. Moreover, the life of the SPV is limited to the maturity of the ABS.
That is, when the last tranche of the ABS is paid off, the SPV ceases to exist.

While this method of securitization was lucrative, financial intermedia-
ries soon discovered another method that was even more lucrative. For this
form of securitization, an SIV is created. In this form, the SIV’s lifespan is
not tied to any particular security. Instead, the SIV is a structured operating
company that invests in assets that are designed to generate higher returns
than the SIV’s cost of funds. Rather than selling the asset-backed securities
directly to investors in order to raise cash (as do SPVs), the SIV sells bonds
or commercial paper to investors in order to raise the cash to purchase the
bank’s assets. The SIV then holds the loans purchased from the banks on its
own balance sheet until maturity. These loan assets held by the SIV back the
debt instruments issued by the SIV to investors. Thus, in essence the SIV
itself becomes an asset-backed security, and the SIV’s commercial paper
liabilities are considered asset-backed commercial paper (ABCP).
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FIGURE 1.3 U.S. and European CDO Issuance 2004–2007
Source: Loan Pricing Corporation web site, www.loanpricing.com/.
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Figure 1.5 shows the structure of the SIV method of asset securitization.
Investors buy the liabilities (most often, asset-backed commercial paper) of
the SIV, providing the proceeds for the purchase of loans from originating
banks. The SIV’s debt (or ABCP) is backed by the loan or asset portfolio
held by the SIV. However, the SIV does not simply pass through the pay-
ments on the loans in its portfolio to the ABCP investors. Indeed, investors
have no direct rights to the cash flows on the underlying loans in the portfo-
lio; rather, they are entitled to the payments specified on the SIV’s debt in-
struments. That is, the SIV’s ABCP obligations carry interest obligations that
are independent of the cash flows from the underlying loan/asset portfolio.
Thus, in the traditional form of securitization, the SPV only pays out what
it receives from the underlying loans in the pool of assets backing the ABS.

In the newer form of securitization, the SIV is responsible for payments
on its ABCP obligations whether the underlying pool of assets generates suf-
ficient cash flow to cover those costs. Of course, if the cash flow from the
asset pool exceeds the cost of ABCP liabilities, then the SIV keeps the spread
and makes an additional profit. However, if the assets in the underlying
pool do not generate sufficient cash flows, the SIV is still obligated to make
interest and principal payments on its debt instruments. In such a situation
the SIV usually has lines of credit or loan commitments from the sponsoring
bank. Thus, ultimately, the loan risk would end up back on the sponsoring
bank’s balance sheet.5

Bank

Assets Liabilities
Cash Assets Deposits

Purchased Funds

Loans

SPV

Assets Liabilities

Asset-Backed SecuritiesLoans

Investors

Cash

Loans

Cash

Capital

FIGURE 1.4 The Traditional Securitization Process
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Because of the greater expected return on this newer form of securitiza-
tion, it became very popular in the years leading up to the financial crisis.
Whereas an SPV only earns the fees for the creation of the asset-backed se-
curities, the SIV also earns an expected spread between high-yielding assets
(such as commercial loans) and low-cost commercial paper as long as the
yield curve is upward-sloping and credit defaults on the asset portfolio are
low. Indeed, because of these high potential spreads, hedge funds owned by
Citicorp and Bear Stearns and others adopted this investment strategy. Until
the 2007–2009 crisis, these instruments appeared to offer investors a favor-
able return/risk trade-off (i.e., a positive return) and an apparently small
risk given the asset-backing of the security.

The balance sheet for an SIV in Figure 1.5 looks remarkably similar to
the balance sheet of a traditional bank. The SIV acts similarly to a tradi-
tional bank—holding loans or other assets until maturity and issuing short-
term debt instruments (such as ABCP) to fund its asset portfolio. The major
difference between an SIV and a traditional bank is that the SIV cannot is-
sue deposits to fund its asset base (i.e., it’s not technically a bank).

However, to the extent that many SIVs used commercial paper and in-
terbank loans (such as repurchase agreements or repos)6 to finance their as-
set portfolios, they were subject to even more liquidity risk than were
traditional banks. A first reason for this is that in the modern financial
market, sophisticated lenders (so-called suppliers of purchased funds) are

Bank

Assets Liabilities
Cash Assets Deposits
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Loans
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FIGURE 1.5 A New Securitization Process
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prone to run at the first sign of trouble, whereas small depositors are slower
to react. That is, interbank lenders and commercial paper buyers will with-
draw funds (or refuse to renew financing) more quickly than traditional
core depositors, who may rely on their bank deposits for day-to-day busi-
ness purposes.

Second, bank deposits are explicitly insured up to $250,000 and, for
those in banks viewed as too big to fail, a full implicit 100 percent. Thus,
the liquidity risk problems were exacerbated by the liquidity requirements
of the SIVs that relied on short-term sources of funding, such as commercial
paper, which had to be renewed within nine months, and repurchase agree-
ments, which must be fully backed by collateral at all points in time in the
absence of a deposit insurance umbrella. Consequently, if the value of its
portfolio declined due to deterioration in credit conditions, the SIV might
be forced to sell long-term, illiquid assets in order to meet its short-term
liquid debt obligations. In the next chapter, we show that this was a key
part of the contagion mechanism by which the subprime market credit crisis
was transmitted to other markets and institutions during the crisis.

Loan Synd i c a t i on

Whereas packaging and selling loans to off-balance-sheet vehicles is one
mechanism banks have found to potentially reduce their risk exposures, a
second mechanism has been the increased use of loan syndication. A loan is
syndicated when a bank originates a commercial loan, but rather than hold-
ing the whole loan, the originating bank sells parts of the loan (or syndicates
it) to outside investors. Thus, after a syndication is completed, a bank may
retain only 20 percent of the loan (with its associated risk exposure) while
transferring the remaining part of the loan, in this case 80 percent, to out-
side investors. Traditionally these outside investors were banks, but the
range of buyers has increasingly included hedge funds, mutual funds, insur-
ance companies, and other investors. Figure 1.6 shows that dating back
to the early 2000s, nonbank institutional investors comprised more than
50 percent of the syndicated bank loan market.

The originating bank in a loan syndication is called the lead arranger
(or lead bank). Typically, the lead arranger lines up the syndicate members
before the loan is finalized so that the originating bank onlywarehouses the
loan for a short time, often only a few days. In a loan syndication, the lead
bank (also known as the agent or arranger) and the borrower agree on the
terms of the loan, with regard to the coupon rate, the maturity date, the
face value, collateral required, covenants, and so on.7 Then the lead bank
assembles the syndicate, together with other lenders, called participants.
Figure 1.7 illustrates the syndication process.

Setting the Stage for Financial Meltdown 11
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Syndicates can be assembled in one of three ways:

& Firm commitment (underwritten) deals. The lead bank commits to
making the loan in its entirety, warehouses it, and then assembles par-
ticipants to reduce its own loan exposure. Thus, the borrower is guar-
anteed the full face value of the loan.

& Best efforts deals. The size of the loan is determined by the commit-
ments of banks that agree to participate in the syndication. The bor-
rower is not guaranteed the full face value of the loan.

& Club deals. For small deals (usually $200 million or less), the loan is
shared among banks, each of which has had a prior lending relationship
with the borrower.

FIGURE 1.6 Composition of Loan Investors in the Syndicated Bank Loan Market
Source: V. Ivashina and A. Sun, ‘‘Institutional Stock Trading on Loan Market Infor-
mation,’’ Harvard Business School Working Paper, August 2007, Figure 1.1.

Borrower

Bank
(Syndicate Leader)

Syndicate
Member

Syndicate
Member

Syndicate
Member

FIGURE 1.7 Syndicated Lending
Note: The arrows reflect the direction of the flow of funds.
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The loan’s risk determines the terms of the syndicated loan. Primary
market pricing of the loan at the issuance stage typically consists of setting
the loan’s coupon rate. Most syndicated loans are floating rate loans tied to
a market benchmark such as the London Interbank Offered Rate (LIBOR)
or the U.S. prime rate. LIBOR is the cost of short-term borrowings on the
overseas interbank U.S. dollar market for prime bank borrowers. The U.S.
prime rate is the base interest rate set on loans for a bank’s borrowers, al-
though the bank can offer loans at rates below prime to its very best cus-
tomers if it so chooses.

Investment-grade loan syndications are made to borrowers rated BBB–
/Baa3 or higher.8 Coupon rates for investment-grade loans are typically set
at LIBOR plus 50 to 150 basis points.9 Leveraged loans are non-investment-
grade loans made to highly leveraged borrowers often with debt to EBIT
ratios exceeding 4:1. Because of the greater risk of default, coupon rates on
leveraged loans are generally set much higher than for investment-grade
loans. Syndicated leveraged loans are often pooled together and securitized
in the form of CLOs.

Once the terms of the loan syndication are set, they cannot be changed
without the agreement of the members of the loan syndicate. Material
changes (regarding interest rates, amortization requirements, maturity
term, or collateral/security) generally require a unanimous vote on the part
of all syndicate participants. Nonmaterial amendments may be approved
either by a majority or super-majority, as specified in the contractual terms
of the loan syndication. The assembling and setting of the terms of a loan
syndication are primary market or originating transactions. After the loan
syndication is closed, however, syndicate members can sell their loan syndi-
cation shares in the secondary market for syndicated bank loans.10

While syndicated lending has been around for a long time, the market
entered into a rapid growth period in the late 1980s, as a result of the banks’
activity in financing takeovers, mergers, and acquisitions. At that time,
there was also a wave of leveraged buyouts (LBOs) in which managers and
investors in a firm borrow money in order to buy out the public equity of
the company, thereby taking it private. When a takeover, acquisition, or
LBO is financed using a significant amount of bank loans, it is often a highly
leveraged transaction. These deals fueled the first major growth wave in the
syndicated bank loan market during the early 1990s. This growth stage was
ended, however, by the credit crisis brought on by the July 1998 default
on Russian sovereign debt and the near-default of the Long Term Capital
Management hedge fund in August 1998. The annual growth in trading
volume in the secondary syndicated bank loan market was 53.52 percent in
1996–1997, 27.9 percent in 1997–1998, and only 1.99 percent in 1998–
1999, according to the Loan Pricing Corporation (LPC) web site. The
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bursting of the high-tech bubble in 2000–2001 and the subsequent recession
caused even further declines in syndicated bank loan market activity.

After annual declines in syndicated bank loan issuance during 2000–
2003 (see Figure 1.8), the syndicated market recovered in 2004–2006. Total
syndicated loan volume increased by 44.93 percent in 2004. Figure 1.8
shows that the market continued to grow until the year 2006. This growth
was fueled by the expansion of credit for business growth and private
equity acquisitions. However, the impact of the credit crisis is shown in
the 20.53 percent decline in syndicated bank loan volume during the first
three quarters of 2007.

Propr i e t ary I n ves t i n g

As traditional on-balance-sheet investing in loans became less attractive,
both in terms of return and risk, banks continued to seek out other profit
opportunities. This has taken the form of an increased level of trading of
securities within the bank’s portfolio—that is, buying and selling securities
such as government bonds. In addition, banks established specialized off-
balance-sheet vehicles and subsidiaries to engage in investments and

0.00

200.00

400.00

600.00

800.00

1000.00

1200.00

1400.00

1600.00

1800.00

1-3Q072006200520042003200220012000

Leveraged Investment Grade Other Total

FIGURE 1.8 Syndicated Bank Loan Market Activity, 2000–2007
Source: Loan Pricing Corporation web site, www.loanpricing.com/.
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investment strategies that might be viewed as being too risky if conducted
on their balance sheets. For example, banks established (through lending
and/or equity participations) hedge funds, private equity funds, or venture
funds.

Hedge funds, private equity funds, and venture funds are investment
companies that have broad powers of investing and can often act outside
the controls of regulators such as the Securities and Exchange Commission
(SEC) that regulate most U.S.-based investment funds. Circumvention of
regulatory oversight can be accomplished by establishing the fund in a fa-
vorable regulatory environment offshore (e.g., the Cayman Islands) and/or
by restricting the number of investors in the fund. In general, a hedge fund
with fewer than 100 investors, each of whom have been certified as having
significant wealth and thus, by implication, investment sophistication, will
be outside the regulatory oversight of the SEC or the Federal Reserve
System.

It should be noted that the term hedge fund is often a misnomer. Many
of these funds do not seek to hedge or reduce risk, but in fact do the reverse
by seeking out new and potentially profitable investments or strategies to
generate higher profits, often at considerable risk. The term hedge fund
stems from the fact that these investment vehicles often are structured to
benefit from mispricing opportunities in financial markets, and thus do not
necessarily take a position on the overall direction of the market—in other
words, they are neither long (buy) nor short (sell) assets, but are neutral
(hedged), seeking to gain whether market prices move up or down. Many
hedge funds invested in the asset-backed securitization vehicles originated
by banks, discussed earlier: asset-backed commercial paper, CLOs, and
CDOs. At the start of the 2007–2009 financial crisis, it was estimated that
there were over 9,000 hedge funds in existence with over $1 trillion in
assets.11 Banks are exposed to hedge funds through the provision of prime
brokerage services such as trading and execution, clearance and custody,
security lending, financing, and repurchase agreements, as well as through
proprietary investing.

Cred i t De f au l t Swaps

In recent years, there has been an explosive growth in the use of credit deriv-
atives. Estimates in June 2001 put the market at approximately $1 trillion in
notional value worldwide. The Bank for International Settlements (BIS)
reported the notional amount on outstanding over-the-counter (OTC)
credit default swaps (CDS) to be $28.8 trillion in December 2006, up from
$13.9 trillion as of December 2005 (an increase of 107 percent).12 By 2008,
estimates put the notional value over $60 trillion. It is clear that the market
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for credit derivatives has grown, and continues to grow, quite rapidly.
While a majority of these OTC CDSs were single-name instruments, a large
proportion were multiname CDSs involving baskets of credit instruments
(see the discussion in Chapter 12).

The growth in trading of credit derivatives that are designed to transfer
the credit risk on portfolios of bank loans or debt securities facilitated a net
overall transfer of credit risk from banks to nonbanks, principally insurance
and reinsurance companies. As will be shown in Chapter 12, banks, securi-
ties firms, and corporations tend to be net buyers of credit protection,
whereas insurance companies, hedge funds, mutual funds, and pension
funds tend to be net sellers. Insurance companies (and especially reinsurance
companies) view credit derivatives as an insurance product, in which their
relatively high credit ratings, often based on the profitability of their under-
lying casualty and life insurance business, can be used to insure the buyers
of credit protection (e.g., banks) against risk exposure to their loan custom-
ers. Just as individuals may purchase home owners insurance or automobile
insurance to protect themselves from losses from adverse events (such as
fires or car accidents), CDS buyers purchase CDS contracts to protect them-
selves from losses resulting from adverse credit events (such as bankruptcy
or default). The CDS seller insures the buyer against these losses.13 Once the
largest insurance company in the world, AIG was heavily involved in issu-
ing CDS contracts during the pre-crisis period, ultimately leading to its bail-
out by the U.S. government in September 2008.

Credit derivatives such as CDSs allow banks and other financial institu-
tions to alter the risk/return trade-off of a loan portfolio without having to
sell or remove loans from the bank’s balance sheet. Apart from avoiding an
adverse customer relationship effect (compared to when a bank sells a loan
of a relationship borrower), the use of credit derivatives (rather than loan
sales or securitization) may allow a bank to avoid adverse timing of tax pay-
ments as well as liquidity problems related to buying back a similar loan at
a later date if risk/return considerations so dictate. Thus, for customer rela-
tionship, tax, transaction cost, and liquidity reasons, a bank may prefer the
credit derivative solution to loan portfolio optimization rather than the
more direct (loan trading) portfolio management solution. Banks can essen-
tially rent out their credit portfolios to financial intermediaries that have
capital but do not have large loan-granting networks.

By selling CDSs, the insurance company or, for example, foreign bank
can benefit from the return paid for credit risk exposure without having to
actually commit current resources to purchasing a loan. Moreover, usually
the insurance company or foreign bank has no banking relationship with
the borrower and, therefore, would find it costly to develop the appropriate
monitoring techniques needed to originate and hold loans on the balance
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sheet. This is not to imply that buying a credit derivative totally removes
credit risk from a bank’s balance sheet: As an example, the buyers of AIG’s
CDSs faced the counterparty risk that the seller, AIG, would default on its
obligation to cover any credit losses incurred under the CDS contract, some-
thing that would probably have happened if AIG was not bailed out in Sep-
tember 2008.

The growing use of CDSs and other derivative instruments transfers
risk across financial intermediaries. However, the use of derivatives engen-
ders counterparty risk exposure, which may be controlled using margin and
collateral requirements. Moreover, each institution sets a credit limit expo-
sure for each counterparty. Not only may the collateral/margin protection
mechanism break down if the seller of the insurance (CDS) cannot post suf-
ficient collateral (as was the case for AIG in 2007–2008), Kambhu et al.
(2007) note that these systems may also fail as a result of free-rider prob-
lems and negative externalities. For example, competition among CDS buy-
ers may lead to inadequate monitoring of counterparty exposures as banks
rely on each other to perform due diligence on the seller. Moral hazard con-
cerns arise if banks undertake riskier positions under the assumption that
they have hedged their exposure, and CDS protection may be fleeting if
CDS market liquidity evaporates or asset correlations go to 1.0, as is typical
during a financial crisis.

RE ENG IN E ER ING F INANC IA L I NST I TUT I ONS
AND MARKETS

The common feature uniting the four innovations previously discussed—
securitization, loan syndication, proprietary investing, and growth of the
credit default swap market—is that the balance sheet no longer reflects the
bulk of a bank’s activities or credit risk. Many of a bank’s profit and risk
centers lie off its balance sheet in SPVs or SIVs, hedge funds, and CDSs.
Although bank regulators attempt to examine the off-balance-sheet activi-
ties of banks so as to ascertain their safety and soundness, there is far less
scrutiny of off-balance-sheet activities than there is for their on-balance-
sheet activities (i.e., traditional lending and deposit taking). To the extent
that counterparty credit risk was not fully disclosed to or monitored by reg-
ulators, the increased use of these innovations transferred risk in ways that
were not necessarily scrutinized or understood. It is in this context of in-
creased risk and inadequate regulation that the credit crisis developed.

Before we turn, in the next chapter, to the incipient causes of the crisis,
a discussion of how undetected risk could build up in the system is in order.
Financial markets rely on regulators, credit rating agencies, and banks to
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oversee risk in the system. We now describe how each of these failed to
perform their function in the years leading up to the crisis.

Regu l a t o rs

In 1992, U.S. bank regulators implemented the first Basel Capital Accord
(Basel I).14 Basel I was revolutionary in that it sought to develop a single
capital requirement for credit risk across the major banking countries of the
world.15 Basel I has been amended to incorporate market risk (in 1996),
as well as updated to remedy flaws in the original risk measurement meth-
odology stemming from the inaccuracies in credit risk measurement (see the
discussion in Chapter 13).

Toward the end of the 1990s, regulators recognizing the unintended
risk-inducing consequences of some of the features of Basel I sought to
amend the capital requirements. In 1999, the Basel Committee began the
process of formulating a new capital accord (denoted Basel II) that was in-
tended to correct the risk mispricing of loans under Basel I. After much de-
bate, the proposal for Basel II was finalized in 2006, and subsequently
adopted throughout the world. The global financial crisis of 2007–2009,
however, revealed flaws in Basel II, and in January 2009 the Basel Commit-
tee suggested further changes that would increase risk weighting and make
the system more sensitive to the risk exposure inherent in ABSs, CDSs, and
the off-balance-sheet activity described in this chapter (see the discussion in
Chapter 13).

Another regulatory change in the United States during this period was
the passage of the Graham-Leach-Bliley (GLB) Act of 1999, which enables
bank holding companies to convert to financial service holding companies
(FSHCs). These FSHCs could combine commercial banking, securities
broker-dealer activities, investment banking, and insurance activities under
one corporate holding company umbrella, thereby encouraging the growth
of universal banking in the United States. However, it is not clear that this
deregulation has contributed in any meaningful way to the buildup of credit
and other risks. Securitization and loan syndication were permitted activi-
ties for U.S. banks even under the Glass-Steagall Act of 1933 that preceded
the passage of the GLB. Moreover, banks could always engage in pro-
prietary trading strategies. Thus, the passage of the GLB Act did not materi-
ally affect banks’ abilities to shift risk off their balance sheets, although it
did add to the risk complexity of these organizations.

Cred i t Ra t i n g Agenc i e s

Credit rating agencies are paid by issuers of securities to analyze risk and
provide the results of their analysis to the general market in the form of

18 BUBBLES AND CRISES: THE GLOBAL FINANCIAL CRISIS OF 2007–2009



E1C01 03/16/2010 Page 19

ratings. Indeed, credit rating agencies are exempt from fair disclosure laws
(such as Regulation FD) that require all institutions to have the same access
to material and forward-looking information.16 Thus, they are entitled to
receive private information about the firms that issue debt instruments so as
to use this information in formulating their ratings.

Many institutional investors (e.g., insurance companies and pension
funds) rely on credit ratings in order to determine whether they can invest
in particular debt issues. Specifically, many institutions are precluded by
regulation or charter from buying below-investment-grade debt issues,
rated below BBB– for S&P or below Baa3 for Moody’s. Also, debt issues
may specify covenants based on credit ratings that may trigger a technical
violation if a borrower’s credit rating falls below a certain level. Credit
derivatives and insurance products utilize credit rating downgrades as a
possible trigger for a credit event. Thus, credit ratings have become central
features of global credit markets.17

The Securities Exchange Act of 1934 gave the SEC the ability to confer
the designation of ‘‘Nationally Recognized Statistical Rating Organization’’
(NRSRO). Historically, these firms have been Moody’s, S&P, and Fitch.18

This has created a virtual oligopoly that has reduced competitive pressures
to improve rating accuracy and timeliness. For example, all three major rat-
ing agencies (Moody’s, S&P, and Fitch) rated Enron investment-grade until
just four days prior to its default on December 2, 2001. Perhaps in response
to this type of failure, the SEC conferred the NRSRO certification on
Dominion Bond Rating Service (of Toronto, Canada) in February 2003,
and AM Best (focusing on the insurance and banking industries) received
this designation in 2006. On December 21, 2007, Egan-Jones Ratings also
received this designation.

As noted earlier, typically the rating agencies are paid by the debt issuer
for their services. This has created a potential conflict of interest such that
ratings agencies may be reluctant to act too aggressively to adjust their rat-
ings downward for fear of offending issuing clients. The major ratings agen-
cies have traditionally adopted a through-the-cycle methodology that
smoothes ratings and prevents them from expeditiously adjusting their rat-
ings to reflect new information, although more recently Moody’s and Fitch
have provided implied credit ratings as a new product based on CDS
spreads, which are presumed to be more timely metrics of issuer credit risk.

By contrast, Egan-Jones Ratings (EJR) receives no fees from issuers,
relying entirely on buyer or institutional investors such as hedge funds and
pension funds to pay for their ratings. Thus, EJR ratings are more oriented
toward providing timely information regarding valuation that is useful to
the investment community. Beaver, Shakespeare, and Soliman (2006) have
compared EJR ratings to Moody’s ratings and find that EJR ratings lead
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Moody’s in both upgrades and downgrades. EJR ratings upgrades precede
Moody’s by an average of six months, and downgrades by between one and
four months. Moreover, ‘‘EJR rating upgrades (downgrades) have a signifi-
cantly larger positive (negative) contemporaneous [equity] abnormal return
than does Moody’s . . . consistent with EJR’s investor orientation.’’19

These results are supported by those of Johnson (2003), who finds that
EJR’s downgrades for the lowest investment-grade rated issuers lead S&P’s
and occur in smaller steps. Thus, EJR’s role in providing services to the buy-
side investor community are reflected in its expeditious (point-in-time) in-
corporation of new information into ratings on a real-time basis. In con-
trast, Moody’s and S&P play a contractual role in debt covenants and
permissible portfolio investments and are thus more conservative and
focused on incorporating negative information. Offering empirical support
for this, Kim and Nabar (2007) use equity prices to examine Moody’s bond
ratings, and find that downgrades are timelier than upgrades.

During the current crisis the reputations of the three major credit rating
agencies have been additionally harmed by their misrating of ABS tranches
and the fact that they engaged in a potential conflict of interest in both help-
ing to design the structure of ABS issues for a fee and then charging a fee for
the publication of those ratings.20 Indeed, in the fall of 2008 more than
2,000 ABSs had to be drastically downgraded as the credit risk assumptions
employed in the ABS tranching were shown to be extremely optimistic.

Marke t Va l u e Accoun t i n g

One of the oft-cited causes of the 2007–2009 financial crisis has been mar-
ket value accounting, specifically Financial Accounting Standard (FAS) 157
which calls for fair value accounting. Under FAS 157, banks have to write
down the value of their assets to reflect their lower market valuations during
the market decline. Critics claim that since financial markets essentially
were shut down, any market values were either speculative (since prices
were often completely unavailable) or fire sale prices reflecting the extreme
lack of market liquidity. Requiring banks to drastically write down the
value of assets that they had no intention of selling had the impact of gener-
ating capital charges, which required banks to raise capital at the worst pos-
sible time, thereby creating a feedback effect that caused banks to hoard
their liquidity and capital, which in turn exacerbated the downturn. Be-
cause of this, pressure to defer mark-to-market accounting treatment was
successful in getting the Financial Accounting Standards Board (FASB) to
vote on April 2, 2009, to allow companies to use ‘‘significant judgment’’ in
valuing assets, thereby reducing the amount of write-downs they must take
on impaired investments, including mortgage-backed securities.

20 BUBBLES AND CRISES: THE GLOBAL FINANCIAL CRISIS OF 2007–2009
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Ryan (2008) correctly refocuses attention on the excessive risk taking
and bad decision making that is really behind the crisis, as follows (pages
4–5):

The subprime crisis was caused by firms, investors, households
making bad operating, investing and financing decisions, managing
risks poorly, and in some instances committing fraud, not by
accounting. While the aforementioned accounting-related feedback
effects may have contributed slightly to market illiquidity, the se-
verity and persistence of market illiquidity during the crisis is pri-
marily explained by financial institutions’ considerable risk
overhang and need to raise capital, as well as by the continuing
high uncertainty and information asymmetry regarding subprime
positions. . . . The best way to stem the credit crunch and damage
caused by these actions is to speed the price adjustment process by
providing market participants with the most accurate and complete
information about subprime positions. Although imperfect, fair
value accounting provides better information about these positions
and is a far better platform for mandatory and voluntary disclo-
sures than alternative measurement attributes, including any form
of amortized cost accounting.

Providing banks with the discretion to choose their own so-called fair
value (or fairy tale valuation) is the opposite of accountability and objective
standards of disclosure and risk measurement could have mitigated the
severity of the 2007–2009 crisis.

SUMMARY

The years preceding the financial crisis that began in 2007 were character-
ized by a dramatic increase in systemic risk of the financial system, caused in
large part by a shift in the banking model from that of ‘‘originate and hold’’
to ‘‘originate and distribute.’’ In the traditional model, the bank takes short-
term deposits and other sources of funds and uses them to fund longer-term
loans to businesses and consumers. The bank typically holds these loans to
maturity, and thus has an incentive to screen and monitor borrower activi-
ties even after the loan is made. However, the traditional banking model
exposes the institution to potential liquidity risk, interest rate risk, and
credit risk.

In attempts to avoid these risk exposures and generate improved return/
risk trade-offs, banks shifted to an underwriting model in which they
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originate or warehouse loans, and then quickly sell them (i.e., distribute
them to the market). There are several forms that the originate-and-distrib-
ute model takes. One is securitization, in which a bank packages loans into
asset-backed securities such as mortgage-backed securities, collateralized
debt obligations, collateralized loan obligations, and so on. Another is loan
syndication, in which the lending bank organizes a syndicate to jointly
make the loan. Along with the increasing trend toward off-balance-sheet
proprietary investing and growth of credit derivatives, these innovations
have the impact of removing risk from the balance sheet of financial institu-
tions and shifting risk off the balance sheet. That is, risk is shifted to other
parties in the financial system.

Since the underwriters of ABSs were not exposed to the ongoing credit,
liquidity, and interest rate risks of traditional banking, they had little incen-
tive to screen and monitor the activities of borrowers for whom they origi-
nated loans. The result was a deterioration in credit quality, at the same
time that there was a dramatic increase in consumer and corporate leverage,
which were not detected by regulators. The combination of the two permit-
ted the undetected buildup of risk in the financial system that created
the preconditions for a credit bubble. In Chapter 2, we describe the credit
bubble buildup and its bursting, as reflected in the post-2007 credit crisis.

APPEND I X 1 . 1 : RAT INGS COMPAR ISONS FOR THE
THRE E MAJOR RAT ING AGENC I ES

Table 1.1 shows how Standard & Poor’s ratings can be mapped onto
comparable Moody’s and Fitch IBCA ratings.

TABLE 1.1 Mapping of Standard & Poor’s, Moody’s, and Fitch
IBCA Credit Ratings

Standard & Poor’s

Credit Rating

Moody’s Credit

Rating

Fitch IBCA

Credit Rating

AAA Aaa AAA

AAþ Aa1 AAþ
AA Aa2 AA

AA� Aa3 AA�
Aþ A1 Aþ
A A2 A

A� A3 A�
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Standard & Poor’s
Credit Rating

Moody’s Credit
Rating

Fitch IBCA
Credit Rating

BBBþ Baa1 BBBþ
BBB Baa2 BBB

BBB� Baa3 BBB�
BBþ Ba1 BBþ
BB Ba2 BB

BB� Ba3 BB�
Bþ B1 Bþ
B B2 B

B� B3 B�
CCCþ Caa1 CCCþ
CCC Caa2 CCC

CCC� Caa3 CCC�
CC Ca CC

C C C

D D

Source: Bank for International Settlements, ‘‘Long-Term Rating
Scales Comparison,’’ April 30, 2001, www.bis.org.
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CHAPTER 2
The Three Phases of

the Credit Crisis

INTRODUCT I ON

In Chapter 1, we described how credit risk built up in the financial system
over the decade prior to 2007. Although this period was certainly not free of
crises (e.g., the 1997 East Asian currency crisis; the summer 1998 Russian
default and Long Term Capital Management insolvency; the March 2000
bursting of the tech bubble; and the September 11, 2001, World Trade Cen-
ter attack), it was generally a period of historically low credit risk and de-
faults. Global equity markets grew over this period as credit markets
expanded in size and complexity, and both consumers and corporations
took leverage to historically high levels. In this chapter, we discuss the
bursting of the credit bubble and the contagious transmission of the crisis
from the subprime mortgage market to the financial system as a whole.

BURST ING OF THE CRED I T BUBBL E

While it is difficult to date the beginning of the post-2007 global financial
crisis, the preconditions for such a crisis were building from 2001, and in
particular after the terrorist attacks on 9/11. In fact, the immediate response
to the terrorist attacks by regulators was to create stability in the financial
markets by providing liquidity to banks and other financial institutions
alike. For example, the Federal Reserve lowered the short-term money mar-
ket rate that banks and other financial institutions pay in the federal funds
market, the market for overnight borrowings among major banks, and even
made lender-of-last-resort funds available to nonbank financial institutions
such as investment banks. This had the immediate effect of lowering short-
term borrowing rates for other market instruments, such as short-term
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borrowings of dollars abroad (the London Interbank Offered Rate, or
LIBOR). In fact, very soon nominal short-term rates fell to close to the then
historically low levels of 1 percent.

Perhaps not surprisingly, given low interest rates and the increased li-
quidity provided by central banks, such as the Federal Reserve, there ensued
a rapid expansion in consumer, mortgage, and corporate debt financing.
Thus, demand for residential mortgages and credit card debt rose dramati-
cally. Moreover, commercial demand for loans increased, and it became in-
creasingly less expensive for private equity firms to undertake takeovers
financed via commercial loans (often in the form of highly leveraged syndi-
cated bank loans).

However, what is important for understanding the credit risk exposures
is that it was not just the increase in the quantity of consumer and commer-
cial debt, but also the simultaneous decline in the quality of that debt. Spe-
cifically, as the demand for mortgage debt grew, especially among those
who had previously been excluded from participating in the market because
of their poor credit ratings, banks and other financial institutions began
lowering their credit quality cut-off points. Moreover, to boost their earn-
ings, in the market now popularly known as the subprime market, banks
and other mortgage-supplying institutions often offered relatively low
teaser rates on adjustable rate mortgages (ARMs); while the initial interest
rates might be exceptionally low, a substantial step-up in rates could occur
after the initial rate period expired two or three years later, and again if
market rates rose in the future.

Under the traditional banking structure, banks might have been reluc-
tant to so aggressively pursue low credit quality borrowers for fear that the
loans would default. However, under the originate-and-distribute model of
banking (see Chapter 1), asset securitization and loan syndication allowed
banks to generate large loan origination fees while retaining little or no part
of the loans, and hence avoid the default risk on loans that they originated.
Thus, as long as the borrower did not default within the first months after a
loan’s issuance (a condition that was not met for some of the riskiest vintage
of 2006–2007 originations) and the loans were sold or securitized without
recourse back to the bank, the issuing bank could ignore longer-term credit
risk concerns.

As the supply of subprime mortgages increased after 2001, housing
prices began to rise in all parts of the United States. Figure 2.1 shows that as
mortgage rates declined, housing prices increased during the 2000–2005 pe-
riod. Indeed, as of the end of 2005, real residential construction represented
more than 5 percent of U.S. GDP, and housing starts reached record highs.
With hindsight, many now view this run-up in housing prices over the
2001–2005 period as a bubble that was unsustainable.
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With growing originations of subprime mortgage debt, banks turned
to asset-backed securitization (ABSs), as discussed in Chapter 1. How-
ever, underlying mortgages that were often of relatively low quality
were not eligible for securitization by government-sponsored entities
such as FNMA, GNMA, or Freddie Mac. To gain investors’ interest,
and obtain favorable credit ratings from credit rating agencies such as
Standard and Poor’s and Moody’s, these pools of subprime mortgages
were often regionally diversified and mixed with other assets. Thus, an
entire market for subprime mortgage-backed securities (MBSs) devel-
oped, backed by pools of mortgages granted to borrowers with poor
creditworthiness. Banks such as Countrywide specialized in issuing high-
risk Alt-A mortgage-backed securities.1 These were based on pools of
mortgages issued to borrowers with inadequate documentation (e.g., no
income check) or to borrowers with uneven credit histories.

Moreover, the rising prices of houses pushed many of these high-risk
loans into the jumbo market, above the $417,000 GNMA limit (or
$625,500 in Alaska, Hawaii, Guam, and the U.S. Virgin Islands) for federal
government insurance. Many of these subprime mortgages were granted to
speculators and high-income individuals who wanted larger loans (with
higher loan-to-value ratios—that is, lower down payments or less equity
investment) for purchases of second homes, condominium investments,

FIGURE 2.1 Median U.S. Home Prices in Thousands of Dollars
Notes:Median U.S. home prices in thousands of dollars, not seasonally adjusted.
Average conventional 30-year commitment rates on fixed rate mortgages.
Source: Standard & Poor’s, ‘‘S&P/Case-Shiller1 Metro Area Home Price Indices,’’
May 2006, 27; National Association of Realtors, Federal Home Loan Mortgage
Corporation.

26 BUBBLES AND CRISES: THE GLOBAL FINANCIAL CRISIS OF 2007–2009



E1C02 03/19/2010 Page 27

speculative real estate investment, and refinancing. The expectation was
that the loans would be refinanced (or the speculative investment sold) be-
fore a higher step-up rate on the teaser ARMs kicked in. That is, only to the
extent that the loans could not be refinanced, they would be repriced after
three years to higher market-based rates. In addition, lenders increasingly
extended second-lien mortgages that piggybacked other loans used to cover
the down payment. A Wall Street Journal study (Brooks and Ford [2007])
shows that the amount of second-lien mortgages increased to 22 percent of
all mortgages in 2006, up from 12 percent in 2004.2 Thus, there was little
or no cushion between underlying property values and the amount of mort-
gage indebtedness.

Credit rating agencies often granted ABSs comprising these so-called
Alt-A and subprime MBSs the highest ratings, usually in the AAA to AA
range, because of the diversified nature of the mortgage pools and their
assumptions about the future (upward) course of housing prices, as well as
various credit enhancements. That is, if housing prices continued to rise,
then even if the borrower experienced difficulties in repaying a mortgage,
the lender would be able to repossess the house and sell it without incurring
a loss on the mortgage. Moreover, if housing prices had continued to rise,
the borrower would have been able to refinance the high-rate mortgage
with lower-cost refinancing at a low introductory rate, thereby creating re-
volving, sequential refinancings to avoid the step-up in subprime mortgage
rates. Thus, the market was betting that housing prices would increase fast
enough to erase the impact of poor credit quality and rising default proba-
bilities. Moreover, the implicit assumption driving the subprime mortgage
market was that even if housing prices leveled off (or declined) in one geo-
graphic region, this would be offset by continuing increases in other regions,
and therefore, the geographically diversified nature of mortgage pools
would further alleviate any possible credit losses.

It was not only in the subprime mortgage market that the credit boom
was evident. Consumer credit debt soared, as did the amount of syndicated
lending and securitized commercial loans (CLOs), often providing the
financing of takeovers. During the 2004–2005 period, the annual rate of
growth of new CLO issues was around 30 percent and new issues were
heavily oversubscribed.3 By November 2006, the volume of new issues in
the CLO market was $466 billion for the 11 months of 2006, an increase of
58 percent from a similar 11-month period in 2005.4 Both the quantity of
commercial lending increased and the quality deteriorated, just as in
the mortgage market. The analogs to the low-quality Alt-A and subprime
mortgages for the commercial credit market were the highly leveraged and
covenant-lite loans that had little lender protection mechanisms and offered
very generous promised terms to borrowers with little equity.5
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Further building the bubble was the growth of structured investment
vehicles (SIVs) (see the discussion in Chapter 1) composed of relatively lon-
ger-term subprime mortgage pools that were often used to back issues of
short-term commercial paper—so-called asset-backed commercial paper
conduits (ABCP)—and other short-term sources of financing (e.g., re-
purchase agreements). This meant that commercial paper, which matures
within 270 days and therefore has to be continuously reissued, was used to
finance the securitization of long-term, illiquid subprime mortgage assets.
Fooled by the high ratings of the credit rating agencies (which were subject
to conflicts of interest since the rating agencies owed much of their revenues
to these securitizations; see Chapter 1), relatively favorable returns, and a
housing price boom, investors such as pension funds, hedge funds, and mu-
tual funds as well as foreign banks and other financial institutions became
increasingly attracted to these instruments, with the ABCP market increas-
ing to over $1 trillion in face value outstanding.6 The growth of this market
increased the supply of financing to the subprime market, thereby further
encouraging the origination of more subprime and Alt-A mortgages.

High housing prices and easy credit fueled consumer spending financed
with increased indebtedness. Thus, consumer demand propped up the econ-
omy, providing businesses with high profits and driving rising stock markets
throughout the world. The effect of this, however, was the creation of a
credit bubble which would throw the world into crisis when it burst.

The growth and decline in real estate prices throughout the United States
is shown in Figure 2.2. Housing prices (as measured by the Office of Federal
Housing Enterprise Oversight, or OFHEO, and Federal Housing Finance
Agency, or FHFA, housing price index) fell precipitously from their peak at
the beginning of 2006. This process occurred simultaneously throughout the
country. As noted in the previously cited 2007Wall Street Journal study:

. . . an analysis of more than 130 million home loans made over
the past decade reveals that risky mortgages were made in nearly
every corner of the nation, from small towns in the middle of no-
where to inner cities to affluent suburbs. . . . [Moreover,] the data
contradict the conventional wisdom that subprime borrowers are
overwhelmingly low-income residents of inner cities. Although the
concentration of high-rate loans is higher in poorer communities,
the numbers show that high-rate lending also rose sharply in mid-
dle-class and wealthier communities.7

The geographic impact of falling house prices, inflated by the subprime
mortgage crisis, spread across the United States, thereby undermining the
geographic diversification assumptions used in constructing many subprime
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asset-backed mortgage pools. Figure 2.3 shows how widespread the hous-
ing price declines were in the United States over the 2008–2009 period.
However, as will be described shortly, the crisis exhibited three phases.

PHASE 1 : CRED I T CR I S I S IN THE MORTGAGE
MARKET

As house prices started to fall during 2006, the Federal Reserve started to
raise interest rates in the money market as it began to fear inflation. Since
many of the subprime mortgages originated in the 2001–2005 period had
floating rates (i.e., were ARMs) with high step-up rates, the cost of meeting
mortgage commitments rose to unsustainable levels for many low-income
households.

The confluence of falling house prices, rising interest rates, and rising
mortgage costs led to a wave of mortgage defaults in the subprime market
and foreclosures that only reinforced the downward trend in house prices
shown in Figure 2.2. As this happened, the poor quality of the collateral
and credit quality underlying subprime mortgage pools became apparent,
with default rates far exceeding those apparently anticipated by the rating
agencies in setting their initial ratings for various tranches of subprime
mortgage securitizations ratings. These effects built throughout 2006 and
through the middle of 2007. By February 2007, the percentage of subprime
mortgage-backed securities delinquent by 90 days or more was 10.09 per-
cent, which was substantially higher than the 5.37 percent rate in

FIGURE 2.2 FHFA House Price Index History for United States
Source: Federal Housing Finance Agency news release, May 27, 2009, page 6.
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May 2005.8 The number of subprime mortgages that were more than 60
days behind on their payments was 17.1 percent in June 2007, 18.7 percent
in July 2007, and over 20 percent in August 2007.9 As borrowers had diffi-
culty repaying their existing mortgages, they found it impossible to re-
finance their existing loans prior to the higher step-up interest rate kicking
in. By autumn 2007, the National Association of Realtors was projecting a
decline of 24 percent in new home sales and 8.6 percent in existing home
sales.10 Major assumptions underlying credit risk measurement models
(i.e., that on default the loss given default, or LGD, of mortgages would be
relatively low) proved faulty.

First, any model is only as good as its assumptions. The assumption
that geographic diversification would protect mortgage portfolios from
credit losses was consistent with past experience. The models failed to
account for the nationwide (rather than geographically isolated) decline
in housing prices. A nationwide housing price decline was an extreme
tail event and therefore not considered a plausible scenario, even in value
at risk (VAR) models that were supposed to measure unexpected losses
at very low levels of probability. Thus, the credit risk measurement mod-
els performed badly, in part, because the input assumptions proved to be
inaccurate. Exacerbating this effect was the failure of many models to
incorporate correlations across assets and across risk exposures, such as
correlations across real estate markets. However, Loeffler (2008) shows
that if banks had used a simple autoregressive model of housing prices
(using the OFHEO index, which dates back to 1975), they would have
been able to forecast housing price declines that were even worse than
those that actually occurred, suggesting that risk measurement tools, if
applied correctly, would have alerted banks to the risk of falling housing
prices.11 Thus, he concludes that either ‘‘risk managers failed to apply
their [risk measurement] tool boxes, or that bank managers overruled
their risk managers’ assessments.’’

That brings us to the second point. Even if the credit risk measurement
models had performed better (or had been more widely applied), financial
firms were pursuing an originate-to-distribute model in which risk was
removed from the balance sheet, such that originating financial intermedia-
ries no longer had the incentive to screen and monitor credit risk exposures.
Thus, the most sophisticated players in the market paid no attention to early
warning signs since they thought that they had transferred their risk to out-
side investors. Gorton (2008) notes that while securitization is not the cause
of the 2007–2009 financial crisis, the necessary reliance of investors on
underwriters’ production of information (to avoid costly duplication) can
generate panic when external signs (e.g., ABX prices) show that risk has
increased, but investors cannot pinpoint the source of that risk. Investors
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then rationally run from all risky financial investments, generating a flight
to quality and a general shutdown in financial markets.12 As will be dis-
cussed later in this chapter, this underwriting failure contributed to the third
and most devastating phase of the crisis.

Usually a crisis needs a particular event to trigger it. While in the case of
the first phase of the crisis it is hard to point to one such event, some of the
earliest credit losses took place during the spring of 2007. The second larg-
est subprime lender, New Century Financial, was hit by a large number of
mortgage defaults, and filed for bankruptcy on April 2, 2007, after it was
unable to meet its lenders’ calls for more collateral on its credit lines. Bear
Stearns High-Grade Structured Credit Master Fund (the investment vehicle
for four Bear Stearns hedge funds, heavily invested in subprime CMOs,
CLOs and CDOs) and Dillon Read Capital Management (DRCM), a
subsidiary of UBS, also experienced substantial losses during that spring.
Figure 2.4 shows that these events led to the dramatic worldwide increase
in spreads on residential mortgage-backed securities (RMBSs) during the
summer of 2007, thereby causing the prices of RMBSs to fall throughout
the world and global mortgage market activity to grind to a halt. Such a
link across highly segmented international residential real estate markets
was unanticipated by virtually all credit risk models.

On July 31, 2007, the $20 billion Bear Stearns hedge funds announced
that their portfolios were worthless, despite Bear Stearns’ provision of
backup liquidity in the form of a $3.2 billion line of credit, and filed for
bankruptcy. These funds mostly utilized repurchase agreements, rather
than commercial paper, to fund their subprime and other ABS securities
portfolio. This transmitted the crisis to yet another short-term credit mar-
ket: the interbank market.

The follow-on effects were substantial. Investors began to lose further
confidence in the quality of credit ratings and the rating agencies, especially
regarding the quality of the investment-grade-rated tranches of ABS. On
October 11, 2007, Moody’s downgraded more than 2,000 subprime MBSs
with an original value of $33.4 billion.13 Thus, all other debt issues—from
the interbank market to the corporate bond market, including the so-called
investment-grade market—were negatively affected by a flight to quality to
default-risk-free U.S. government securities. This resulted in falling prices
(rising interest rates or credit spreads) on privately issued debt securities
and rising prices and lower rates on government-issued securities. As noted
by the Bank of England, ‘‘This fundamental uncertainty about the value of
ABS began to cause problems in a wider set of markets. The near closure of
primary issuance markets of collateralized loan obligations, and an increase
in risk aversion among investors, left banks unable to distribute leveraged
loans that they had originated earlier in the year.’’14 As a result, credit
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markets throughout the world suffered from high spreads and drastically
curtailed liquidity.

PHASE 2 : TH E CR I S I S SPREADS—L IQU I D I TY
R I SK

Phase 2 of the financial meltdown began during the summer of 2007 when
German savings bank IKB and British bank Northern Rock failed.15

Although both were bailed out by their respective regulatory agencies, the

FIGURE 2.4 Residential Mortgage-Backed Securities Spreads
Note: (a) A-rated 5-year spreads over LIBOR except for Spain, which uses 10-year
spreads over LIBOR. (b) All countries’ data are prime residential mortgage-backed
securities except for the United States, which uses home equity loans, which will
tend to be of lower quality.
Source: Bank of England, Financial Stability Report no. 22, October 2007, page 7.
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extent of the problems caused by the decline in ABS values caught many in-
vestors by surprise and induced a second stage of the crisis—a liquidity crisis.
Specifically, in early August 2007, IKB announced that it had exposure of
s17.5 billion, or $24 billion, to the U.S. subprime market and stood to lose
up to one-fifth of the value of those investments. Moreover, its affiliate,
Rhine Funding, could not sell commercial paper to finance those assets. The
IKB failure was soon followed by the announcement that Sachsen LB, a bank
owned by the German state of Saxony, had received a bailout of s17.3 bil-
lion, or $23.3 billion, because of its exposure to the subprime market.

The major U.S. subprime mortgage lender, Countrywide, announced in
August that it was drawing down on backup lines of credit because of its
growing losses. Ultimately, a liquidity run on Countrywide was stemmed
only after a $2 billion equity investment by Bank of America on August 23,
2007. However, a number of other ABCP issuers such as the SIVs also be-
gan having difficulty refinancing their short-term commercial paper issues
because of investor concerns about the quality of the underlying collateral
of subprime mortgages and other assets, despite the purported AA or AAA
ratings these issues may have received from the rating agencies.

Investor concerns about credit quality in the subprime mortgage market
spread like wildfire throughout the global financial system. Brunnermeier
(2009) points out that this contagion was spread across markets by ‘‘net-
work effects,’’ since financial institutions are simultaneously borrowers and
lenders. If there are concerns about counterparty credit risk, the long and
short positions fail to cancel one another out, leading to financial gridlock
and the lockdown in financial markets.

The impact of the phase 2 liquidity crisis can be seen in the spread be-
tween Aaa-rated corporate bonds and three-month U.S. Treasury bills,
shown in Figure 2.5. From January 2007 through April 2007, the spread
between Aaa corporates and three-month U.S. Treasury bills averaged 44
basis points. By contrast, this same spread, between May 2007 and Octo-
ber 2007, averaged 129 basis points. During the period from November
2007 to February 2008, the spread between Aaa corporates and three-
month U.S. Treasury bills widened to an average of 242 basis points—more
than five times the spread during the first quarter of 2007.

This flight to quality impacted other short-term rates as well, as all
short-term rates diverged. The spread between three-month commercial
paper issued by financial companies and three-month Treasury bills was 28
basis points during January through April 2007, 81 basis points during May
through October 2007, and 139 basis points from November 2007 to Feb-
ruary 2008. Thus, hedge funds and SIVs issuing ABCP to finance long-term
risky asset portfolios, such as RMBSs including subprime mortgages, were
caught in a liquidity squeeze on top of the underlying credit quality
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problems posed by those investments. Figure 2.6 demonstrates the liquidity
squeeze, as the cost of short-term credit increased markedly in the fall of
2007.16

As the scale of the liquidity crisis spread far beyond the subprime mar-
ket, central banks became increasingly concerned and opened their discount
windows (central bank lending facilities) to banks and other financial insti-
tutions that were liquidity constrained. By August 10, 2007, the following
central bank liquidity injections into the financial system had taken place:
$43 billion by the Federal Reserve, $191 billion by the European Central
Bank, and $8.4 billion by the Bank of Japan. On November 1, 2007, the
Federal Reserve injected an additional $41 billion in temporary reserves
into the banking system, the biggest one-day infusion since September
2001.17 Further, the Federal Reserve lowered the discount rate on August
17, 2007, by 50 basis points to 5.75 percent. On September 18, 2007, the
Federal Reserve lowered the federal funds rate by 50 basis points to 4.75
percent; another 25 basis points to 4.5 percent on October 31, 2007; and
again another 25 basis points on December 11, 2007, to 4.25 percent.
When these rate cuts did not appear to be sufficient to stimulate economic
activity, on January 22, 2008, the Fed lowered the federal funds rate an-
other 75 basis points in a surprise announcement prior to the regularly
scheduled Open Market Committee meeting. A week later, on January 30,
2008, the Fed lowered rates another 50 basis points to 3 percent. However,
as Figure 2.6 shows, even as the Fed lowered rates, the flight to quality con-
tinued and the spread between LIBOR and the Overnight Index Swap rate
widened further.

As providers of backup sources of liquidity via lines of credit and loan
commitments to SPVs, SIVs, and hedge funds, the banking system was

FIGURE 2.6 The Increasing Cost of Short-Term Liquidity: Difference between the
LIBOR and the Overnight Index Swap Rate
Source: ‘‘Domestic Open Market Operations During 2008,’’ Federal Reserve Bank
of New York, Markets Group report, January 2009, Chart 1.
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forced to absorb much of the impact of the absence of liquidity in global
credit markets. As roll-overs of ABCP met with resistance, the SIVs began
to draw down their committed lines of credit with major banks (often their
parent banks) to meet their funding needs. Together with the inability of
banks to securitize and syndicate their own newly originated lending, this
created an unintended expansion of banks’ balance sheets. Indeed, one
could view this asset warehousing as a first-stage reversion to the traditional
banking model, in which the bank holds loans on its books and must there-
fore obtain financing and capital to fund those investments—in other
words, reintermediation.

The Bank of England issued a Financial Stability Report in which it esti-
mated that British banks would be forced to absorb an additional £147.4
billion in risk-weighted assets, representing 12 percent of the banks’ whole-
sale lending base. This would crowd out much new lending and stress the
capacity constraints of the banking system, just at a time when liquidity
risk exposures were climbing. Moreover, it would add to the amount of
(expensive) regulatory capital that banks would have to raise as a buffer
against the increased risk and size of their balance sheets. Thus, market par-
ticipants hoarded capital and liquidity and global financial markets shut
down during phase 2 of the crisis.18

PHASE 3 : THE LEHMAN FAILURE—UNDERWRITING
AND POLITICAL INTERVENTION RISK

It is usually at the stabilization stage of the financial crisis that the vulture
funds, sovereign wealth funds, and workout specialists typically begin to
hunt for bargains to purchase securities selling at depressed prices. That is,
since financial markets often overshoot during crises and decline more than
is warranted by fundamentals, vulture investors usually seek to buy assets at
fire sale prices and then work out the problem assets and recoup their in-
vestment plus profits.19 This form of distressed investing was instrumental
in lifting financial markets out of previous crises (e.g., the crisis during the
summer of 1998 precipitated by the Russian default and the Long Term
Capital Management debacle).

This recovery process was halted by the unexpected events of the week-
end of September 13–14, 2008—dubbed by the Wall Street Journal ‘‘the
weekend that Wall Street died’’—which culminated on September 15 in the
bankruptcy of Lehman Brothers, the nationalization of AIG, and the acqui-
sition of Merrill Lynch by the Bank of America (see Craig et al. [2008]).
Until then, large financial institutions were thought to be too big to fail
(TBTF) because of their importance to the operation of global financial
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markets. That is, it was widely thought that the government could not af-
ford to let any of the largest banks fail because of the knock-on impact of
losses that would ripple through the entire financial system.

Lehman Brothers was widely believed to have an implicit TBTF guaran-
tee, particularly after the government bailout of Bear Stearns in March 2008.
Therefore, it came as an enormous shock to financial markets that U.S. reg-
ulators did not offer a bailout package to Lehman. The systemic ripple
effects were massive—extending to all financial markets. Concerns about
haphazard governmental interventions, as evidenced by the apparently in-
consistent application of TBTF principles, contributed to the ensuing down-
turn that we refer to as the third phase of the crisis. During this phase, credit
risk and liquidity risk were again exacerbated, so that the third phase of the
crisis includes a repeat of both phases 1 and 2. That is, the deterioration in
financial and economic conditions triggered a lockdown in financial markets
(increased liquidity risk exposure, as shown by widening LIBOR-OIS
spreads in Figure 2.6) and an increase in delinquencies (increased credit risk
exposure, as shown by increased loan CDS index spreads in Figure 2.7).20

On top of the governmental policy risk associated with haphazard
and inconsistent application of intervention policies (e.g., the changing
objectives of the Troubled Asset Relief Program, TARP, established on
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FIGURE 2.7 The Cost of Credit Risk and Loan Index Swap Spreads
The LCDX is a composite of three different indices that were offered consecutively
over the time period.
Source: Reuters Loan Pricing Corporation web site, www.loanpricing.com/.
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October 3, 2008—see the discussion in Chapter 3), it became apparent that
there was something fundamentally unsound in the way that underwriters
had implemented the securitizations during the bubble years. It was becom-
ing increasingly clear that vulture capitalists were finding it difficult to re-
coup their investments in the so-called toxic asset-backed securities because
of the complexity and difficulty in valuing many of the distressed assets.
Specifically, fundamental structural problems in the underwriting of the
MBSs and other toxic securities began to surface. For example, when dis-
tressed asset investors attempted to foreclose on the underlying loan collat-
eral, they often found that the underwriters, in their hurry to do the deal
and securitize the loans during the boom period, had failed to perfect the
liens. They found that some securitizations did not have fundamental iden-
tification information about the underlying assets necessary to restructure
the securitizations. They also found that in some deals the right to re-
structure the securities was limited by covenant. That is, in their rush to do
the deals during the bubble period, underwriters failed to follow their own
due diligence and operational procedures. As noted by Gretchen Morgen-
son of theNew York Times:21

[L]awyers who represent candidates for modifications [of MBSs]
say the programs are hobbled by the complexity of securitization
pools that hold the loans, as well as uncertainty about who actually
owns the notes underlying the mortgages.

Problems often emerge because these notes—which are written
promises to repay the full amount of a mortgage—weren’t recorded
properly when they were bundled by Wall Street into pools or were
subsequently transferred to other holders.

How can a loan be modified, these lawyers ask, if the lender cannot
prove that it actually owns the note? More and more judges are ask-
ing the same thing about lenders trying to foreclose on borrowers.

And here is another hurdle: Most loan servicers—the folks respon-
sible for handling all the paperwork surrounding monthly mort-
gage payments—aren’t set up to handle all of the details involved
in a modification.

The weekend of September 13–14, 2008, started the process of revela-
tion of the fundamental underwriter risk and governmental policy risk
hazards of the financial crisis (e.g., the unanticipated bankruptcy of the ven-
erable investment house Lehman Brothers). This phase, together with the
resurgence of liquidity and credit risk problems in the global financial
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system, was not foreseen. In this third, most intractable phase, fundamental
structural, legal, and political features of the toxic assets and financial inter-
mediaries have stressed global financial markets. For example, Gretchen
Morgenson states in a March 2009 article:22

[T}he impact of another lax practice is only beginning to be seen.
That is the big banks’ minimalist approach to meeting legal require-
ments—bookkeeping matters, really—when pooling thousands of
loans into securitization trusts.

Stated simply, the notes that underlie mortgages placed in securitiza-
tion trusts must be assigned to those trusts soon after the firms cre-
ate them. And any transfers of these notes must also be recorded.

No one knows how many loans went into securitization trusts
with defective documentation. But as messes go, this one has,
ahem, potential. According to Inside Mortgage Finance, some
eight million nonprime mortgages were put into securities pools in
2005 and 2006 and sold to investors. The value of these loans was
$797 billion in 2005 and $815 billion in 2006.

If notes underlying even some of these mortgages were improperly
assigned or lost, that will surely complicate pending legislation in-
tended to allow bankruptcy judges to modify mortgage terms for
troubled borrowers. . . .

Samuel L. Bufford, a federal bankruptcy judge in Los Angeles since
1985, has overseen some 100,000 bankruptcy cases. He said that in
previous years, he rarely asked for documentation in a foreclosure
case but that problems encountered in mortgage securitization have
made him become more demanding. . . .

‘‘My guess is it’s because in the secondary mortgage market they
have been sloppy,’’ Judge Bufford added. ‘‘The people who put the
deals together get paid for the deal, but they don’t get paid for the
paperwork.’’

These fundamental operational problems made investors leery about
purchasing ABSs even at fire sale prices for fear that underwriting lapses
will prevent them from restructuring the securities and earning a return
on their investment. The original investors in the ABSs had no way to deter-
mine whether underwriters of ABSs performed their jobs diligently. The
nature of ABSs is their lack of transparency. Investors in ABSs rely on
underwriters to follow well-established rules and procedures for the
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construction of the securities. However, a breakdown in incentives led
banks to ignore their own standards. Improper documentation and legal
follow-through resulted in a failure to clearly assign property rights in these
toxic ABSs, which currently prevents the resurgence of the securitization
market. As of the beginning of 2010, banks are still holding on to these
operationally-flawed assets as lawsuits attempt to sort out the tangles.
However, during this long, drawn-out process, the unavailability of the
securitization outlet makes banks reluctant to originate new loans, thereby
preventing a full economic recovery.

The third phase of the 2007–2009 crisis is unprecedented in the recent
history of financial markets. The extent of this stage is demonstrated in dra-
matic increases in market volatility. Figure 2.8 shows that during the third
phase of the crisis (after September 2008), the Chicago Board Options
Exchange (CBOE) Volatility Index (VIX) rose to heights unseen since the
index’s introduction in January 1990. The VIX is known as the ‘‘investor
fear gauge.’’23 The higher the index, the more fear in the market, and the
extraordinarily high current level of the VIX during the third phase of the
crisis indicates unprecedented levels of fear and uncertainty. Figure 2.8
shows that the VIX did not reach current heights during earlier crises—for
example, during either the 1998 Long Term Capital Management/Russian
government default crisis, or the bursting of the high-tech bubble in March
2000, or in the aftermath of 9/11. The fear in the market during phase 3 of
the crisis was almost double the level seen during the worst previous crisis
since the introduction of the index in 1990, indicating that current financial
conditions were far more precarious than in past crises.

The unprecedented nature of the 2007–2009 financial crisis in recent
times is also illustrated by the Kansas City Financial Stress Index (KCFSI)
shown in Figure 2.9.24 The 11 component variables in the KCFSI are: the
three-month LIBOR/three-month Treasury bill (TED) spread; the two-year
(fixed for floating rate) swap spread; the off-the-run/on-the-run 10-year
benchmark Treasury spread; the Aaa/10-year Treasury spread; the Baa/Aaa
spread; the high-yield bond/BBB spread; the consumer ABS/5-year Treasury
spread; the correlation between the S&P 500 stock index and 2-year Trea-
sury bond returns; the CBOE VIX; the idiosyncratic volatility of bank stock
prices (measured as the standard deviation of the deviation between daily
bank stock index values and the S&P 500 Index over a monthly period);
and a cross-section dispersion of bank stock returns (the interquartile range
of unexpected returns, relative to the S&P 500, of the 100 largest commer-
cial banks).25 The KCFSI indicated substantially higher levels of financial
stress during the 2007–2009 crisis, as compared with all earlier crises dur-
ing the 1990–2006 period. Moreover, Figure 2.10 shows how each of the
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events in the unfolding of the crisis from 2007 to 2009 contributed to the
level of financial stress in the economy.

SUMMARY

The economy relies on financial institutions to act as specialists in risk mea-
surement and risk management. The importance of this was demonstrated
in the aftermath of the banks’ failure to perform this critical function during
the global financial crisis, which resulted in the worldwide breakdown in
credit markets, as well as an enhanced level of equity market volatility.
When banks fail to perform their critical risk measurement and risk man-
agement functions, the result is a crisis of confidence that disrupts financial
markets. Even interbank short-term credit markets may seize up, with
banks unwilling to lend to each other because of uncertainty about their
own and their competitors’ precarious financial condition. This hoarding of
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FIGURE 2.9 Kansas City Financial Stress Index (KCFSI)
Note: Index is calculated using data from February 1990 to March 2009. Shaded
areas are recessions.
Source: C. S. Hakkio and W. R. Keeton, ‘‘Financial Stress: What Is It, How Can It
Be Measured, and Why Does It Matter?’’ Federal Reserve Bank of Kansas City,
Economic Review, Second Quarter 2009, Chart 1, page 21.
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liquidity prevents banks from providing the fundamental credit required to
keep the financial system working.

In this chapter, we identified three phases to the financial crisis. Phase 1
was a credit crisis, centered on delinquencies in mortgage-backed securities
and related instruments. Phase 2 was a liquidity crisis in which even short-
term money markets ceased to function because of the hoarding of liquidity
by financial institutions unwilling to lend to one another even in the over-
night interbank market. Phase 3 was induced by the failure of Lehman,
demonstrating an inconsistent and haphazard application of government in-
tervention policies, as well as evidence of shoddy underwriting and lack of
due diligence that hampers the working out and restructuring of the toxic
assets to this date.

In Chapter 3, we discuss policies undertaken to alleviate the crisis and
restructure the global financial architecture so as to prevent recurrence.
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CHAPTER 3
The Crisis and

Regulatory Failure

INTRODUCT I ON

One fundamental lesson of the 2007–2009 crisis is that when financial insti-
tutions fail to perform their risk management functions, then financial mar-
kets and the real economy are adversely impacted. And when financial
markets freeze, the government is left as the ultimate provider of liquidity
and credit to the economy. In this chapter, we discuss the regulatory and
governmental responses to ameliorate the crisis, as well as proposals for
restructuring of the financial system so as to prevent the recurrence of simi-
lar crises in the future. International bank capital requirements, known as
the Basel Accord, are described at length in Chapter 13.

CR IS I S I NT ERVENT I ON

The U.S. Federal Reserve was extensively involved in seeking remedies for
the economic crisis, augmenting its easy-money policy (put in place during
the summer of 2007) with expansions in the safety net made available to
nonbank financial institutions.1 One of the key components of the Fed’s
safety net is the lender of last resort privilege. This enables banks to meet
their short-term, nonpermanent liquidity needs by borrowing directly from
the central bank—at the discount window.

Historically, primary credit at the discount window in the United States
was available to healthy banks for short periods up to a few weeks to meet
temporary liquidity needs. Secondary credit was available to troubled
banks, but only for a short period of time until the institution returned to
market sources of funds. Any bank that used the discount window, how-
ever, had to pledge ‘‘high-quality liquid assets’’ as collateral. Indeed, the
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Fed specifies that ‘‘The Reserve Banks will consider accepting as discount
window collateral any assets that meet regulatory standards for sound asset
quality.’’2 This includes government obligations and AAA-rated asset-
backed securities. Depending on the security, the Federal Reserve assesses
haircuts of between 2 and 40 percent, thereby reducing the collateral valua-
tions to between 60 and 98 percent of market value.

However, in response to the financial crisis of 2007–2009, the Federal
Reserve Bank, together with the U.S. Treasury, the Federal Deposit
Insurance Corporation (FDIC), and other national banks throughout the
world, announced a series of unprecedented programs, which are listed in
Table 3.1.3 For example, on December 12, 2007, the Federal Reserve an-
nounced a new Term Auction Facility (TAF) which provided term loans to
depository institutions against a wide array of collateral previously deemed
unacceptable as collateral against discount window borrowing. The initial
auction injected $20 billion of 28-day funds into the U.S. banking system.
The impact of these programs is shown in Figure 3.1 by the dramatic in-
crease in liquidity injected into the system by the Federal Reserve.

TABLE 3.1 Unprecedented Crisis Intervention Programs from the Federal Reserve,
U.S. Treasury, and the FDIC

Inception

Date Program Name Description

8/17/2007 Term Discount Window Banks get 90-day financing using
broad collateral rather than
overnight discount window loans.

12/12/2007 Term Auction Facility (TAF) Banks bid on 28- or 84-day
financing.

3/7/2008 Term Repo Operations Offers 28-day repos to primary
dealers using open market
operations securities collateral.

3/11/2008 Term Securities Lending
Facility (TSLF)

Offers 28-day lending of non-
Treasury securities to finance
investments.

3/17/2008 Primary Dealer Credit
Facility (PDCF)

Discount window for primary
dealers, but only overnight loans
and investment-grade securities
as collateral.

9/17/2008 Supplementary Financing
Program (SFP)

Off-cycle T-bill program to issue
T-bills and drain liquidity without
selling securities.
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These actions were coordinated with other central banks throughout
the world. For example, on December 12, 2007, the Bank of England an-
nounced the expansion of its long-term (3-month through 12-month terms)
open market repo operations, increasing the amount of funds available
from £2.85 billion to £11.35 billion and widening the range of acceptable
collateral. When the crisis intensified during the first months of 2008, on

9/19/2008 Asset-Backed Commercial
Paper Money Market Fund
Liquidity Facility (AMLF)

Discount rate funding to buy asset-
backed commercial paper from
money market funds.

9/19/2008 Guarantee Program for
Money Market Funds

FDIC-like insurance to certain
money market funds for balance
as of 9/19/08.

10/3/2008 Troubled Asset Relief
Program (TARP)

Originally to purchase $700 billion
of ABS contracts, then used for
capital injection into large banks.

10/14/2008 Commercial Paper
Funding Facility (CPFF)

Federally funded SIV to act as
buyer of last resort for
commercial paper issues.

10/14/2008 Temporary Liquidity
Guarantee Program by
the FDIC

Fully insures non-interest-bearing
accounts and government guarantees
newly issued bank debt; raised
deposit insurance to $250,000.

11/25/2008 Term Asset-Backed
Securities Loan Facility
(TALF)

Fed will lend up to $200 billion on
a nonrecourse basis to holders of
certain AAA-rated ABSs backed
by newly issued consumer and
small business loans.

2/25/2009 Capital Assistance
Program (CAP)

Government-provided capital as a
bridge to private capital for banks
that failed the stress test (see
Chapter 10).

3/23/2009 Public-Private Investment
Program (PPIP)

Government-financed private
purchases of legacy loans and
toxic assets.

Note: In addition to these crisis intervention programs, the Treasury, Fannie Mae,
and Freddie Mac initiated several homeowner relief plans to assist responsible
homeowners in avoiding foreclosure through loan modification.

TABLE 3.1 (Continued)

Inception
Date Program Name Description
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March 11, around the same time that it arranged the acquisition of Bear
Stearns by JPMorgan Chase, the Federal Reserve established the Term
Securities Lending Facility (TSLF), which extended $200 billion of credit to
nondepository institutions (primary dealers) via access to the discount win-
dow for loans with terms of up to 28 days (rather than overnight). Moreover,
on March 14, 2008, the Fed authorized JPMorgan Chase to borrow on
behalf of Bear Stearns, a nonbanking firm that previously had no discount
window privileges.

However, in September 2008, after the failure of Lehman Brothers
and the bailout of AIG, together with the sale of Merrill Lynch to Bank of
America (discussed in Chapter 2 as part of phase 3 of the crisis), it became
clear to U.S. policy makers that a more comprehensive plan was required.
On October 14, 2008, the FDIC temporarily (through December 31,
2013) increased deposit insurance coverage from $100,000 to $250,000
per depositor under the Temporary Liquidity Guarantee Program. In addi-
tion, the Emergency Economic Stabilization Act (EESA) was passed by
Congress on October 3, 2008. Its major feature was the creation of a
$700 billion Troubled Asset Relief Program (TARP). The initial objective
was to repurchase illiquid securities from the banks in order to enable
them to resume lending and other normal banking functions. However,
the Treasury had not prepared a plan to identify the fair market price of
these assets so as to determine which assets should be included in the plan,
although there was some discussion about using a reverse auction in which
the banks would specify reservation prices for their securities. Indeed, it
was not until March 2009 (and the introduction of the Public-Private In-
vestment Program (PPIP, discussed later in this chapter), that the govern-
ment announced a two-pronged plan to purchase troubled mortgages and
ABSs from bank balance sheets.4

Largely in response to the slow start of TARP in the United States, the
Treasury announced on October 14, 2008, that instead of buying troubled
assets, it would directly recapitalize banks by purchasing up to $250 billion

FIGURE 3.1 Credit Extended through Federal Reserve Bank Liquidity Faculties
Source: www.federalreserve.gov/monetarypolicy/bst.htm.
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in senior preferred shares in troubled banks; in other words, it switched
from a plan of troubled asset repurchases to that of direct equity invest-
ment. The maximum subscription amount for each bank was the lesser of
$25 billion or 3 percent of risk-weighted assets. The senior preferred shares
qualified as Tier 1 capital and carried a cumulative dividend rate of 5 per-
cent annually for the first five years and 9 percent after the fifth year. How-
ever, since the shares were nonvoting, the U.S. Treasury did not impose any
governance changes on the banks, with the exception of the rules written
into the Congressional EESA that restricted executive compensation by al-
lowing clawbacks, prohibiting golden parachutes, and instituting a tax de-
duction limit for all compensation levels above $500,000.5

As the government safety net expanded and as additional firms became
financially distressed, there was a structural shift that will impact the finan-
cial industry far into the future: principally the shift by the two main remain-
ing independent investment banks, Goldman Sachs and Morgan Stanley,
toward adopting a bank holding company (BHC) charter. In September
2008, as the stand-alone investment company model looked increasingly un-
stable, both switched to a BHC charter with the rapid approval of the Fed.
In November 2008, American Express joined them. Even General Motors
(via its financing arm, GMAC) adopted a BHC designation in order to ob-
tain access to the financial support associated with bailout policies and the
banking safety net provided by the government.

The Obama administration introduced two new crisis intervention
plans, as well as a restructuring plan called the Obama-Geithner Plan,
which is described in the next section. Table 3.1 shows that the two
new crisis intervention plans were the Capital Assistance Plan (CAP)
and the Public-Private Investment Program (PPIP). We will describe the
CAP in Chapter 10 (where we discuss stress testing). The $1 trillion
PPIP initially contained two components: (1) government-financed pur-
chases of toxic bank loans, dubbed legacy loans; and (2) provision of low-
cost government financing to private investors (e.g., hedge funds) to buy
troubled asset-backed securities (legacy securities) from the banks. The
legacy loan portion of the program required private investors to contrib-
ute $6 for every $100 face value of loans purchased. To value these loans,
the FDIC would conduct an auction. Suppose that the price were $84. Out
of this purchase price, the FDIC would guarantee $72 of financing, the
Treasury would provide $6, and the private investor would provide $6.
Thus, the effective private sector leverage was 14 to 1 (or 84/6). The leg-
acy securities portion of the program entails the approval of up to five as-
set managers ‘‘with a demonstrated track record of purchasing legacy
securities.’’ The government would provide a dollar-for-dollar match for
all capital invested in the program by the private asset managers. The
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Treasury also planned to lend to the PPIP, such that for every $100 in-
vested by the private sector, the government contribution could be as high
as $300. Despite the 3:1 government to private investment ratio, the
proceeds of the investment were to be shared equally between the public
and private sector.

Despite these incredibly generous terms, the PPIP was viewed with sus-
picion by banks and other financial firms from its introduction. Asset man-
agers were concerned about participating because of the furor about
executive compensation plans that led President Obama to propose capping
executive pay at all financial firms that participate in bailout plans. More-
over, the banks themselves were concerned about selling loans and securi-
ties at fire sale prices, thereby causing them to take additional write-downs
and further impairing their capital. Indeed, some banks expressed interest in
bidding on their own toxic loans using government financing under the PPIP
legacy loans program, but the FDIC prohibited this.6 Therefore, because of
lack of participation on both the investor (buyer) and bank (seller) side, the
FDIC shelved the legacy loan portion of the PPIP in June 2009. The legacy
securities portion of the program, although still formally in place, has not
been implemented as of this writing. Therefore, the toxic assets still remain
on the banks’ balance sheets.7

In contrast, the toxic assets held by U.S. savings and loan associations
were efficiently resolved by the Resolution Trust Corporation (RTC), cre-
ated in 1989 to address the thrift crisis of the 1980s, which at the time rep-
resented the greatest collapse of financial institutions in the United States
since the 1930s. Ultimately, the RTC took possession of 747 thrifts with
total assets of $394 billion.8 The ultimate total cost of the thrift cleanup
was $152.9 billion, with the U.S. taxpayer bearing 81 percent of the total
resolution costs from 1986 to 1995, suggesting a recovery rate of over 70 per-
cent (basedon$519billion in total thrift assets resolved; seeCurryand Shibut
[2000]).Aswill be discussed inChapter 7, this represents an acceptable recov-
ery rate onbank loans.

In addition to the programs listed in Table 3.1, the U.S. government
introduced several programs designed to encourage lenders to modify the
terms of mortgages so as to avoid foreclosure, including President Obama’s
Making Home Affordable program introduced in March 2009. The pro-
gram offers incentives to change mortgage terms by providing $1,000 for
each modified loan. The Office of the Comptroller of the Currency (OCC)
and Office of Thrift Supervision (OTS) suggest that the program had little
immediate impact on mortgage foreclosures, reporting that delinquencies
and foreclosures continued to increase during the first quarter of 2009, al-
though the number of loan modifications increased 55 percent from the pre-
vious quarter (OCC [2009]).
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However, Professor Alan White (2008) examined data on 3.5 million
subprime and Alt-A mortgages (see the discussion in Chapter 1) in Wells
Fargo’s securitization pools that were originated during 2005 through
2007, and found that

. . . while the number of modifications rose rapidly during the cri-
sis, mortgage modifications in the aggregate are not reducing sub-
prime mortgage debt. Mortgage modifications rarely, if ever,
reduced principal debt and in many cases increased debt. Nor are
modification agreements uniformly reducing payment burdens on
households. About half of all loan modifications resulted in re-
duced monthly payments, while many modifications actually in-
creased the monthly payment.

Moreover, Figure 3.2 shows that the most important explanation for
mortgage foreclosures is negative equity or loan principal in excess of the
house market value. That is, the absence of proper incentives on the part of
both borrowers and lenders explains the high delinquency and foreclosure
rate during the crisis. Thus, it is unclear whether the number of loan modifi-
cations is the proper metric for judging the efficacy of programs to resolve
the foreclosure crisis.

Negative equity*

Downpayment of less than 3%*

Causes of mortgage foreclosures, second half of 2008

No Skin in the Game

Mortgage rate reset upward**

Subprime FICO score (<620)

Unemployment increase in 2008

285,305

130,014

60,942

148,697

183,447

*Factors based on equity.

**Complex subprime products.

FIGURE 3.2 Causes of Mortgage Foreclosures, second half of 2008
Source: S. Liebowitz, ‘‘New Evidence on the Foreclosure Crisis,’’ Wall Street Journal,
July 3, 2009, A13.
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LOOK ING FORWARD : R ESTRUCTUR ING PLANS

Every crisis spawns proposals for reform, and this one has been no
exception. This section cannot comprehensively cover all of the proposals
considered, but rather selectively surveys several prominent plans proposed
during the crisis. The Paulson blueprint was publicized in March 2008, fol-
lowed by the Senior Supervisors Group Plan. A year later, in March 2009,
the Obama-Geithner Plan was proposed. This section outlines these
proposals.

The Pau l son 2008 B l uepr i n t

As the crisis has unfolded, it has become increasingly clear that the financial
system regulation needs to be restructured and that the 1999 Financial Ser-
vices Modernization Act (also known as the GLB Act—see the discussion in
Chapter 1) has failed to deliver a more efficient, profitable, and, most im-
portantly, sound financial system. In March 2008, the Treasury published
the first major proposal for the restructuring of the U.S. financial system
(see Paulson et al. [2008], hereafter referred to as the Paulson blueprint) in
order to propose a new system of regulation and supervision. The focus was
to allow financial institutions to engage in a complex and comprehensive set
of financial activities, but to eliminate the confusing net of regulatory over-
sight that was largely an artifact of historically separate chartering (banks,
investment firms, insurance companies, and so on.). The Paulson plan con-
sidered three stages of reform: short-term, medium-term, and long-term,
which are discussed next.

Short-Term Crisis-Related Recommendations The Paulson blueprint pro-
vided three areas of response to the financial crisis: (1) Revamp the Presi-
dent’s Working Group (PWG) on Financial Markets, (2) formulate a
Mortgage Origination Commission (MOC); and (3) broaden access to li-
quidity and funding, by expanding discount window access to nondeposi-
tory institutions. The PWG was established in the wake of the 1987 stock
market crash, and consists of representatives from the Treasury Depart-
ment, the Federal Reserve, the SEC, and the Commodity Futures Trading
Commission (CFTC). The Paulson blueprint advocated expanding member-
ship to include representatives of the FDIC, the OTS, and the OCC. The
objective of the PWG should be to ‘‘facilitate better inter-agency coordina-
tion and communication in four distinct areas: mitigating systemic risk to
the financial system, enhancing financial market integrity, promoting con-
sumer and investor protection, and supporting capital markets efficiency
and competitiveness’’ (Paulson, 2008, 6).
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Directly related to the crisis were recommendations regarding the mort-
gage market and gaps in oversight of mortgage origination. The plan advo-
cated the creation of an interagency committee composed of representatives
of the Federal Reserve, the OCC, the OTS, the FDIC, the National Credit
Union Administration, and the Conference of State Bank Supervisors,
which would develop uniform licensing requirements for mortgage origina-
tors that focus on personal integrity, educational requirements, testing crite-
ria, and license revocation procedures. The Paulson blueprint also called for
clarification of oversight responsibility for all mortgage originators,
whether they are affiliates of banks or stand-alone entities.

Medium-Term Regulatory Restructuring Recommendations The Paulson blue-
print provided additional recommendations to improve the efficacy of fi-
nancial regulation in the medium-term. One suggestion was to eliminate
the thrift charter. Another was to transfer supervision of state-chartered
banks to a federal regulator, such as the Federal Reserve or the FDIC, in
order to eliminate the dual banking system of federal and state charters.
According to the plan, a federal charter should be established for payment
and settlement systems that settle transactions in both large value and retail
claims, so as to minimize the systemic consequences of payment system
failure.

The market for insurance has become national and indeed global since
the passage in the 1940s of the McCarran-Ferguson Act, which specified
that insurance companies be regulated at the state level. Consequently, the
Paulson blueprint recommends the establishment of an optional federal
charter for insurance companies to specify the lines of insurance each na-
tionally regulated company could sell. The Office of National Insurance
(ONI), situated within the Treasury Department, would oversee the indus-
try to maintain safety and soundness, enhance competition in national and
international markets, and increase market efficiency. To modernize the
regulation of the insurance industry, the Paulson blueprint advocated the
Congressional creation of an Office of Insurance Oversight (OIO).

The bifurcation between futures and securities regulation is no longer
relevant in today’s interrelated markets, especially given the gray area as to
what is called a derivative and what is a security. The Paulson blueprint
suggested the merging of the SEC and the CFTC. However, to preserve the
CFTC’s ‘‘principles-based regulatory philosophy,’’ the plan stated that the
SEC should be updated and streamlined in order to expedite the rule-making
process to keep up with financial innovation and harmonize regulations
across markets. Indeed, the Madoff $65 billion Ponzi scheme and other
scandals and the failures of SEC oversight have propelled the need to reform
securities regulation to the short term. The Paulson blueprint, furthermore,
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embraced self-regulatory organizations for the oversight of broker-dealers
and investment advisers, and for setting trading rules particularly in over-
the-counter markets.

Long-Term Suggestions for an Optimal Supervisory Framework The Paulson
blueprint views the functional system of regulation with separate charters
and regulatory agencies for banking, insurance, securities, and futures to be
outdated, duplicative, and inefficient. In its place, the Paulson blueprint
advocates an ‘‘objectives-based’’ regulatory approach revolving around
three regulatory objectives: (1) market stability regulation dealing with the
overall systemic condition of financial markets and the impact on the econ-
omy, to be performed by the Federal Reserve; (2) safety and soundness pru-
dential regulation ‘‘to address issues of limited market discipline caused by
government guarantees,’’ performed by a newly created Prudential Finan-
cial Regulatory Agency (PFRA); and (3) business conduct regulation to
promote consumer protection and supervision of business practices, to be
covered by the newly established Conduct of Business Regulatory Agency
(CBRA) (Paulson [2008], 14).

Parallel to the three objectives-driven supervisory agencies would be
three federal charters for financial institutions (FIs). Depository institutions
with FDIC insurance would receive a federal insured depository institution
(FIDI) charter. Insurers selling retail products with some form of a govern-
ment guarantee would receive a federal insurance institution (FII) charter.
All other types of FIs would receive a federal financial services provider
(FFSP) charter. The FDIC would be reconstituted as the Federal Insurance
Guarantee Corporation (FIGC), with responsibility for the Federal Insur-
ance Guarantee Fund (FIGF). Finally, a new Corporate Finance Regulator
would be formed to manage disclosure, corporate governance, accounting
issues, and so on. Figure 3.3 shows the outline of the Paulson plan for objec-
tive-based regulation. A glance at the interlocking responsibilities (shown
by the arrows) across this array of regulatory agencies demonstrates that
the Paulson plan is hardly less complicated than the existing regulatory
structure.

Too Big and Too Many to Fail An issue that was not fully addressed in the
Paulson proposal was the moral hazard induced by too big to fail (TBTF)
privileges in the system. As the crisis intensified, a two-class system devel-
oped. Large institutions—regardless of charter—such as AIG, Fannie Mae,
and Freddie Mac, were TBTF and received bailout funds from the govern-
ment. In contrast, Lehman was allowed to fail, although the detrimental
effects of that decision led to clear adverse systemic impact and, to a certain
extent, initiated the third phase of the current crisis (see Chapter 2).
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The problem with TBTF is that it creates perverse incentives that exac-
erbate systemic risk in the long term. It is no accident that the banking sys-
tem in the United States has been consolidating at a rapid pace in the wake
of the crisis. For example, Wells Fargo’s purchase of Wachovia, JPMorgan
Chase’s purchases of Bear Stearns and Washington Mutual, and Bank of
America’s purchase of Merrill Lynch are likely to impose further systemic
risk exposure on the financial system, as more institutions fall under the
TBTF umbrella. Consolidation exacerbates the systemic consequences of fu-
ture cyclical downturns, thereby making government bailouts more likely
and incentivizing FIs to take on riskier positions. These perverse incentives
result in a banking system with a ‘‘heads, I win; tails, you lose’’ contest.
When risk shifting pays off, the bank’s shareholders gain, but when they
fail, the government bails the institution out.

The current system of bank regulation must be designed to limit bank
risk taking in order to mitigate systemic risk as well as individual FI failure.
The most important component of the regulatory restrictions designed to
limit excessive risk taking are the capital requirements that limit the bank’s
leverage and relate the required capital cushion to the individual bank’s risk

Treasury Proposals:  Regulation by Objectives

1. Market
Stability

Regulator
(Federal Reserve)

2. Prudential
Financial

Regulatory
Agency (PFRA)

3. Conduct of
Business

Regulatory
Agency (CBRA)

FIDI Charter
(Depository
institution
with FDIC
insurance)

FII Charter
(Retail financial
products and

insurance)

FFSP Charter
(All other
financial
products)

Federal
Insurance

Guarantee Corp
(FIGC) and
Fund (FIGF)

Corporate
Finance

Regulator

FIGURE 3.3 Paulson Plan

The Crisis and Regulatory Failure 55



E1C03 03/17/2010 Page 56

exposure (see also the discussion of Basel capital requirements in Chapter
13). Acharya (2000) notes, however, that this emphasis on the individual
bank in the formulation and implementation of capital requirements may
have the unintended consequence of increasing systemic risk. Individual
banks have the incentive to ignore the externality of their behavior on the
payoffs of other banks in the system and to undertake correlated invest-
ments (herding behavior) that exacerbate systemic risk. In addition,
Acharya and Yorulmazer (2005) and Brown and Dinc (2007) show that the
too many to fail (TMTF) phenomenon also exists in many countries
throughout the world. When the number of failed banks is large, the regula-
tor may find it optimal ex post to bail out all of the banks, thereby creating
incentives for banks to herd, increasing systemic risk exposure. Thus, while
only large banks are impacted by the TBTF phenomenon, even small banks
may respond to the TMTF incentives.

In order to mitigate these perverse incentives, Acharya (2000) advo-
cates ‘‘collective’’ regulatory policies that are a function of the joint failure
of banks, rather than individual banks’ failure probabilities. In this vein, a
systemic risk bank surcharge has been proposed that would be added to the
deposit insurance premium and or be reflected in an additional capital
charge for potential systemic risk causation. This surcharge would increase
in good times and with the systemic risk exposure of each financial interme-
diary, thereby providing self-insurance for the banking industry in the event
of a systemic crisis. The surcharge would be higher the larger the bank
(more likely to be TBTF) and the more correlated its risks are to other banks
in the system (TMTF). Priced properly, this surcharge could mitigate some
of the systemic risk stemming from the unintended negative herding conse-
quences engendered by capital regulation.9 This type of ex ante systemic-
risk-based pricing of insurance guarantees or bank capital requirements
appears to be missing in the Paulson plan.

The Sen i or Superv i sors Group (SSG ) P l an

In March 2008, seven major financial regulators (the U.S. Federal Reserve
Bank, the U.S. Securities and Exchange Commission, the U.S. Office of the
Comptroller of the Currency, the U.K. Financial Services Authority, the
Swiss Federal Banking Commission, the Banque de France Banking Com-
mission, and the German Federal Financial Supervisory Authority) released
a report describing their deliberations on a plan for reform. Their recom-
mendations for improved risk modeling centered on implementation of the
Basel II Accord, will be described in Chapter 13. However, they also called
for liquidity risk management, enhanced prudential supervision, and greater
disclosure and transparency.
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This Senior Supervisors Group (SSG) identified four risk measurement
and management shortcomings that hampered a bank’s ability to withstand
the current crisis: (1) lack of effective firmwide risk identification and analy-
sis; (2) inconsistent application of rigorous and independent valuation mod-
els throughout the financial institution; (3) ineffective management of
funding liquidity, capital, and the balance sheet; and (4) gaps in informative
and responsive risk management practices and reporting. These four fac-
tors highlight the importance of communication within a financial institu-
tion to identify risk exposures and hedge effectively at the firm level. The
SSG stressed the importance of independent assumptions built into rigorous
models, rather than the bank’s reliance on external credit ratings.

They concluded that financial firms should have control over balance
sheet growth and liquidity needs, as well as potential off-balance-sheet
risks. Moreover, the better-performing financial intermediaries had more
flexible risk measurement models with ‘‘more adaptive (rather than static)
risk measurement processes and systems that could rapidly alter underlying
assumptions in risk measures to reflect . . . management’s best sense of
changing market conditions’’ (SSG [2008], 4). Poorly performing financial
firms failed to incorporate correlations and potential basis risk between
cash instruments and securitizations or derivatives into their analysis. The
SSG concluded that the contingent liquidity risk associated with off-balance-
sheet entities (such as SIVs) and securitization pipelines (such as leveraged
syndicated bank loans and subprime mortgages) were underestimated dur-
ing the buildup period leading to the crisis.

The SSG responded to these observations by calling for a program for
stronger supervisory oversight covering four proposals:

1. Strengthen the ‘‘efficacy and robustness of the Basel II capital frame-
work by . . . enhanc[ing] the incentives for firms to develop more
forward-looking approaches to risk measures . . . and set[ting] suffi-
ciently high standards for what constitutes risk transfer. . . . ’’

2. Manage liquidity risk.
3. ‘‘Review and strengthen, as appropriate, existing guidance on risk man-

agement practices, valuation practices, and the controls over both.’’
4. Facilitate interaction among regulators, market participants and ‘‘other

key players (such as accountants)’’ to improve public disclosure.

The 2009 Obama -Ge i t h ner P l a n

On March 26, 2009, Treasury Secretary Timothy Geithner announced an
initial outline of a new regulatory plan to restructure the financial system to
prevent future crises:
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To address these failures will require comprehensive reform—not
modest repairs at the margin, but new rules of the road. The new
rules must be simpler and more effectively enforced and produce a
more stable system, that protects consumers and investors, that re-
wards innovation and that is able to adapt and evolve with
changes.10

And in the press release relating to the Obama administration’s pro-
posed reforms:

The President’s comprehensive regulatory reform is aimed at
reforming and modernizing our financial regulatory system for the
21st century, providing stronger tools to prevent and manage future
crises, and rebuilding confidence in the basic integrity of our finan-
cial system—for sophisticated investors and working families with
401(k)s alike.11

The Plan involves four broad components:

1. Addressing Systemic Risk: This crisis—and the cases of firms like
Lehman Brothers and AIG—has made clear that certain large,
interconnected firms and markets need to be under a more con-
sistent and more conservative regulatory regime. It is not enough
to address the potential insolvency of individual institutions—
wemust also ensure the stability of the system itself.

2. Protecting Consumers and Investors: It is crucial that when
households make choices to invest their savings we have clear
rules of the road that prevent manipulation and abuse. While
outright fraud like that perpetrated by Bernie Madoff is already
illegal, these cases highlight the need to strengthen enforcement
and improve transparency for all investors. Lax regulation also
left too many households exposed to deception and abuse when
taking out home mortgage loans. [This would include oversight
to prevent predatory lending practices.]

3. Eliminating Gaps in Our Regulatory Structure: Our regulatory
structure must assign clear authority, resources, and account-
ability for each of its key functions. We must not let turf wars
or concerns about the shape of organizational charts prevent us
from establishing a substantive system of regulation that meets
the needs of the American people.

4. Fostering International Coordination: To keep pace with in-
creasingly global markets, we must ensure that international
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rules for financial regulation are consistent with the high stan-
dards we will be implementing in the United States. Addition-
ally, we will launch a new, three-pronged initiative to address
prudential supervision, tax havens, and money laundering
issues in weakly-regulated jurisdictions.

Specific proposals were offered in five key areas:

1. Promote robust supervision and regulation of financial firms.
2. Establish comprehensive regulation of financial markets.
3. Protect consumers and investors from financial abuse.
4. Provide the government with the tools it needs to manage financial

crises.
5. Raise international regulatory standards and improve regulatory

cooperation.

In this section, we discuss the five key areas of the Obama-Geithner
Plan, as well as industry, political, and public reactions.

Promote Robust Supervision and Regulation of Financial Firms To achieve this
objective the Obama-Geithner Plan proposes the creation of a new Finan-
cial Services Oversight Council. This agency would ‘‘facilitate information
sharing and coordination, identify emerging risks, advise the Federal Re-
serve on the identification of firms whose failure could pose a threat to
financial stability . . . and provide a forum for resolving jurisdictional dis-
putes between regulators.’’12 Membership includes the Secretary of the
Treasury, the Chairman of the Board of Governors of the Fed, the Director
of the National Bank Supervisor, the Director of the Consumer Financial
Protection Agency (to be formulated under the Plan—see discussion in
the next section), the Chairman of the SEC, the Chairman of the CFTC, the
Chairman of the FDIC, and the Director of the Federal Housing Finance
Agency, supported by a permanent staff situated in the Department of
the Treasury. Public criticism has centered on fears of injecting political
considerations into what should be an apolitical process to conduct mone-
tary policy and banking supervision. However, there is recognition that sys-
temic risk must be better measured and controlled in the system.

Another part of this portion of the Obama-Geithner Plan would be to
empower the Federal Reserve to supervise on a consolidated basis systemi-
cally important (due to size, leverage, and/or interconnectedness) financial
holding companies (FHCs) that are considered to be too big to fail. This
would include nonbank financial firms and even unregulated or foreign sub-
sidiaries of FHCs (see Chapter 1) with potential impact on the stability of
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the financial system, and would replace the SEC’s Consolidated Supervised
Entity Program, which would be eliminated. This portion of the proposal
has been quite controversial because of concerns of overconcentration of
power within the Federal Reserve System.13

The Plan envisions the creation of a Treasury working group to study
ways to strengthen capital requirements and address the poor incentives in-
duced by executive compensation plans that reward short-term perform-
ance without consideration of long-term or risk-based consequences. Part
of the capital reforms would be to change accounting standards so as to
employ more forward-looking loan loss provisioning standards. Legislation
was encouraged that would make compensation committees more indepen-
dent of management.

To close the loopholes in banking supervision, a new federal agency,
the National Bank Supervisor, would be created to conduct prudential over-
sight for all federally chartered depository institutions. The federal thrift
charter would be eliminated. The separation of banking from commerce
would be ‘‘re-affirmed and strengthened’’ (Obama-Geithner Plan [2009],
12). Market reaction has expressed concerns about the creation of yet
another regulatory structure.

The regulatory umbrella would be extended to cover hedge funds, in-
surance companies, money market mutual funds, and government-spon-
sored enterprises (GSEs) such as Fannie Mae and Freddie Mac. The
proposal calls for study to determine how these entities can be made more
stable and less susceptible to runs and excessive risk taking. For example,
the SEC is instructed to investigate methods (such as requiring liquidity
buffers, requiring maximum weighted-average maturities of assets, tighten-
ing credit concentration limits, allowing redemption suspension, etc.) in or-
der to stabilize the net asset value of money market mutual funds and
control the risk of breaking-the-buck par valuation.

Establish Comprehensive Regulation of Financial Markets All over-the-
counter (OTC) derivatives would be subject to regulation under the Plan.
Securitization markets should be better regulated, with the objective of
improved transparency and standardization of securitization products. For
example, the electronic database reporting corporate bond transactions, the
Trade Reporting and Compliance Engine (TRACE), would be expanded to
include asset-backed securities (see the discussion of TRACE in Chapter 5).
External credit ratings should be strengthened and subject to more effective
international oversight. Other than requiring a different rating scale for
securitization products than for debt instruments, there is not a lot of detail
regarding these proposals, and it is somewhat disappointing that the
Obama-Geithner Plan did not address the more fundamental conflicts
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inherent in the external credit rating system (see the discussion in
Chapter 1).

The Plan advises the SEC and the CFTC to harmonize their regulations
of futures and other securities. There have been calls to eliminate the CFTC
(generally considered to be the more lenient of the two oversight agencies)
and to transfer the CFTC’s responsibilities to the SEC (see the Paulson blue-
print discussion earlier in this chapter). However, the Plan did not advocate
this change. This has fueled the public perception that the Plan is marginal
in scope and does not break with current practice in a fundamental way,
thereby missing the opportunity to rework the foundations of financial mar-
ket structure and institutional regulation. For example, the overlap between
the SEC and the CFTC, particularly in the area of derivatives, has led to
proposals to merge the agencies so as to improve the effectiveness of govern-
ment oversight.14 However, the Plan does not call for this, but rather calls
for authority to prevent ‘‘market manipulation, fraud and other market
abuses,’’ without any specifics.

The Plan also calls for the Federal Reserve to oversee the settlement
systems and liquidity involving systemically important financial firms, with
the objective of maintaining the integrity of the payment system. Part of
this proposal involves the creation of a central clearing counterparty for
credit derivatives such as credit default swaps (see Chapter 12). Currently,
there are seven proposed and approved clearinghouses for credit default
swaps: two in the United States (ICE and the Chicago Mercantile Exchange)
and five in Europe (NYSE-Liffe-LCH, Clearnet, ICE Trust Europe, Eurex,
LCH.Clearnet SA, and the CME Group).15

Protect Consumers and Investors from Financial Abuse The major proposal
in this section of the Plan is to create a new Consumer Financial Protection
Agency ‘‘to protect consumers of credit, savings, payment, and other con-
sumer financial products and services, and to regulate providers of such
products and services’’ (Obama-Geithner Plan [2009], 14). This indepen-
dent agency ‘‘with stable, robust funding’’ would have sole rule-making au-
thority for consumer financial protection laws, coordinate enforcement
with the states and the Department of Justice, have supervisory and enforce-
ment authority over all persons covered by its statutes (including deposi-
tory institutions), and conduct periodic reviews of regulations. The Plan
also calls for enhancement of the tools and resources available to the Fed-
eral Trade Commission for consumer protection.

Disclosure would be improved by an expanded SEC empowered to pro-
mote greater transparency of financial markets, standardization of informa-
tion about simple plain-vanilla products, foster fairness, and improve access
through enforcement of fair lending practices. A Financial Consumer
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Coordinating Council would be established under the aegis of the Finan-
cial Services Oversight Council. Retirement security would be promoted
through strengthened employer and private retirement plans that encourage
savings.

Provide the Government with the Tools It Needs to Manage Financial Crises This
portion of the Plan has been controversial because there are those who have
called for the breaking up of TBTF financial firms into smaller, more man-
ageable pieces, each of which would not be able to threaten the stability of
the financial system. Instead, the Plan envisions designating these systemi-
cally important TBTF FHCs as ‘‘Tier 1 FHCs’’ and creating ‘‘a resolution
regime to avoid . . . a disorderly resolution [that] would have serious ad-
verse effects on the financial system or the economy. The regime would sup-
plement (rather than replace) and be modeled on to the existing resolution
regime for insured depository institutions under the Federal Deposit Insur-
ance Act’’ (Obama-Geithner Plan [2009], 16). Moreover, the Federal Re-
serve would have to obtain the approval of the Treasury to lend under
‘‘‘unusual and exigent circumstances.’’’

Concerns about the ‘‘Tier 1’’ designation have been expressed by com-
mentators such as Peter Wallison of the American Enterprise Institute, who
argues that this would create more ‘‘Fannies and Freddies,’’ with detrimen-
tal moral hazard impacts on the financial system. Holman Jenkins Jr. writes:
‘‘A new ‘resolution regime’ might be useful but not if it places more AIGs in
government hands. Better would be a rule that automatically imposes stiff
debt-for-equity haircuts on bondholders if a firm needs long-term govern-
ment financing to survive.’’16

Raise International Regulatory Standards and Improve Regulatory Cooperation
The Plan calls for revision of the Basel II international bank capital require-
ments in order to improve risk measurement and counteract procyclical
effects (see Chapter 13). A newly enhanced and restructured Financial Sta-
bility Board together with national regulatory authorities are encouraged to
‘‘enhance supervision of internationally active financial firms’’ (Obama-
Geithner Plan 2009, 16), improve oversight of global financial markets, de-
velop better coordination of cross-border crisis prevention and resolution
programs. By the end of 2009, the Obama-Geithner Plan calls upon na-
tional authorities to implement the G-20 commitment to register hedge
funds in order to disclose their systemic risk exposures.17 International
accounting standards should be developed to ‘‘set a single set of high qual-
ity’’ accounting rules, including a forward-looking loan provisioning proce-
dure (Obama-Geithner Plan [2009], 18).
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Further Commentary on the Obama-Geithner Plan The Plan is heavy on regu-
latory structure such as creating several new agencies, but light on sub-
stance. For example, the Plan does not eliminate financial market
dependence on external credit ratings that are provided by agencies with
no accountability and subject to severe conflicts of interest. Rather than
requiring better disclosure from credit rating agencies, the dismal perform-
ance of these firms (during this as well as previous crises) could be used as
motivation to remove the government imprimatur from their activities and
open the market to competition among financial market analysts in risk
and value assessment—similar to the system of independent analysts
in equity markets. This would require the removal of external credit rat-
ings triggers in capital requirements, asset eligibility, concentration limita-
tions, and so on. Instead, financial firms would be responsible for
designing their own risk measurement models and conducting their own
due diligence of financial products so as to determine and disclose their
risk exposures.

Although the Plan creates an entire new prudential oversight procedure
focusing on systemic risk, it is unclear what new information will be availa-
ble to the newly established agencies that is not currently available to
bank regulators and supervisory authorities. Rather than focusing solely on
oversight, which is only completely accurate in 20/20 hindsight, the Plan
largely ignores the importance of ex ante incentives (with the possible
exceptions of consideration of the governance implications of executive
compensation packages and forward-looking loan provisioning proce-
dures). For example, large, systemically important financial intermediaries
currently hold a TBTF option issued by the government at zero cost. That
is, they are not charged for the systemic risk exposure that they impose on
the entire economy. An incentive-based plan would instead levy a TBTF op-
tion premium charge on these financial firms that would be collected in
good times (perhaps as a surcharge to the bank’s deposit insurance pre-
mium).18 This would build up a fund that could be used to self-insure the
banking system against some crises.

Moral hazard considerations are alleviated somewhat when the risk
taker must bear the consequences of excessive risk taking. Use of the TBTF
banks’ own funds to bail out systemically important firms, along the lines of
a deductible on an insurance product, could remove some incentives to roll
the dice (and take on excessive risk) using the taxpayer’s money. Moreover,
individualized TBTF premiums could remove some of the herding incen-
tives that cause all financial firms to overindulge together, thereby reinstat-
ing the diversification benefits that could mitigate the frequency and severity
of financial crises.
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SUMMARY

Financial institutions are the most heavily regulated of all firms in the econ-
omy. As financial markets and intermediation evolve, regulation must be
updated in order to remain effective. This process is expedited during times
of financial turbulence. During crises, such as the global financial crisis of
2007–2009, there are calls for government and regulatory authorities to in-
tervene in order to provide short-term remedies. Moreover, crises reveal
shortcomings in regulation, leading to proposals for longer-term reforms.
In this chapter, we have covered an array of regulatory proposals ranging
from short-term responses to the financial crisis to long-term revisions in
financial market regulation that seek to restructure the global financial in-
frastructure. The major lesson that appears to have been learned is that the
regulatory system will have to be redesigned to better control for and price
the systemic risk posed by individual financial institutions. Thus, going for-
ward, the integration of systemic risk buffers into Basel capital require-
ments as well as into deposit insurance premiums, without inducing
unsustainable impacts on bank profitability, should become the number
one priority regulatory concern.
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CHAPTER 4
Loans as Options: The Moody’s

KMV Model

INTRODUCT I ON

The idea of applying option pricing theory to the valuation of risky loans
and bonds has been in the literature at least as far back as a 1974 article by
R. C. Merton. In recent years, Merton’s ideas have been extended in many
directions. One example is the generation of structural default prediction
models (e.g., Moody’s KMV model) that produce and update default pre-
dictions for all major companies and banks that have their equity publicly
traded.1 In this chapter, we first look at the link between loans and options
and subsequently investigate how this link can be used to derive a default
prediction model.

THE L I NK B ETWEEN LOANS AND OPT I ONS

Figure 4.1 shows the payoff function to a bank lender of a simple loan.
Assume that this is a one-year loan and the amount, B, is borrowed on a
discount basis. Technically, option formulas (discussed later) model loans
as zero-coupon bonds with fixed maturities. Over the year, a borrowing
firm will invest the funds in various projects or assets. Assume that at the
end of the year the market value of the borrowing firm’s assets is A2. The
owners of the firm then have an incentive to repay the loan (B) and keep
the residual (A2 � B) as profit or return on investment. Indeed, for any
value of the firm’s assets exceeding B, the owners of the firm will have an
incentive to repay the loan. However, if the market value of the firm’s
assets is less than B (e.g., A1 in Figure 4.1), the owners have an incentive
(or option) to default and to turn over the remaining assets of the firm to
the lender (the bank).
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For market values of assets exceeding B, the bank will earn a fixed
upside return on the loan; essentially, interest and principal will be repaid
in full. For asset values less than B, the bank suffers increasingly large
losses. In the extreme case, the bank’s payoff is zero: principal and interest
are totally lost.2

The loan payoff function shown in Figure 4.1—a fixed payoff on the
upside, and long-tailed downside risk—might be immediately familiar to an
option theorist. Compare it with the payoff to a writer of a put option on a
stock, shown in Figure 4.2. If the price of the stock (S) exceeds the exercise
price (X), the writer of the option will keep the put premium. If the price of
the stock falls below X, the writer will lose successively large amounts.

Merton (1974) noted this formal payoff equivalence; that is, when a
bank makes a risky loan, its payoff is isomorphic to writing a put option on
the assets of the borrowing firm. Moreover, just as five variables enter the
classic Black-Scholes-Merton (BSM) model of put option valuation for
stocks, the value of the default option (or, more generally, the value of a
risky loan) will also depend on the value of five similar variables.

In general form:

Value of a put option on a stock ¼ f ð�S; �X;�r; �s;�tÞ ð4:1Þ
Value of a default option on a risky loan ¼ f ðA; �B;�r;sA;�tÞ ð4:2Þ

where S, X, A, and B are as defined earlier (a bar above a variable denotes
that it is directly observable); r is the risk-free interest rate; s and sA are,

$ Payoff

Assets (A)0 A1 B A2

FIGURE 4.1 The Payoff to a Bank Lender
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respectively, the volatilities of the firm’s equity value and the market value
of its assets; and t is the maturity of the put option or, in the case of loans,
the time horizon (default horizon) for the loan.

In general, for options on stocks, all five variables on the right-hand side
(RHS) of equation (4.1) are directly observable; however, this is true for
only three variables on the RHS of equation (4.2). The market value of a
firm’s assets (A) and the volatility of the market value of a firm’s assets (sA)
are not directly observable. If A and sA could be directly measured, the
value of a risky loan, the value of the default option, and the equilibrium
spread on a risky loan over the risk-free rate could all be calculated directly
(see Merton [1974] and Appendix 4.1).

Some analysts have substituted the observed market value of risky debt
on the left-hand side (LHS) of equation (4.2) (or, where appropriate, the
observed interest spread between a firm’s risky bonds and a matched risk-
free Treasury rate) and have assumed that the book value of assets equals
the market value of assets. This allows the implied volatility of assets (sA)
to be backed out from equation (4.2), (for example, see Gorton and

$ Payoff

$ Payoff

Stock Price (S )
0

X

FIGURE 4.2 The Payoff to the Writer of a Put Option on a Stock
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Santomero [1990] and Flannery and Sorescu [1996]). However, without ad-
ditional assumptions, it is impossible to impute two unobservable values
(A and sA), based solely on one equation (4.2).3

THE MOODY ’S KMV MODEL

The innovation of the Moody’s KMVModel is that it turns the bank’s lend-
ing problem around and considers the loan repayment incentive problem
from the viewpoint of the borrowing firm’s equity holders.4 To solve for the
two unknowns, A and sA, the model uses (1) the structural relationship
between the market value of a firm’s equity and the market value of its
assets, and (2) the relationship between the volatility of a firm’s assets and
the volatility of a firm’s equity. After values of these variables are derived,
an expected default frequency (EDFTM) or probability of default measure
for the borrower can be calculated.

Figure 4.3 shows the loan repayment problem from the side of the bor-
rower (the equity holder or owner of the firm). Suppose the firm borrows B
and the end-of-period market value of the firm’s assets is A2 (where A2 > B).
The firm will then repay the loan, and the equity holders will keep the resid-
ual value of the firm’s assets (A2 � B). The larger the market value of the

Value of
Assets (A )

Value of
Equity (E )

($)

BA1 A 2
0

FIGURE 4.3 Equity as a Call Option on a Firm
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firm’s assets at the end of the loan period, the greater the residual value of
the firm’s assets to the equity holders. However, if the firm’s assets fall be-
low B (e.g., are equal to A1), the equity holders of the firm will not be able
to repay the loan.5 They will be economically insolvent and will turn the
firm’s assets over to the bank.6 Note that the downside risk of the equity
holders is truncated no matter how low asset values fall, compared to the
amount borrowed. Specifically, limited liability protects the equity holders
against losing more than L their original stake in the firm. As shown in Fig-
ure 4.3, the payoff to the equity holder in a leveraged firm has a limited
downside and a long-tailed upside. Those familiar with options will immedi-
ately recognize the similarity between the payoff function for an equity
holder in a leveraged firm and buying a call option on a stock. Thus, we can
view the market-value position of equity holders in a borrowing firm (E) as
isomorphic to holding a call option on the assets of the firm (A).

In general terms, equity can be valued as:

�E ¼ hðA;sA; �B;�r;�tÞ ð4:3Þ
In equation (4.3), the observed market value of a borrowing firm’s

equity (which equals the price of shares times the number of shares out-
standing) depends on the same five variables as in equation (4.2), as per the
BSM model for valuing a call option on the assets of a firm. However, a
problem still remains: how to solve for two unknowns (A and sA) from one
equation (where E, r, B, and t and are all observable, as denoted by the bar
above them).

Moody’s KMV and others in the literature have resolved this problem
by noting that a second relationship can be exploited: the theoretical rela-
tionship between the observable volatility of a firm’s equity value (s) and
the unobservable volatility of a firm’s asset value (sA).

7 In general terms:

�s ¼ gðsAÞ ð4:4Þ
With two equations and two unknowns, equations (4.3) and (4.4) can

be used to solve for A and sA by successive iteration.8 Explicit functional
forms for the option-pricing model (OPM) in equation (4.3) and for the
stock price/asset volatility linkage in equation (4.4) have to be specified.
(A good discussion of these issues can be found in Jarrow and Turnbull
[2000] and Delianedis and Geske [1998]). Moody’s KMV uses an option-
pricing BSM-type model that allows for dividends. The default exercise
point, B, is taken as the value of all short-term liabilities (one year and
under) plus half the book value of long-term debt outstanding.9 (The precise
strike price or default point has varied under different generations of the
model, and there is a question as to whether net short-term liabilities should
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be used instead of total short-term liabilities.)10 The maturity variable (t)
also can be altered according to the default horizon of the analyst; most
commonly, it is set equal to one year. A slightly different OPM was used by
Ronn and Verma (1986) to solve a very similar problem estimating the de-
fault risk of U.S. banks.11

After they have been calculated, the A and sA values can be employed,
along with assumptions about the values of B, r, and t, to generate a theo-
retically based EDFTM score for any given borrower. The idea is illustrated
in Figure 4.4. Suppose that the values backed out of equations (4.3) and
(4.4) for any given borrower are, respectively, A equal to $100 million and
sA equal to $10 million.12 The value of B is $80 million. In practice, the
user can set the default point or exercise price (B) equal to any proportion
of total debt outstanding that is of interest.

Suppose we want to calculate the EDFTM for a one-year horizon. Given
the values of A, sA, B, and r, and with t equal to one year, what is the
(theoretical) probability of a borrowing firm’s failure at the one-year hori-
zon? As can be seen in Figure 4.4, the EDFTM is the shaded area of the dis-
tribution of asset values below B. This area represents the probability that
the current value of the firm’s assets, $100 million, will drop below $80 mil-
lion at the one-year time horizon. The size of the shaded area, and therefore
the EDFTM, increases as the asset volatility, sA, increases; as the value of
debt, B, increases; and as the initial market value of assets, A, decreases.

t = 0 t = 1 Time (t )

+σA

–σA

B = $80m

A = $100m

Default Region

FIGURE 4.4 Calculating the Theoretical EDFTM
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If it is assumed that future asset values are normally distributed around
the firm’s current asset value, we can measure the t = 0 (or today’s) distance
to default at the one-year horizon as:

Distance to default ðDDÞ ¼ A� B

sA
¼ $100million� $80million

$10million

¼ 2 standard deviations

ð4:5Þ

For the firm to enter the default region (the shaded area), asset values
would have to drop by $20 million, or 2 standard deviations, during the
next year. If asset values are normally distributed, we know that there is a
95 percent probability that asset values will vary between plus and minus
2s from their mean value. Thus, there is a 2.5 percent probability that asset
values will increase by more than 2s over the next year, and a 2.5 percent
probability that they will fall by more than 2s. In other words, there is an
expected default frequency or EDFTM of 2.5 percent.

We have included no growth in expected or mean asset values over the
one-year period in Figure 4.4, but this can easily be incorporated. For exam-
ple, if we project that the value of the firm’s assets will grow 10 percent over
the next year, then the relevant EDFTM would be lower because asset values
would have to drop by 3s below the firm’s expected asset growth path, for
the firm to default at year-end.13

The idea of asset values being normally distributed around some mean
level plays a crucial role in calculating joint default transition probabilities
in CreditMetrics (see Chapter 9), yet there is an important issue as to
whether it is (theoretically or empirically) reasonable to make this assump-
tion.14 With this in mind, rather than producing theoretical EDFTMs,
the Moody’s KMV approach generates an empirical EDFTM along the
following lines.15 Suppose that we have a large historical database of firm
defaults and loan repayments, and we calculate that the firm we are analyz-
ing has a theoretical distance to default of 2s. We then ask the empirical
question: What percentage of firms in the database actually defaulted
within the one-year time horizon when their asset values placed them a dis-
tance of 2s away from default at the beginning of the year, and how does
that compare to the total population of firms that were 2s away from
default at the beginning of the year? This produces an empirical (non-
parametric) EDFTM:

Empirical EDFTM ¼
Number of firms that defaulted within a year with asset

values of 2s from B at the beginning of the year

Total population of firms with asset values

of 2s from B at the beginning of the year
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Suppose, based on a worldwide database, it was estimated that 50 of
1,000 possible firms defaulted. The equation would be:

5 percent ¼ 50 defaults=Firm population of 1; 000

In this example, the empirical EDFTM is 5 percent. This empirically
based EDFTM can differ quite significantly from the theoretically based
EDFTM. From a proprietary perspective, Moody’s KMV advantage comes
from accessing Moody’s large worldwide database of firms that can pro-
duce such empirically based EDFTM scores—Moody’s KMV EDFTM scores
are estimated daily for more than 30,500 firms in 58 countries (see Dvorak
[2008]).16 Moody’s KMV empirical EDFTM is an overall statistic that can
be calculated for every possible distance to default (DD) using data either
aggregated or segmented by industry or region. To find the EDFTM for any
particular firm at any point in time, one must simply look up the firm’s
EDFTM implied by its calculated DD.17 The EDFTM estimate ranges from
0.01 percent to 35 percent.18 Firm-specific empirical EDFTMs fluctuate over
time as the firm’s DD fluctuates (caused by changes in A, B, and sA) and as
the overall empirical EDFTM value changes for each DD measure (caused by
changes in the historical distribution of defaults across all firms in the
database).19

T EST ING THE ACCURACY OF EDF TM SCORES

Credit rating models map predicted default probabilities into a rating scale.
External ratings provided by the major credit rating agencies (such as
Moody’s, S&P, and Fitch) utilize a scale that ranges from AAA to D.20

Internal ratings are used at most large financial institutions to incorporate
the banker’s own assessment of default risk. Table 4.1 shows a mapping of
external credit ratings to internal ratings and risk levels, whereas Table 4.2
maps the external credit ratings to EDFTM scores (for non-financial com-
panies in North America) as of January 2009. The cut-off EDFTM score be-
tween investment-grade and below-investment-grade issues was 0.74 percent
in January 2009, reflecting the deterioration in economic conditions.
In contrast, this cut-off EDFTM score was less than 0.10 percent at the end of
2006 before the onset of the global financial crisis.

Moody’s maps EDFTM scores to Moody’s credit ratings using both a
spot approach (based on current month data) and a long-term approach
(based on five years of data). Since default probabilities vary greatly with
the business cycle, increasing in downturns and decreasing in upturns
(see Vassalou and Xing [2004], for example), EDFTM scores should take
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TABLE 4.1 An Example of a Loan Rating System and Bond Rating Mapping

Bond Rating Score Risk Level Description

AAA 1 Minimal Excellent business credit: superior asset quality,
excellent debt capacity and coverage; excellent
management with depth. Company is a market
leader and has access to capital markets.

AA 2 Modest Good business credit: very good asset quality
and liquidity, strong debt capacity and
coverage, very good management in all
positions. Company is highly regarded in
industry and has a very strong market share.

A 3 Average Average business credit, within normal credit
standards: satisfactory asset quality and
liquidity, good debt capacity and coverage;
good management in all critical positions.
Company is of average size and position within
the industry.

BBB 4 Acceptable Acceptable business credit, but with more than
average risk: acceptable asset quality, little
excess liquidity, modest debt capacity. May be
highly or fully leveraged. Requires above-
average levels of supervision and attention from
lender. Company is not strong enough to sustain
major setbacks. Loans are highly leveraged
transactions due to regulatory constraints.

BB 5 Acceptable
with care

Acceptable business credit, but with
considerable risk: acceptable asset quality,
smaller and/or less diverse asset base, very little
liquidity, limited debt capacity.

Covenants structured to ensure adequate
protection. May be highly or fully leveraged.
May be of below-average size or a lower-tier
competitor. Requires significant supervision
and attention from lender. Company is not
strong enough to sustain major setbacks. Loans
are highly leveraged transactions due to the
obligor’s financial status.

B 6 Management
attention

Watch list credit: generally acceptable asset
quality, somewhat strained liquidity, fully
leveraged. Some management weakness.
Requires continual supervision and attention
from lender.

(Continued )
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macroeconomic conditions into account. Figure 4.5 shows that EDFTM

scores tend to increase during recessions and market downturns. This was
certainly the case during the global financial meltdown of 2007–2009, with
EDFTM scores reaching historically high levels throughout the world.

Accurate default risk estimates should offer timely forecasts of default.
Korablev and Dwyer (2007) compare the timeliness of Moody’s KMV

CCC 7 Special
mention
(OAEM)

Marginally acceptable business credit; some
weakness. Generally undesirable business
constituting an undue and unwarranted credit
risk but not to the point of justifying a
substandard classification. Although the asset
is currently protected, it is potentially weak.
No loss of principal or interest is envisioned.
Potential weaknesses might include a
weakening financial condition; an unrealistic
repayment program; inadequate sources of
funds; or lack of adequate collateral, credit
information, or documentation. Company is
undistinguished and mediocre.

CC 8 Substandard Unacceptable business credit; normal repayment
in jeopardy. Although no loss of principal or
interest is envisioned, a positive and well-
defined weakness jeopardizes collection of debt.
The asset is inadequately protected by the
current sound net worth and paying capacity of
the obligor or pledged collateral. There may
already have been a partial loss of interest.

C 9 Doubtful Full repayment questionable. Serious problems
exist to the point where a partial loss of
principal is likely. Weaknesses are so
pronounced that, on the basis of current
information, conditions, and values, collection
in full is highly improbable.

D 10 Loss Expected total loss. An uncollectible asset or
one of such little value that it does not warrant
classification as an active asset. Such an asset
may, however, have recovery or salvage value,
but not to the point where a write-off should be
deferred, even though a partial recovery may
occur in the future.

TABLE 4.1 (Continued )

Bond Rating Score Risk Level Description
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EDFTM scores to long-term mappings of Moody’s credit ratings for U.S.
firms over the period 1996–2006. Panel A of Figure 4.6 shows that EDFTM

scores show a steep increase (signaling increased default risk) about 24
months prior to default, as compared to the approximately 13-month aver-
age lead time provided by Moody’s credit ratings, suggesting that EDFTM

scores lead ratings by 11 months for public, non-financial firms in

TABLE 4.2 Mapping of EDFTM Scores to Credit Ratings

Investment Grade

Rating Median Lower Bound Upper Bound

Aaa 0.042% 0.010% 0.046%

Aa1 0.049% 0.046% 0.051%

Aa2 0.052% 0.051% 0.063%

Aa3 0.076% 0.063% 0.091%

A1 0.109% 0.091% 0.131%

A2 0.157% 0.131% 0.181%

A3 0.209% 0.181% 0.241%

Baa1 0.278% 0.241% 0.321%

Baa2 0.370% 0.321% 0.466%

Baa3 0.586% 0.466% 0.737%

Sub-Investment Grade

Ba1 0.926% 0.737% 1.165%

Ba2 1.465% 1.165% 1.884%

Ba3 2.423% 1.884% 3.116%

B1 4.006% 3.116% 5.151%

B2 6.624% 5.151% 8.498%

B3 10.902% 8.498% 13.986%

Caa1 17.942% 13.986% 23.018%

Caa2 29.530% 23.018% 29.952%

Caa3 30.379% 29.952% 31.251%

Ca 32.149% 31.251% 35.000%

C 35.000% 35.000% 35.000%

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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FIGURE 4.5b European Firms
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.

FIGURE 4.5a North American Non-Financial Firms
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.

FIGURE 4.5c Asian-Pacific Non-Financial Firms
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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FIGURE 4.5d Financial Firms
Note: Figure 4.5 shows one-year EDFTM scores.

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.

FIGURE 4.6a Panel A

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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North America with sales exceeding $30 million. Panel B of Figure 4.6
presents the results for 6,789 European non-financial firms with sales
exceeding $30 million.21 In this sample, EDFTM scores provide a lead time
of only about 2 months, increasing dramatically around 11 months prior to
default, in contrast to ratings which increased 9 months prior to default.
Finally, Panel C of Figure 4.6 shows that the median EDFTM scores for
11,509 non-financial Asian companies lead agency ratings by approxi-
mately 10 months in forecasting bankruptcy.

Another way to compare the timeliness of credit rating default predic-
tions to EDFTM scores is to examine specific cases. Figure 4.7 shows the
KMV-produced EDFTM scores for Comdisco Inc. over a five-year period
(using a log-scale) compared to S&P ratings. The significant increase in
Comdisco’s EDFTM in June 1998, followed by further deteriorations during
1999–2000, provided early warning signs of credit problems. Comdisco
filed for Chapter 11 bankruptcy protection on July 16, 2001. The com-
pany’s S&P rating was unchanged at BBB until it was first slightly

FIGURE 4.6b Panel B

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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downgraded in July 2000 and not again until March 2001. If rating agen-
cies are reluctant to precipitously downgrade their customers, it may not be
surprising that credit ratings lag EDFTM scores when credit quality is
deteriorating.

However, Figure 4.8 shows that agency ratings lag EDFTM scores
in forecasting credit quality improvements as well as deteriorations. USG
Corporation’s credit rating was upgraded twice during the period from
September 1996 to June 1999. During that entire period of credit quality
improvement, KMV EDFTM scores were below the implied agency ratings,
suggesting that S&P ratings lagged EDFTM scores even for credit upgrades.
Moreover, when USG Corporation’s credit began to deteriorate in June
1999, S&P ratings lagged behind EDFTM scores in forecasting the turn-
around in USG’s credit quality (not reflected in ratings until October 2000)
as well as its ultimate descent into bankruptcy; USG Corporation filed for
Chapter 11 on June 25, 2001.

On December 2, 2001, Enron Corporation filed for Chapter 11 bank-
ruptcy protection. At an asset value of $49.53 billion, this was the largest

FIGURE 4.6c Panel C

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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bankruptcy filing in U.S. history (at least until Lehman’s bankruptcy decla-
ration on September 15, 2008, with $613 billion in debt). For months prior
to Enron’s bankruptcy filing, a steadily declining stock price reflected nega-
tive information about the firm’s financial condition, potential undisclosed
conflicts of interest, and dwindling prospects for a merger with Dynegy Inc.
However, as Figure 4.9 shows, the S&P rating stayed constant throughout
the period from the end of 1996 until November 28, 2001, when Enron’s
debt was downgraded to junk status just days before the bankruptcy fil-
ing.22 In contrast, Moody’s KMV EDFTM scores provided early warning of
the start of a deterioration in credit quality as early as January 2000, with a
marked increase in EDFTM after January 2001, 11 months prior to the
bankruptcy filing.

There are those who have stated that the global financial meltdown of
2007–2009 was largely the result of a failure of credit risk measurement.
However, Figure 4.10 shows that credit signals of impending insolvency
were available in real time. Panel A (B) of Figure 4.10 shows the Moody’s
KMV EDFTM scores for Fannie Mae (Freddie Mac) from October 2007 un-
til the government bailout on September 7, 2008. EDFTM scores show the
increasing risk of default for both companies throughout 2008, in contrast
to credit ratings that were unresponsive to the growing risk exposure. The
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bailout was a watershed incident in the spreading of the crisis since it in-
volved government-sponsored entities (GSEs) believed to be under the im-
plicit protection of the U.S. government (see the discussion in Chapter 2).

Accurate credit rating measures must minimize both Type 1 and Type 2
errors. That is, an accurate measure must keep defaulters from being misla-
beled as good borrowers (Type 1 error) and, the other way around, not mis-
label good-quality borrowers as possible defaulters (Type 2 error). One way
to measure this predictive ability is to use a power curve, as shown in Fig-
ure 4.11, which analyzes U.S. non-financial firms with publicly traded
equity and more than $30 million in sales.23

Figure 4.11compares EDFTM scores to long-term Moody’s credit rat-
ings, and shows that if the bottom 20 percent of the rankings (i.e., Type 2
errors classifying good loans as bad) are held to a maximum of 20 percent,
then the KMV EDFTMs eliminate approximately 88 percent of the defaults,
whereas the Moody’s ratings only exclude 75 percent of the defaults. Thus,
the Type 1 error (i.e., classifying bad loans as good) for the EDFTM score is
12 percent (i.e., the EDFTM cannot exclude 12 percent of the defaults),
whereas the credit ratings’ Type 1 error is 25 percent. Estimating the overall
power of the two methodologies, the EDFTM score accuracy ratio is 0.88
(out of 1), as compared to the Moody’s rating accuracy ratio of only 0.75,
suggesting that EDFTM scores outperform credit ratings in their ability to
predict default. Sellers and Arora (2004) find an accuracy ratio of 0.83 on
rated financial firms and 0.73 on all financial firms over 1996–2003.24 In
comparison, Vassalou and Xing (2004) find that the traditional Merton
model has an accuracy ratio of 0.592 for non-financial companies over the
period from 1971 to 1999.

CR I T I QU ES OF MOODY ’S KMV EDF TM SCORES

The greater sensitivity of EDFTM scores discussed previously, compared to
rating-based systems, comes from the direct link between EDFTM scores and
stock market prices. As new information about a borrower is generated, its
stock price and stock price volatility will react, as will its implied asset value
(A) and standard deviation of asset value (sA).

25

KMV EDFTM scores have been criticized on the basis that they are not
true probabilities of default. This is reflected in the poor results obtained
when using KMV empirical EDFTMs in order to replicate risky bond prices;
see Kao (2000) and Eom et al. (2004). These results may obtain because the
Merton model solves for risk-neutral probabilities of default (EDFTMs) that
represent the probability that the asset value will fall below the value of
debt, assuming that the underlying asset return (change in asset value) pro-
cess has a mean return equal to the risk-free rate. In contrast, the KMV
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FIGURE 4.11 U.S. Non-Financial Firms
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.

empirical EDFTM uses the assets’ expected return in place of the risk-free
rate. Thus, if the assets’ expected return exceeds the risk-free rate (as would
be the case in the presence of systematic risk exposure), then the risk-neutral
EDFTM exceeds the KMV empirical EDFTM and the KMV measure under-
estimates the true probability of default.26

The KMV measure can be adjusted to overcome this problem by esti-
mating the systematic risk premium over the risk-free rate. Intuitively, the
empirical EDFTM is adjusted upward to reflect the additional compensation
necessary to compensate risk-averse investors for the sensitivity of asset val-
ues to unexpected market fluctuations. Thus, there is an additional term in
the equity valuation equation (4.3) as follows:

�E ¼ hðA;sA; �B;�r;�t;pÞ ð4:6Þ
where p is the (instantaneous) expected excess return on risky assets.

This adds an additional unknown, thereby requiring an additional
equation for estimation. Kealhofer (2000) estimates p using the continuous-
time capital asset pricing model (CAPM), which estimates the required re-
turn as a function of the risk-free rate and the asset’s correlation (rAM) with
the return on a market index such as the S&P 500. The KMV empirical
EDFTM can be transformed into the risk-neutral EDFTM by applying the
asset correlation (rAM) and a scaling parameter equal to the Sharpe ratio
(i.e., the risk premium on systematic risk divided by the standard deviation

Loans as Options: The Moody’s KMV Model 87



E1C04 03/19/2010 Page 88

of the market index). Using 24,465 bond prices over 1992–1999, Bohn
(2000a) was able to fit bond spreads using KMV empirical EDFTMs ad-
justed by market Sharpe ratios.27 Credit risk management requires both
risk-neutral and empirical EDFTMs. The risk-neutral EDFTM is used to
value the instruments in the portfolio, whereas the empirical EDFTM is used
to calculate value at risk (VAR); see Chapter 9.

Another potential problem in structural model estimation derives from
the assumed relationship between observable equity volatility and un-
observable asset volatility described in equation (4.4). As noted earlier, the
application of the traditional Merton model uses two equations in order to
solve for two unknown variables—asset values A and asset volatility sA.
The second equation (4.4) specifies a nonstochastic relationship between
observed equity volatility s and unobservable asset volatility sA. However,
Duan and Simonato (1998) has shown that this amounts to assuming that
equity volatility is a constant. This is inconsistent with the stochastic asset
volatility implied by the Merton model.

Duan and Simonato (1998) proposes instead the use of a statistical
methodology to solve for the two unknowns in equation (4.3), replacing
equation (4.4) with a maximum likelihood function that maps the un-
observed firm asset value to the observed equity value, assuming that asset
values are lognormally distributed. The methodology maximizes the likeli-
hood that any pair of asset values and volatilities will be consistent with
observed equity values at each point in time.28 Ericsson and Reneby (2005)
estimate this model and find that Duan and Simonato’s maximum likeli-
hood approach yields superior estimates of credit spreads. That is, three
structural model specifications overestimate credit spreads by an average of
23 percent, whereas the maximum likelihood approach has negligible errors
in estimating bond spreads.29 Moody’s KMV utilizes the maximum likeli-
hood approach to estimate the empirical volatility used in the distance-to-
default calculation, except if there has been a large corporate event such as
a merger or acquisition (see Dwyer and Qu [2007]).

A fundamental problem with KMV-type models, and the BSM struc-
tural model approach on which it is based, is the implication for the proba-
bility of default and credit spreads as the time to default, or the maturity of
debt, shrinks. Under normal BSM continuous-time diffusion processes for
asset values, the probability that a firm’s asset value (A) will fall below its
debt boundary (B) (see Figure 4.4) declines dramatically as the default hori-
zon (t) goes to zero. Indeed, the implication of structural models is that the
credit spread at the very short end of the risky debt market should be zero.
(See Uhrig-Homburg [2002] for an illustrative example.)

In general, however, observable short-term credit spreads over the risk-
free rate (say, in the short-term commercial paper and federal funds
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markets) are nonzero. It could be argued that this is due to liquidity and
transaction cost effects, but there is a conflicting opinion that the structural
models of the BSM (and KMV) type—and especially the underlying assump-
tions of these models, regarding the diffusion of asset values over time—
underestimate the probability of default over short horizons.30 Not surpris-
ingly, considerable recent research has focused on resolving this issue by
modifying the basic assumptions of the BSM model.

The work by Zhou (1997) attempts to address underestimation of
short-horizon risk by allowing for jumps in the asset value (A) of the firm.
Duffie and Lando (2001) propose that asset values, in the context of the
structural model, are noisy in that they cannot be perfectly observed by out-
siders. In this context, accounting information releases may partially resolve
this information gap and lead to jumps in asset values as investors revise
their expectations. Thus, imperfect information and fuzziness in observed
asset values may potentially be integrated into the structural framework
and may resolve the underestimation of default risk at the short horizon.
These stochastic fluctuations in asset values cause default to occur suddenly
whenever assets unpredictably fall below the debt boundary, thereby in-
creasing default risk estimates above those obtained using the traditional
Merton approach, in which default is triggered by a steady deterioration in
asset values until the firm becomes insolvent.

The Merton model and Moody’s KMV exogenously specify the default
boundary to be equal to some representation of the face value of the firm’s
debt. Black and Cox (1976) considers the possibility that firms may issue
equity in order to pay off their debt obligations and thereby avoid default.
This endogenizes the default boundary, since the firm’s shareholders will
determine whether to refinance the debt. That is, the default boundary may
not be equal to the face value of debt. The firm may refuse to make the
required debt payments even though it is technically solvent, or alterna-
tively, an insolvent firm may choose to service its debt; thus, the default
boundary will be endogenously determined by value-maximizing equity
holders. Leland (1994) finds that the endogenous default boundary is a
function of bankruptcy costs and the debt tax shield.31 Uhrig-Homburg
(2002) incorporates the costs of issuing equity. Anderson, Sundaresan, and
Tychon (1996) and Mella-Barral and Perraudin (1997) allow for debt rene-
gotiations and strategic behavior, thereby building in agency costs as a fric-
tion to the traditional BSM model, and thereby obtaining more accurate
default probability estimates.

Because an EDFTM score reflects information signals transmitted from
equity markets, it might be argued that the model is likely to work best in
highly efficient equity markets and might not work well in many emerging
markets. This argument ignores the fact that many thinly traded stocks are
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those of relatively closely held companies. Thus, major trades by insiders,
such as sales of large blocks of shares (and thus, major movements in a
firm’s stock price), may carry powerful information signals about the future
prospects of a borrowing firm.32

Various researchers have tested the accuracy of structural model default
risk forecasts by comparing the different models’ default probability esti-
mates to observed bond spreads. Eom et al. (2004) compare the results of
four structural models (plus the traditional Merton model) to observed
credit spreads on 182 non-callable bonds. These four structural models re-
lax some of the restrictive assumptions of the basic Merton model. For in-
stance, whereas the Merton model assumes that the borrower’s debt is a
zero-coupon bond (or a portfolio of zero coupons with maturities corre-
sponding to each coupon payment date), the Geske (1977) model permits
borrowers to issue additional equity upon coupon payment dates in order
to delay default. In contrast, Leland and Toft (1996) model continuous cou-
pons, and incorporate bankruptcy costs and taxes. The Longstaff and
Schwartz (1995) model incorporates a positive recovery rate in that default
occurs prior to insolvency. The Collin-Dufresne and Goldstein (2001)
model specifies a target leverage ratio that borrowing firms cannot deviate
from except for short time periods. Eom et al. (2004) find that the Merton
and Geske models tend to underestimate observed bond spreads, but that
the remaining three models tend to overestimate spreads, particularly for
bonds with high leverage or high volatility, whereas they substantially
underestimate spreads for low risk. These problems are not limited to short-
maturity debt instruments. Indeed, the more sophisticated models (e.g.,
those with stochastic interest rates) tend to have the most extreme errors.

Huang and Huang (2003) also compare structural model estimates
to yield spreads for portfolios of bonds with the same credit rating. They
calibrate each model’s parameters to actual default experience, incor-
porating both the frequency and severity of default. This is particularly im-
portant since defaults tend to be highly correlated with macroeconomic
conditions—that is, the stage of the credit cycle (see Dwyer [2007]). After
carefully calibrating a wide variety of structural models, Huang and Huang
(2003) find that credit risk accounts for less than 20 percent of the yield
spread on investment-grade bonds of all maturities. For Baa-rated bonds,
credit risk makes up approximately 30 percent of the yield spread, with
even higher proportions for below-investment-grade bonds. They hypothe-
size that liquidity risk may be an important component of yield spreads.

Leland (2004) compares the default probability predictions of struc-
tural models that specify exogenous default boundaries (such as Longstaff
and Schwartz [1995]) to those specifying endogenous default boundaries
(such as Leland [1994], Leland and Toft [1996], and Acharya and
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Carpenter [2002]). This approach contrasts with that of Eom et al. (2004)
and Huang and Huang (2003), which compare structural model estimates
to observed credit spreads. Credit spreads are estimates of expected losses,
which can be calculated as PD � LGD, where PD is the probability of de-
fault and LGD is the loss given default. Leland (2004) focuses on structural
models’ ability to accurately predict PD, without considering their ability to
estimate LGD.33 Thus, problems associated with liquidity, recovery rates,
and tax considerations should not undermine the tests of structural models’
ability to accurately forecast default probabilities (as in Eom et al. [2004]
and Huang and Huang [2003]).34 Leland (2004) finds that structural mod-
els perform quite well for both investment-grade and junk bonds over the
period 1970–2000, except at short maturities, for which default probabilit-
ies are underestimated (due to the standard options features built into the
models). Moreover, Moody’s KMV EDFTM scores are quite consistent with
the PD estimates of more sophisticated models, with the exception of
maturities longer than 10 years. However, EDFTM scores are not generally
provided for maturities longer than five years.35

Another way to test the validity of structural models is to compare their
estimates to data from the credit default swap (CDS) market. Longstaff et al.
(2005), Ericsson et al. (2007), and Huang and Zhou (2008) claim that CDS
spreads are less likely to be contaminated with a liquidity risk premium, and
thus can provide a better test of default risk model accuracy than earlier
studies estimating bond yield spreads.36 Huang and Zhou (2008) compare
the accuracy of various structural models of default risk using high-
frequency intraday CDS spreads. Their results reject the traditional Merton
model, the Black and Cox (1976) model, and the Longstaff and Schwartz
(1995) model. The Collin-Dufresne and Goldstein (2001) model is the only
one that they cannot reject in more than half of their sample firms. Huang
and Zhou (2008) conclude that inclusion of a more flexible term structure
model (i.e., more than one factor) of stochastic interest rates and an endog-
enous, time-varying leverage policy both improve the pricing accuracy of
the structural credit risk model. However, they conclude that structural
models do not estimate credit spreads accurately even when CDS spreads
are used.

In contrast, Ericsson et al. (2007) use CDS spreads to test the following
three structural models: Leland (1994), Leland and Toft (1996), and Fan
and Sundaresan (2000), which endogenizes the firm’s default boundary and
reorganization in a game-theoretic setting involving debt holders and equity
holders. Although they find the same underestimation of bond spreads as
noted earlier (e.g., in Eom et al. [2004]), they find no systematic underesti-
mation of CDS premia. They conclude that the difference between bond
and CDS premium (consistently around 60 points over the 1997–2003
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period) measures omitted factors such as liquidity, tax effects, duration, and
so on. Thus, they conclude that structural models (particularly Leland and
Toft [1996]) can be used to accurately price CDSs.

Bharath and Shumway (2008) note that the structure of the traditional
Merton model makes it difficult to use standard econometric measures of
forecast errors. In particular, they note that the traditional Merton model
‘‘ . . . actually involves very little estimation. Instead, it replaces estimation
with something more like calibration—solving for implied parameter values.’’
They formulate a ‘‘naı̈ve’’ version of the traditional Merton structural
model and find that, while the model does not accurately quantify the prob-
ability of default, the structural model form nevertheless improves the pre-
dictive power of other default risk models.37 Although Bharath and
Shumway (2008) do not directly test the predictive power of KMVMoody’s
EDFTM scores, they note that, for a subset of 80 firms, the correlation
between their measure of the traditional Merton model default probability
and EDFTMs is 79 percent, thereby suggesting that their measure (which
utilizes normal probability distributions) captures much of KMV Moody’s
default information. These results are consistent with those of Vassalou and
Xing (2004) and Campbell et al. (2008) that find that the traditional
Merton model itself has little predictive power to forecast default, although
it can be useful in estimating equity returns, such that firms with high failure
risk have higher equity risk measures (e.g., standard deviations and market
betas) than firms with low failure risk. It is the option-theoretic approach
that gives structural models their forecasting ability, despite somewhat
restrictive assumptions.

In sum, the option pricing approach to bankruptcy prediction has a num-
ber of strengths. First, it can be applied to any public company. Second, by
being based on stock market data rather than historic book value accounting
data, it is forward-looking. Third, it has strong theoretical underpinnings be-
cause it is a structural model based on the modern theory of corporate finance,
where equity is viewed as a call option on the assets of a firm and loans are
viewed as incorporating put options written on the value of a firm’s assets.

Against these strengths are four weaknesses: (1) It is difficult to con-
struct theoretical EDFTMs without the assumption of normality of asset re-
turns; (2) private firms’ EDFTMs can be calculated only by using some
comparability analysis based on accounting data and other observable char-
acteristics of the borrower; (3) it does not distinguish among different types
of debt according to their seniority, collateral, covenants, or convertibility;38

and (4) it is static in that the Merton model assumes that once management
puts a debt structure in place, it leaves it unchanged—even if the value of a
firm’s assets has doubled. As a result, the Merton model cannot capture the
behavior of those firms that seek to maintain a constant or target leverage
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ratio across time (see Jarrow and van Deventer [1999]). In contrast, Mueller
(2000) models leverage as a function of sensitivity to macroeconomic factors
(e.g., GDP growth and risk-free interest rates). Thus, the long-run leverage
ratio changes stochastically over time, thereby fitting the model to observed
term structures of default.39

SUMMARY

The economic cause of default (or insolvency), as modeled by structural
models of default probability, is the decline in the market value of the firm’s
assets below the value of the firm’s debt obligations at a given horizon. Only
if the assets’ value exceeds the debt value will it be rational for equity hold-
ers, as residual claim holders, to exercise their ‘‘call option’’ on the firm’s
assets and repay the firm’s debt. Thus, debt can be viewed as a short put
option on the firm’s assets; the shareholders will ‘‘sell’’ the firm’s assets to
the lenders (i.e., exercise the put option and default on the debt) if the market
value of the assets is less than the put’s exercise price, which is the repayment
value of the debt, thereby determining the probability of default. The proba-
bility of default (the risk-neutral expected default frequency, EDFTM) is the
area under the asset value probability distribution below the default point.
The distance to default (DD) is the number of standard deviations of the as-
set probability distribution between current asset value and the default point.

Moody’s KMV applies structural models of default to their substantial
credit history database in order to determine an empirical EDFTM by exam-
ining the historical likelihood of default for any given DD level. Empirical
EDFTMs outperform ratings and statistical models in terms of their accuracy
at predicting defaults. The primary advantage of structural models is that
they input stock price data into an options-theoretic framework which is
predictive and highly responsive to changes in the firm’s financial condition.
The primary disadvantage of structural models is their reliance on distribu-
tional assumptions (i.e., normality) that imply default probabilities that are
not reflected in observed bond spreads.

APPEND IX 4 . 1 : MERTON ’S VALUAT I ON MODEL

The equation for the market value of risky debt, F(t), takes the form:

FðtÞ ¼ Be�rt 1

d

� �
N h1ð Þ þN h2ð Þ

� �
ð4:7Þ
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where t¼ the length of time remaining to loan maturity; that is,
t¼ T � t, where T is the maturity date, and t is current time (today)
d¼ the firm’s (the borrower’s) leverage ratio measured as Be�rt

A ,
where the market value of debt is valued at the rate r, the risk-
free rate of interest

N(h)¼ a value computed from the standardized normal distribution
tables. This value reflects the probability that a deviation
exceeding the calculated value of h will occur:

h1 ¼
1

2
s2
At� lnðdÞ

� �

sA
ffiffiffi
t

p

h2 ¼
1

2
s2
Atþ lnðdÞ

� �

sA
ffiffiffi
t

p

where sA
2 measures the asset risk of the borrower—technically, the variance

of the rate of change in the value of the underlying assets of the borrower.
This equation also can be written in terms of a yield spread that reflects

an equilibrium default risk premium that the borrower should be charged:

k tð Þ � r ¼ �1

t

� �
ln N h2ð Þ þ 1

d

� �
N h1ð Þ

� �

where k(t)¼ the required yield on risky debt
ln¼ natural logarithm
r¼ the risk-free rate on debt of equivalent maturity (here, one

period)

An example:

B ¼ $100,000

t ¼ 1 year

r ¼ 5 percent

d ¼ 90 percent or .9

sA ¼ 12 percent

Substituting these values into the equations for h1 and h2, and solving for
the areas under the standardized normal distribution, we find:

N h1ð Þ ¼ :174120
N h2ð Þ ¼ :793323
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where

h1 ¼
� 1

2 :12ð Þ2 � ln :9ð Þ
h i

:12
¼ �0:938

and

h2 ¼
� 1

2 :12ð Þ2 þ ln :9ð Þ
h i

:12
¼ þ0:818

Thus, the current market value of the risky $100,000 loan (L) is:

L tð Þ ¼ Be�rt N h2ð Þ þ 1

d

� �
N h1ð Þ

� �

¼ $100; 000

1:05127

�
:793323þ 1:1111ð Þ :17412ð Þ�

¼ $100; 000

1:05127
:986788½ �

¼ $93; 866:18

and the required risk spread or premium is:

k tð Þ � r ¼ �1

t

� �
ln N h2ð Þ þ 1

d

� �
N h1ð Þ

� �

¼ �1ð Þln :986788½ �
¼ 1:33 percent

APPEND I X 4 . 2 : MOODY ’S KMV R ISKCALC TM

A critical input into the Moody’s KMV EDFTM estimates of default risk is
the stock price series. Therefore, the model, as described in this chapter,
can only be estimated for publicly traded firms. However, Moody’s KMV
offers RiskCalcTM as a private firm default risk estimation model.40 The
basic (financial statement only, or FSO) model is built on a discriminant
analysis approach similar to the Altman Z score model (see the discussion
in Chapter 6). As noted in Dwyer et al. (2004), the model identifies key
financial ratios that can be used as explanatory variables in estimating
default risk. These variables involve firm-specific financial measures of
leverage, profitability, liquidity, growth, debt coverage, size, and activity.
The financial data used to measure each of these variables are transformed
(using a nonlinear, nonparametric transformation) to reflect the
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relationship between the variable and default risk. For example, the rela-
tionship between net income (as a percent of total assets) and default risk is
a downward sloping nonlinear function, such that the sensitivity of default
risk to the income ratio declines as the ratio increases. Moreover, the rela-
tionship between default risk and growth rate is U-shaped, so that either very

TABLE 4.3 Financial Statement Ratios Used in Moody’s KMV Private Firm Model

United

States Canada United Kingdom Japan

Profitability ROA
Change in
ROA

ROA
Change in
ROA

Net P&L to turnover
Change in ROA

Gross profit to
total assets
Previous year’s
net income to
previous year’s
net sales

Leverage LTD to
(LTD plus
net worth)
Retained
earnings to
current
liabilities

LTD to
(LTD plus
net worth)
Retained
earnings to
current
liabilities

Liabilities to assets Total liabilities
less cash to total
assets
Retained
earnings to total
liabilities

Debt

Coverage

Cash flow to
interest
expense

Cash flow to
current
liabilities

Cash flow to interest
charges

EBITDA to
interest expense

Liquidity Cash and
marketable
securities to
assets

Cash and
marketable
securities to
assets

Current assets to
current liabilities

Cash to total
assets
Trade
receivables to
net sales

Activity Inventory to
sales
Change in
AR turnover
Current
liabilities to
sales

Inventory to
sales
Change in
AR turnover
Current
liabilities to
sales

Trade creditors to
turnover (accounts
payable to sales)
Change in trade debtors
to turnover (change in
accounts receivable to
sales)

Inventory to net
sales

Growth Sales growth Sales growth Turnover (sales) growth Sales growth

Size Total assets Total assets Total assets Real net sales

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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high or very low growth rates are consistent with higher risk of default. Table 4.3
shows the variables used in the model for private firms in the United States, Can-
ada, the United Kingdom, and Japan.

In addition to the firm-specific variables in the FSO model, Moody’s
KMV RiskCalcTM offers a more comprehensive version that uses the public
firm model in order to introduce industry- and economy-wide adjustments
into default risk estimates. For example, default risk generally increases
during industry retrenchment or general economic downturns. RiskCalcTM

inputs an adjustment factor that is a function of the average distance-to-
default measure from the public firm model in order to incorporate indus-
try- or economy-wide trends. Dwyer et al. (2004) state that the accuracy
ratio of the model without (with) industry controls over the one-year hori-
zon is 54.4 percent (55.1 percent), which represents a statistically significant
increase in the model’s explanatory power. The model could also be used to
generate a term structure of estimated default rates, and to conduct stress
testing by providing a distribution of possible default rates.
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CHAPTER 5
Reduced Form Models:

Kamakura’s Risk Manager

INTRODUCT I ON

The structural models described in Chapter 4 use the information embedded
in equity prices in order to solve for default probabilities. Reduced form
models use debt and other security prices to accomplish the same goal.1

However, whereas structural models posit an economic process driving de-
fault (i.e., the point at which asset values fall below the repayment value of
debt), reduced form models offer no economic model of default causality. In
reduced form models, the default process itself is exogenous and observable
in a default risk premium included in debt prices and yields. In a world free
of arbitrage opportunities, expected returns on a risky asset must equal the
return on a risk-free asset (the risk-free rate). More specifically, the observed
yield on risky debt can be decomposed into a risk-free rate plus a risk pre-
mium. Reduced form models utilize this decomposition in order to solve for
default probabilities, recovery rates, and risky debt prices.

The use of risk-neutral probabilities to value risky assets has been in the
finance literature at least as far back as Arrow (1953) and has been subse-
quently developed by Harrison and Kreps (1979), Harrison and Pliska
(1981), and Kreps (1982). In finance, it has been traditional to value risky
assets by discounting cash flows on an asset by a risk-adjusted discount
rate. To do this, one needs to know a probability distribution for cash flows
and the risk-return preferences of investors. The latter are especially diffi-
cult to obtain. Suppose, however, it is assumed that assets trade in a market
where all investors are willing to accept, from any risky asset, the same
expected return as that promised by the risk-free asset.2 Such a market can
be described as behaving in a risk-neutral fashion.

In a financial market where investors behave in a risk-neutral fashion,
the prices of all assets can be determined by simply discounting the expected
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future cash flows on the asset by the risk-free rate. The equilibrium relation-
ship—where the expected return on a risky asset equals the risk-free rate—
can be utilized to back out an implied risk-neutral probability of default
(also called the equivalent martingale measure). In this chapter, we derive
the risk-neutral default probability from observed bond spreads. A proprie-
tary reduced form model is then examined: Kamakura’s Risk Manager.

The major shortcoming of all reduced form models is their reliance on
noisy bond price data. That is, the difference between risky bond yields
(prices) and the equivalent maturity risk-free rate (price) may be the result
of credit risk, but it can also be due to a liquidity premium, carrying costs,
taxes, or simply data/pricing errors.3 Therefore, we also discuss the determi-
nants of bond spreads in this chapter.

DER I V I NG R I SK -N EUTRAL PROBAB I L I T I E S
OF DE FAULT

In this section, we first consider a discrete version of reduced form models in
order to demonstrate the intuition behind the continuous-time versions of-
ten used in practice. We proceed from very simple assumptions and gradu-
ally add complexity.

Consider a B-rated $100 face value, zero-coupon debt security with one
year until maturity and a fixed recovery rate (which is the same as 1 minus
the loss given default, LGD). For simplicity, assume that the LGD is 100 per-
cent—that is, the recovery rate is zero, so the entire loan is lost in the event of
default. The current price of this debt instrument can be evaluated in two
equivalent ways. First, the expected cash flows may be discounted at the
risk-free rate, assumed to be an annual rate of 8 percent in our example.
Since the security is worthless upon default, the expected cash flows are
$100 � (1� PD), where PD equals the annual probability of default. If the
security’s price is observed to be $87.96, then we can solve for PD as follows:

100� ð1� PDÞ
1þ :08

¼ 87:96 ð5:1Þ

thereby obtaining a PD of 5 percent that satisfies the equality in equation
(5.1). Equivalently, the security could be discounted at a risk-adjusted rate of
return, denoted y, such that:4

100

1þ y
¼ 87:96 ð5:2Þ

thereby obtaining a value of y ¼ 13.69 percent that satisfies equation (5.2).
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Under our simplifying assumptions, the relationship between the risk-
adjusted return, y, and the risk-free rate, denoted r, is:

1þ r ¼ ð1� PDÞð1þ yÞ ð5:3Þ

or

1:08 ¼ ð1� :05Þð1:1369Þ

Since r and y are observable for traded debt securities (see, for example,
the yield curves shown in Figure 5.1), equation (5.3) can be used to solve
directly for the probability of default (PD) for B-rated corporate bonds, by
simply rearranging the terms in equation (5.3):

PD ¼ y� r

1þ y
¼ 0:1369� 0:08

1:1369
¼ 0:05 ¼ 5%

In general, the PD is not constant, but instead varies over time;
therefore, we can express the probability of default as PDt. If we convert
equation (5.3) to its continuous-time equivalent, still assuming a zero recov-
ery rate, we have:

y ¼ rþ PDt ð5:4Þ

16%

14%

10%

8%

1 year 2 years Time to Maturity

Spot
Yield to
Maturity

p.a.

Zero-Coupon
Treasury Bond

A-Rated
Zero-Coupon Bond

B-Rated
Zero-Coupon Bond

11.5%

13.69%

FIGURE 5.1 Yield Curves
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That is, the yield on risky debt is composed of a risk-free rate plus a
credit spread equal to the probability of default at any point in time t where
PDt is the stochastic default rate intensity.

Considering there are two points on the B-rated yield curve shown in
Figure 5.1, let us decompose the credit spread included in the two-year
zero-coupon B-rated corporate bond, which earns a yield to maturity of
16 percent per annum. In order to decompose this rate into its component
parts, we must first solve for the one-year forward rate; that is, the rate on a
B-rated one-year zero-coupon corporate bond to be received one year from
now, denoted 1y1.

5 Assuming that the expectations hypothesis holds, we
can solve for the one-year forward rate on the corporate bond as follows:

ð1þ 0y2Þ2 ¼ ð1þ 0y1Þð1þ 1y1Þ

or, substituting the values from Figure 5.1:

ð1þ :16Þ2 ¼ ð1þ :1369Þð1þ 1y1Þ

Solving for 1y1 yields a one-year forward rate on the one-year B-rated
corporate bond of 18.36 percent. A similar exercise can be performed to
determine the one-year forward rate on the one-year Treasury (risk-free)
bond as follows:

ð1þ 0r2Þ2 ¼ ð1þ 0r1Þð1þ 1r1Þ ð5:5Þ

or, substituting the values from Figure 5.1:

ð1þ :10Þ2 ¼ ð1þ :08Þð1þ 1r1Þ

Solving for 1r1 yields a one-year forward Treasury rate of 12.04 per-
cent. We can now use these one-year forward rates in order to decompose
the risky yield into its risk-free and credit risk spread components. Replicat-
ing the analysis in equation (5.3) for one-year maturities, but using one-year
forward rates instead, we have:

1þ 1r1 ¼ ð1� PD2Þð1þ 1y1Þ ð5:6Þ

1þ :1204 ¼ ð1� PD2Þð1þ :1836Þ

obtaining the probability of default during the second year (conditional on
no default occurring in the first year), PD2 ¼ 5.34 percent. That is, the
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probability of default for the B-rated corporate bond is 5 percent in the first
year and 5.34 percent in the second year. Assuming independence across
time, this result in a two-year cumulative PD of:

Cumulative PD ¼ 1� ð1� PD1Þð1� PD2Þ
¼ 1� ð1� :05Þð1� :0534Þ
¼ 10:07%

That is, the B-rated corporate bond has a 10.07 percent probability of
defaulting some time over the next two years.

GENERAL I Z I NG THE D I SCRET E MODE L OF R I SKY
DEBT PR I C I NG

The risk-neutral default risk model described above assumes only two possi-
ble states: default or no default (with a given LGD in the default state; loss
given default will be discussed further in Chapter 7). However, risky debt
issues can experience declines in creditworthiness without defaulting. That
is, the borrower’s creditworthiness can migrate so that the PD goes up (or
down) without actually triggering a default event. Changes in the PD will
be reflected in changes in risky debt prices, such that as PD increases (de-
creases), all else being equal, credit spreads increase (decrease) and debt
prices decline (rise).

The simple model presented in the previous section can be expanded to
incorporate credit migration as well as default using a lattice or tree analy-
sis. Risky debt values are computed for all possible transitions through vari-
ous states, ranging from credit upgrades and prepayments, to restructurings
and default. Often these migrations are analyzed in terms of credit rating
transitions. Thus, a downgrade from a B rating to a C rating would be in-
terpreted as an increase in PD. The historical yield data for publicly traded
bonds in migrating from one credit rating to another can then be used as an
input to estimate transition probabilities.

Figure 5.2 shows, in a simplified fashion, the potential transitions of
the credit rating of a B-rated borrower over a four-year loan period using a
tree diagram.6 Given transition probabilities, the original grade B borrower
can migrate up or down over the loan’s life to different nodes (ratings), and
may even migrate to D, or default (an absorbing state). Along with these
migrations, one can build in a pricing grid that reflects the lender’s current
policy on spread repricing for borrowers of different quality (or, alterna-
tively, a grid that reflects the spreads that the market charges on loans of
different quality). Potentially, at least, this methodology can tell the lender
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(e.g., the bank) whether it has a good or bad repricing grid in an expected
net present value (NPV) sense (basically, whether the expected return on the
loan equals the risk-free rate as in equation (5.3)).

When valuing a loan in this framework, valuation takes place recur-
sively (from right to left in Figure 5.2), as it does when valuing bonds under
binomial or multinomial models. For example, if the expected NPV of the
loan in its final year is too high, and given some prepayment fee, the model
can allow prepayment of the loan to take place at the end of period 3.
Working backwards through the tree from right to left, the total expected
NPV of the four-year loan can be determined. Moreover, the analyst can
make different assumptions about spreads (the pricing grid) at different rat-
ings and prepayment fees to determine the loan’s value. In addition, other
aspects of a loan’s structure, such as embedded options, caps, amortization
schedules, and so on, can be incorporated into a multinomial tree of possi-
ble outcomes.

Inputs to the model include the credit spreads for one-year option-free
zero-coupon bonds for each of the 18 S&P or Moody’s ratings classifica-
tions. Each node (reflecting annual revaluations) incorporates the risk-neu-
tral probability of transition from one risk rating to another, typically
averaging Moody’s and S&P transition probabilities.7 The loan value at
each node is then recalculated using the market-based credit spread for each
rating classification.

Using the hypothetical market data on bond yields from Figure 5.1, we
can illustrate this approach to price a $100 two-year zero-coupon loan.
Using an internal rating system, the loan is given a B rating upon its origina-
tion. Assuming a LGD is 100 percent (that is, the loan has a zero recovery
rate), we have shown earlier in this chapter that the PD for B-rated

0 1 2 3

Time

4
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C

B

B+ Risk
Grade

A

FIGURE 5.2 The Multiperiod Loan Migrates over Time
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corporate debt in the first year is 5 percent and, assuming there was no de-
fault in the first year, the PD in the second year is 5.34 percent.

However, default is not the only event that will affect the loan’s value.
For simplicity, we consider only two other possibilities: Either the loan’s
rating will remain at its current B rating or it will be upgraded one full letter
grade to an A rating.8 In our example, a hypothetical ratings transition
matrix shows that the probability of an upgrade from B to A (in any period)
is 1 percent and the PD is 5 percent (assuming that the beginning period
rating was B). Moreover, the probability of a downgrade from A to B is
5.66 percent and the probability of migrating from A to default is 0.34 per-
cent.9 Finally, the probability of no change in credit rating is assumed to be
94 percent for all ratings classifications.

Figure 5.3 shows the backwards recursion process used to price the
loan. Starting from period 2, the value of the loan is $100 as long as there is
no default and $0 in the event of default. Moving back one year to period 1,
let us first examine the B-rated node. If the loan is B-rated in period 1, then
there is a 94 percent chance that it will retain that rating until period 2, a
1 percent chance that it will be upgraded to an A rating, and a 5 percent
chance that it will default at the beginning of period 2. The D-rated node
(default) is an absorbing state with a value of zero. Using equation (5.2)
and the forward rates for each of the ratings obtained from the yield curve
in Figure 5.1, the risk-neutral valuation of B-rated node in period 1 is as
follows:10

0:94ð100=1:1204Þ þ 0:01ð100=1:1204Þ þ 0:05ð0=1:1204Þ ¼ $84:79

Period 1Period 0 Period 2

$100 A Rating

$100 B Rating

$88.95

$74.62
$84.79

$0 Default

5%5%
0.34%

94%

94%

1%5.66%

94%

1%

FIGURE 5.3 Risky Debt Pricing

104 PROBABILITY OF DEFAULT ESTIMATION



E1C05 03/19/2010 Page 105

Similarly, the risk-neutral valuation at the A-rated node in period 1 is

0:94ð100=1:1204Þ þ 0:0566ð100=1:1204Þ þ 0:0034ð0=1:1204Þ ¼ $88:95

Moving back one more year to period 0, using the one-year risk-free
spot rate of 8 percent per annum, the loan can be valued as

0:94ð84:79=1:08Þ þ 0:01ð88:95=1:08Þ þ 0:05ð0=1:08Þ ¼ $74:62

Using a generalized version of equation (5.4) substituted into equation
(5.2), we can also solve for the loan’s credit spread, denoted CS (calculated
as y � r measured over the full maturity of the loan), which is defined to be
a constant risk premium added to the risk-free rate to reflect the loan’s risk
exposure.11

74:62 ¼ 100

ð1þ :08þ CSÞð1þ :1204þ CSÞ

Using the one-year risk-free rate of 8 percent and the one-year forward
risk-free rate of 12.04 percent, we obtain a credit spread of CS ¼ 5.8 per-
cent per annum.12 This credit spread evaluates unexpected losses/gains
from rating migration over the life of the loan as well as the probability of
default. The credit spread can be further decomposed into expected and un-
expected losses. Expected losses are derived using actual or historical de-
fault rates observed in ratings transition matrices. Unexpected losses are
derived as the remaining portion of the total credit spread that compensates
the lender for the (higher) risk-neutral default probability.13

THE LOSS INT ENS I TY PROCESS

The binomial tree model expands the range of possibilities and considers
changes in PD without triggering default. However, the model still retains
the simplifying assumption that the LGD (and thus the recovery rate) is
fixed during the maturity of the loan or bond, and independent of PD.14 If
we remove this simplifying assumption, then the expected loss on default,
EL, equals the probability of default (PD) times the severity or loss given
default (LGD). That is, EL ¼ PD � LGD. We can therefore rewrite equation
(5.3) as:

1þ r ¼ ð1� ELÞð1þ yÞ ¼ ð1� PD�LGDÞð1þ yÞ ð5:30Þ
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or in continuous time form, we can rewrite equation (5.4) as:15

y ¼ rþ ½PDt � LGDt� ð5:40Þ

Equation (5.40) allows LGD to vary over time and expresses the yield on
risky debt as the sum of the risk-free rate and the credit spread, comprised
of PD times LGD. Using the rates from the yield curve in Figure 5.1, r ¼ 8
percent and y ¼ 13.69 percent, we can solve for PD � LGD ¼ 5 percent, but
there is an identification problem that requires an additional equation in
order to disentangle PD from LGD.16

Reduced form models resolve the identification problem by specifying a
functional form for the statistical distribution of PDt, called the intensity
process; hence their pseudonym of ‘‘intensity-based’’ models. In contrast to
structural models, in which default is always triggered by an understood
and expected economic event (e.g., asset value falling below debt pay-
ments), default occurs at random intervals in reduced form models.17

Jarrow and Turnbull (1995) introduce one of the first reduced form default
risk models, assuming a constant LGD and an exponentially distributed
exogenous default process. In their approach, default follows a Poisson dis-
tribution and arises contingent on the arrival of some ‘‘hazard,’’ meant in
the insurance context as an unexpected loss event.18 The intensity of the
hazard arrival process is estimated empirically from bond price data,
thereby eliminating the need to model the economic explanation for default.
Because these types of models do not posit a causal relationship between
firm value and default, they are more dependent on the quality of the bond
pricing data than are structural models. Moreover, the parameters of the
default intensity function may shift over time. The results, therefore, are
very specific to the particular database used and the time period over which
the parameters are estimated. For an explanation of the Poisson intensity
process and a simulation of credit spreads using different parameter esti-
mates, see Appendix 5.1.

Jarrow and Turnbull (1995) decompose credit spreads into a constant
LGD and an independent default intensity process with a Poisson distribu-
tion that determines the time of default. In their model, the risk-neutral PD
is the probability that the unpredictable default event precedes the maturity
date of the debt, given the assumption of a Poisson hazard process. How-
ever, this makes the counterfactual assumption that default intensities are
constant across firm types (e.g., as measured by firm credit rating) and over
time (e.g., across business cycles).19 Jarrow, Lando, and Turnbull (1997)
incorporate historical transition probability matrices to estimate default as
a Markov process contingent on firm credit ratings and assume a constant

106 PROBABILITY OF DEFAULT ESTIMATION



E1C05 03/19/2010 Page 107

fractional LGD. Duffie and Singleton (1998) improve on the model fit by
assuming a stochastic risk-free interest rate process and an empirically de-
rived LGD. Longstaff and Schwartz (1995a) utilize a two-factor model that
specifies a negative relationship between the stochastic processes determin-
ing credit spreads and default-free interest rates. Madan and Unal (2000)
and Unal et al. (2001) compare senior and subordinated bond spreads (for
firms with both securities outstanding) in order to isolate the LGD. Zhou
(2001) examines default correlations across firms.

Many of the earlier reduced form models focused on modeling the de-
fault intensity, PD, and made simplifying assumptions about LGD in order
to disentangle the two components of the credit spread, PD � LGD. Often
this involved assuming that the LGD was either constant or proportional to
bond values. However, these simplifying assumptions are counterfactual.
For instance, observed recovery rates are volatile and show a cyclical com-
ponent that is often correlated with PD. Moreover, the default intensity also
fluctuates with the business cycle and systemic risk conditions. Das and
Tufano (1996) allow a proportional LGD which can vary over time, but
maintain the assumption of independence between LGD and PD. Duffie
and Singleton (1999) allow for (economic) state-dependence of both LGD
and PD, as well as interdependence between LGD and PD; however, they
assume independence between firm asset value and the LGD and PD pro-
cesses, an assumption that does not hold if, for example, the debt obligation
is a large part of the issuer’s capital structure. Bharath and Shumway (2008)
use credit default swap (CDS) spreads to estimate the hazard function. They
note that since the same recovery rate is used to estimate the PD and value
the CDS, the LGD drops out of the valuation equation (in approximate
terms) and thus they do not make any assumptions about LGD.

Chava and Jarrow (2004) improve on the estimation of the hazard
function in Shumway (2001) by incorporating monthly data, rather than
annual data. They also find that introducing industry effects significantly
improved forecasting ability. Industry factors impact both PD and LGD,
and therefore, Chava and Jarrow (2004) find that simply estimating the haz-
ard function separately for each industry improves the model’s explanatory
power.20 They also control for firm-specific characteristics, using financial
ratios such as: (1) net income to total assets; (2) total liabilities to total
assets; (3) excess returns, defined as the firm’s equity return minus the
value-weighted CRSP market return; (4) firm size (log of equity market
value) relative to the total equity market capitalization on NYSE; and (5)
stock return volatility. Both Chava and Jarrow (2004) and Campbell,
Hilscher, and Szilagyi (2008) find that the forecast accuracy improves when
using market values for the firm-specific characteristics.21 Campbell,
Hilscher, and Szilagyi (2008) and Bharath and Shumway (2008) add the
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KMV EDFTM (see Chapter 4) into the estimation of the hazard functions in
their reduced form models, and find relatively little additional explanatory
power. However, Bharath and Shumway (2008) incorporate the Merton
model options-theoretic measure of PD (plotting the distance to default as-
suming normal distributions) and find a marginal contribution as a predic-
tor in hazard models. Thus, both Campbell, Hilscher, and Szilagyi (2008)
and Bharath and Shumway (2008) conclude that the reduced form model-
ing is the state of the art in default risk estimation.22 A commercial service
that provides reduced form estimates of PD is Kamakura’s Risk Information
Services.23

KAMAKURA ’S R I SK IN FORMAT ION
SERV I C ES (KR I S )

Kamakura’s Public Firm Model (part of KRIS) estimates PD for maturities
ranging from one month to five years by incorporating firm-specific infor-
mation, industry information, economic environment, and macroeconomic
factors into a reduced form model. The model is based on Chava and
Jarrow (2004), but there is also a version that adds the Merton options-
theoretic estimate of PD as an additional explanatory variable (see Bharath
and Shumway [2008]).

In Kamakura’s reduced form model credit spreads are decomposed into
PD and LGD by the use of both debt and equity prices in order to better
separate the default intensity process from the loss recovery process.24 The
default hazard rate is modeled as a function of stochastic default-free inter-
est rates, liquidity factors, and lognormal risk factors, such as a stochastic
process for the market index. KRIS is benchmarked using credit spreads or
bond prices, equity prices, and accounting data over a period of 1962 to
1990, with out-of-sample forecasting over 1991 to 1999. The five explana-
tory variables, used to parameterize the system are:

1. Return on assets (net income/total assets).
2. Leverage (total liabilities/total assets).
3. Relative size (firm equity value/total market value of the NYSE and

AMEX).
4. Excess return (monthly) over the CRSP NYSE/AMEX index return.
5. Monthly equity volatility.

In March 2009, Kamakura upgraded the KRIS model to incorporate
40 key macroeconomic risk factors into the estimation of default probabilit-
ies for more than 20,000 public firms in 30 countries. This upgrade shows
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that home price-related risk factors represented the five most significant risk
factors of the 40 factors in the study, whereas real growth in GDP and the
U.S. unemployment rate had less explanatory power. Using the power curve
(also known as Receiver Operating Characteristic, or ROC curve) to assess
accuracy (e.g., see Figures 4.11 and 10.2), the Moody’s KMV model
correctly ranks 90.50 percent of the observations, as compared to 95.54
percent using KRIS for all public firms in the United States and Canada
from 1990 to 2004. Chava and Jarrow (2004) find that the public firm
model including firm-specific accounting variables has a 91.98 percent accu-
racy rate, based on the 20 percent PD exclusion (bottom two deciles).
Moreover, the area under the ROC curve is 94.49 percent for the public
firm model.25

Kamakura maintains a troubled company index, which comprises all
firms with annualized monthly default probabilities in excess of 1 percent
out of 20,000 firms in 29 countries. As of September 2008, the highest (low-
est) value of the index was 28 percent in September 2001 (April and May
2006), with the long-run average of 13.4 percent. Figure 5.4 shows that
24.3 percent of public firms were troubled according to the index as of

FIGURE 5.4 Kamakura’s Troubled Company Index
Source: www.kamakuraco.com.
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March 2009, representing a slight worsening from the 24 percent index
level in December 2008.26

To illustrate, we describe a proprietary reduced form model—the
Kamakura Corporation’s Risk Manager (KRIS) uses bond prices, CDS
spreads, equity prices, and accounting data in order to solve a reduced form
model with stochastic default-free interest rates, a liquidity premium, and
an endogenously determined LGD. This model decomposes observed yields
on risky debt into a riskless rate and a credit spread, using either swap
spreads or corporate bond yields in order to solve for the credit spread.27

However, estimates of PD and LGD will be biased if corporate bond yields
are affected by factors other than just the risk-free rate and the credit
spread. Huang and Huang (2000) suggest that only a very small portion
(only 24 percent for a 10-year Baa-Treasury yield spread) of the yields on
investment-grade corporate bonds is determined by credit risk exposure.28

Thus, a potential shortcoming to the reduced form model estimation of de-
fault risk is noise in bond and CDS prices. We therefore consider what fac-
tors, other than credit risk, determine actual bond spreads and prices.

DET ERM INANTS OF BOND SPREADS

Figure 5.5 shows the size and distribution of global financial markets that
comprised almost $150 trillion of securities as of December 2006. Non-
governmental debt obligations comprised $27.8 trillion, or almost 19 per-
cent of the total. Despite the size of debt instruments outstanding, markets
tend to be illiquid and less transparent than equity markets. One reason is
that only a small fraction of the volume of corporate bond trading occurs on
organized exchanges.29 The rest of the trades is conducted over the counter
by bond dealers. Saunders, Srinivasan, and Walter (2002) show that this
interdealer market is not very competitive. It is characterized by large
spreads and infrequent trades, which increase transaction costs and reduce
market liquidity.

Bond features also impact transaction costs, and therefore market li-
quidity. Larger and more recent issues have lower transaction costs (higher
liquidity); see Chakravarty and Sarkar (2003) and Hong and Warga (2000).
More complex bonds, with sinking fund provisions or embedded options,
have larger transaction costs; see Harris and Piwowar (2006). Edwards
et al. (2007) find that larger transactions have lower costs. Some studies
(e.g., Harris and Piwowar [2006], Chakravarty and Sarkar [2003], and
Hong and Warga [2000]) find that bonds with more credit risk have higher
transaction costs, but Schultz (2001) finds no relationship.
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In July 2002, NASD introduced TRACE (Trade Reporting and Compli-
ance Engine) in an attempt to increase price transparency in the U.S. corpo-
rate debt market. The system captures and disseminates consolidated
information on secondary market transactions in publicly traded TRACE-
eligible securities (investment-grade, high-yield, and convertible corporate
debt).30 Despite the introduction of this system to improve transparency in
the corporate bond market, Goldstein and Hotchkiss (2007) find evidence
of a price dispersion in the market such that there is a ‘‘difference in price
paid across customer buys from the same dealer for the same bond on the
same day’’ over the 2002–2006 period, with prices frequently differing by
more than $2 per $100 face value. As TRACE expanded, this price disper-
sion was reduced but not eliminated. Goldstein, Hotchkiss, and Sirri (2006)
find that increased transparency improves liquidity, but not for infrequently
traded bonds. Hotchkiss and Jostova (2007), using the NAIC database of
corporate bond trading by U.S. insurance companies, find that 79.4 percent
(84.1 percent) of investment-grade (below-investment-grade) bonds never
traded over the five-year period from 1995 to 1999. Thus, most corporate
bonds trade infrequently in illiquid markets that are not transparent.
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38.5, 26%

Investment-Grade Corporate
Bonds, 10.2, 7%

High-Yield Corporate
Bonds, 0.8, 1%

Investment-Grade Corporate
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50.6, 34%
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17%

FIGURE 5.5 Global Financial Markets as of December 2006 ($ Trillions)
Source: Bank of England, Financial Stability Report,October 2007, Issue 22.
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The implication of this lack of liquidity is that bond yields include a risk
premium for illiquidity: Amihud and Mendelson (1991) find that bond il-
liquidity (i.e., trading transaction costs) influences yield to maturity. That is,
liquidity measures the cost of rapidly converting an asset into cash (e.g., sell-
ing a corporate bond). In a market that is not transparent, investors bear
these costs since they do not know whether they are transacting at accurate
prices. Moreover, the over-the-counter, dealer-driven nature of the market
requires a costly search for a trading partner. These costs are built into bond
spreads, representing a liquidity risk premium on top of the default risk pre-
mium. However, Edwards et al. (2007) find that the introduction of TRACE
increased transparency, suggesting a reduction in bond trading costs of $1
billion per year. Moreover, Longstaff, Mithal, and Neis (2005) show that
bond spreads contain more of an illiquidity premium than CDS spreads.

The importance of liquidity to investors becomes apparent in its ab-
sence. During the economic crisis of 2007–2009, financial markets through-
out the world shut down. Liquidity became an ever more important
consideration for investors and the price of liquidity (the liquidity risk pre-
mium) soared, as shown in Figure 5.6. During the last months of 2008 (the
third phase of the crisis—see the discussion in Chapter 2), the spread be-
tween LIBOR and the overnight index swap (OIS) rate soared from its his-
torical level of about 10 basis points to more than 300 basis points, as
investors demanded a high-risk premium for even the slightest amounts of
illiquidity.31 These spreads are built into bond yields, thereby complicating
the decomposition of spreads into a measure of credit risk. That is, the con-
siderable noise in bond prices, as well as investors’ preferences for liquidity,
suggest that there is a liquidity premium built into bond spreads. Thus, if
risky bond yields are decomposed into the riskless rate plus the credit spread
only, the estimate of credit risk exposure will be biased upward.

Risky corporate bonds also contain embedded options, such as call and
conversion features, as well as covenants and sinking funds. These features
have value that must be incorporated into analysis of bond spreads. A com-
mon practice is to avoid this complex valuation process and only consider
option-free corporate bonds in empirical studies. However, this biases the
sample since the subset of option-free bonds tends to have lower credit risk
exposure than the general population. Thus, observed bond yields must be
adjusted to reflect the value of increasingly complicated embedded options.

In the application of the models, furthermore, even the specification of
the risk-free rate can be troublesome. Duffee (1998) finds that changes in
credit spreads are negatively related to changes in risk-free interest rates for
lower-credit-quality bonds.32 Although Treasury yields are typically used to
measure the risk-free rate, it may be more appropriate to use the highest-
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quality corporate bond yield as the benchmark default-free rate. Part of this
stems from the asymmetric tax treatments of corporate and Treasury bonds.
Bohn (2000b) claims that use of a default-free rate is more appropriate un-
less all other sources of risk are explicitly modeled.

There are also administrative costs of holding a portfolio of risky debt.
This cost of carry was measured by Aguais et al. (1997) at about 15 to 16
basis points for high-credit-quality (rated A and AA) short-term loans.

Incorporating all of these considerations into our representation of
risky bond yields requires the following restatement of equation (5.40) as
follows:

y ¼ rt þ ½PDt � LGD� þ Lt þOt þ Cþ et ð5:400Þ

where rt¼ stochastic risk-free rate
PDt � LGD¼ credit spread

Lt¼ liquidity risk factor
Ot¼ value of embedded options
C¼ carrying costs, including tax considerations
et¼ bond pricing error term

FIGURE 5.6 Spread of LIBOR to Overnight Index Swap Rate
Note: The LIBOR/OIS spread represents the difference between market rates and
one measure of the expected path of the overnight effective rate for specific tenors.
Historically, the spread has been narrow and relatively constant.
Source: Federal Reserve Bank of New York, Markets Group, Domestic Open
Market Operations During 2008, Chart 1.
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Reduced form models only focus on the problem of identifying the credit
spread portion of observed bond yields and separating it into its two com-
ponent parts: PD and LGD.

SUMMARY

Reduced form models decompose risky bond yields into the risk-free rate
plus a credit risk premium. The credit spread consists of the risk-neutral
probability of default (PD) multiplied by the loss given default (LGD). Re-
duced form models utilize data on bond spreads, credit default swap (CDS)
spreads, equity prices, and firm accounting variables in order to estimate a
hazard function to forecast default risk. Kamakura’s Risk Information Sys-
tems (KRIS) estimates incorporate macroeconomic factors into the estima-
tion of reduced form models for both publicly traded and private firms. The
primary advantages of reduced form models over structural models like
KMV Moody’s are (1) their relative ease of computation, and (2) their bet-
ter fit to observed credit spread data.

APPEND IX 5 . 1 : UNDERSTAND ING A BAS IC
INT ENS I TY PROCESS

Default probabilities can be modeled as a Poisson process with intensity h
such that the probability of default over the next short time period, D, is
approximately Dh and the expected time to default is 1/h. Therefore, in con-
tinuous time, the probability of survival without default for t years is:33

1� PD ¼ e�ht ð5:7Þ

Thus, if an A-rated firm has an h of .001, it is expected to default once
in 1,000 years. Using equation (5.7) to compute the probability of survival
over the next year, we obtain .999. Thus, the firm’s PD over a one-year ho-
rizon is .001. Alternatively, if a B-rated firm has an h equal to .05, it is
expected to default once in 20 years. Substituting into equation (5.7), we
find that the probability of survival over the next year is .95 and the PD
is .05.34 If a portfolio consists of 1,000 loans to A-rated firms and 100 loans
to B-rated firms, then there are 6 defaults expected per year.35 A hazard rate
can be defined as the arrival time of default—that is, �p0t=pt where pt is the
probability of survival and p0t is the first derivative of the survival probabil-
ity function (assumed to be differentiable with respect to t). Since the
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probability of survival depends on the intensity h, the terms hazard rate and
intensity are often used interchangeably.36

Default intensities may be affected by external macroeconomic events.
Thus, default intensities may change over time. The probability of survival
for t years can be expressed in discrete terms as

E½e�ðh0þh1þh2þ���þht�1Þ�

where h0 . . . ht�1 are the time-varying default intensities in years
0; . . . ; t � 1.37 If there is a joint macroeconomic or systemic factor J that
impacts the default intensity of each firm i, then the total default intensity
of firm i at time t can be expressed as:

hit ¼ pit Jt þHit ð5:8Þ

where Jt¼ is the intensity of arrival of systemic events
pit¼ is the probability that firm i defaults given a systemic event
Hit¼ is the firm-specific intensity of default arrival
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FIGURE 5.7 Term Structure of Coupon-Strip (Zero-Recovery) Yield Spreads
Source: Duffie and Singleton (1998), page 20.
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Thus, the intensity of arrival of any kind of event is:

Ht ¼ Jt þH1t þ � � � þHnt

Substituting the parameters of our earlier example into equation (5.7), if
the A-rated firm defaults with probability .02 in the event of a systemic
breakdown that occurs with a 1 percent probability, then the firm’s default
intensity increases to .0012 and it is expected to default once within the next
833 (as opposed to 1,000) years. Moreover, if the B-rated firm defaults with
a probability of 50 percent if the systemic event occurs, then the firm’s de-
fault intensity increases to .055 for one expected default within the next 18
(rather than 20) years. The introduction of time-varying default intensities
causes the portfolio to have an expected 6.7 (rather than 6) defaults per year.

Duffie and Singleton (1998) formulate the firm-specific intensity process
h as a mean-reverting process with independently distributed jumps that ar-
rive at some constant intensity l; otherwise h reverts at rate k to a constant
u. Figure 5.7 plots the credit spreads for two obligations with the same pa-
rameters (u ¼ 10 basis points, l ¼ 10 basis points, k ¼ .5, and J ¼ 5), but
with different initial default intensities.38 The credit obligation with high
credit risk has an initial default intensity of 400 basis points, whereas the
low-risk obligation has an initial default intensity of 5 basis points.39 Figure
5.7 shows that credit spreads are clearly sensitive to parameter estimates.
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CHAPTER 6
Other Credit Risk Models

INTRODUCT I ON

In Chapters 4 and 5, we describe the two developing branches of academic
work in credit risk modeling: structural models and reduced form models.
In this chapter, we describe other, more established models, whose incep-
tions date back several decades. These models have proven their usefulness
over the long run and continue to be used and improved as new modeling
developments are incorporated into the fundamental models. We describe:

& Credit scoring systems, such as the Altman Z score model.
& Mortality rate systems, following the insurance industry’s approach.
& Neural network systems.

Upon completing our survey of default probability estimation models,
we undertake a broad comparison of their accuracy.

CRED I T SCOR ING SYSTEMS

Credit scoring systems can be found in virtually all types of credit analysis,
from consumer credit to commercial loans. The idea is to identify certain
key factors that determine the probability of default (as opposed to repay-
ment), and combine or weight them into a quantitative score. In some cases,
the score can be literally interpreted as a probability of default; in others,
the score can be used as a classification system. That is, it places a potential
borrower into either a good or a bad group, based on a score and a cutoff
point. Full reviews of the traditional approach to credit scoring, and the var-
ious methodologies, can be found in Caouette, Altman, and Narayanan
(1998). A good review of the worldwide application of credit-
scoring models can be found in Altman and Narayanan (1997). Mester
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(1997) documents the widespread use of credit scoring models, finding that
97 percent of banks use credit scoring to approve credit card applications,
whereas 70 percent of the banks use credit scoring in their small business
lending.1

There are four methodological forms of multivariate credit scoring
models: (1) the linear probability model, (2) the logit model, (3) the probit
model, and (4) the discriminant analysis model. One of the first credit scor-
ing models was the Altman (1968) Z-score model, which is a classification
model for corporate borrowers (but can also be used to get a default proba-
bility prediction).2 Based on a matched sample (by year, size, and industry)
of failed and solvent firms, and using linear discriminant analysis, the best-
fitting scoring model for commercial loans took the form:

Z ¼ 1:2X1 þ 1:4X2 þ 3:3X3 þ 0:6X4 þ 1:0X5

where X1¼working capital/total assets ratio
X2¼ retained earnings/total assets ratio
X3¼ earnings before interest and taxes/total assets ratio
X4¼market value of equity/book value of total liabilities ratio
X5¼ sales/total assets ratio

As used by the credit officer, if a corporate borrower’s financial
accounting ratios (the Xi’s), when weighted by the estimated coefficients in
the Z function, result in a Z score below a critical value (in Altman’s initial
study this critical cutoff point was 1.81), the borrower would be classified
as a ‘‘bad’’ credit risk, and the loan would be refused. The choice of the
optimal cutoff credit score can incorporate changes in economic conditions.
That is, if the economy is expected to decline, the cutoff point could be
raised in order to decrease the probability of granting bad loans. This
reduces the model’s Type 1 error (lending to bad customers), but increases
the model’s Type 2 error (the likelihood that good customers will be denied
credit).3

Over time, Altman has developed a number of variants of his basic
model including a Z0 (or Z-prime) and Z00 (or Z-double-prime) credit scor-
ing model. All of the Z score models use discriminant analysis on samples
of failing and matched surviving firms to identify the variables and their
weights so as to assign a score that best identifies the financial health of a
firm. The resulting Z score derived from the model is an indication of finan-
cial health, such that the higher the Z score, the healthier the firm and the
less likely it is to default on its obligations. The three Z-score models, dis-
cussed in more detail in Altman and Hotchkiss (2006), estimate different
weighting schemes and explanatory variables that best estimate the Z score
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for the appropriate borrower type. For example, the Z00 model is designed to
assess the health of nonmanufacturing firms and also has been used to assess
the health of non-U.S. firms.

The Z00 score model takes the form:

Z
00 ¼ 3:25þ 6:56X1 þ 3:26X2 þ 6:72X3 þ 1:05X4

where X1¼Current assets� Current liabilities

Total assets

X2¼Retained earnings

Total assets

X3¼ Earnings before interest and taxes

Total assets

X4¼ Book value of equity

Total liabilities

Once a company’s accounting variables have been used to calculate the
ratios X1, X2, X3, and X4 and these variables have been multiplied by the
appropriate weights, a Z00 score can be calculated for the company.4 Once
calculated, the score can be mapped into an equivalent S&P (Moody’s) rat-
ing based on historical links between the Z00 scores of companies and the
implied agency rating. Table 6.1 shows Altman’s mapping of the resulting

TABLE 6.1 Altman and Hotchkiss Mappings of Ratings to Different Z Scores

Panel A: Average Z Scores by S&P Bond Ratings

Average Annual Number
of Firms

Average
Z Score

Standard Deviation
of Z Score

AAA 66 6.20 2.06

AA 194 4.73 2.36

A 519 3.74 2.29

BBB 530 2.81 1.48

BB 538 2.38 1.85

B 390 1.80 1.91

CCC 10 0.33 1.16

D 244 �0.20 NA

(Continued )
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Panel B: Average Z00 Scores by S&P Bond Ratings

Credit Rating Average Z00 Scores

AAA 8.15

AA+ 7.60

AA 7.30

AA� 7.00

A+ 6.85

A 6.65

A� 6.40

BBB+ 6.25

BBB 5.85

BBB� 5.65

BB+ 5.25

BB 4.95

BB� 4.75

B+ 4.50

B 4.15

B� 3.75

CCC+ 3.20

CCC 2.50

CCC� 1.75

D 0.0

Source: E. Altman and E. Hotchkiss, Corporate Financial Distress and Bankruptcy,
3rd edition (New York: Wiley Finance, 2006), pages 247–248.

TABLE 6.1 (Continued)

Z00 score to a credit rating, based on a sample of 750 U.S. companies (see
pages 247–249 of Altman and Hotchkiss [2006]). Thus, on average, AAA
firms have Z00 credit scores of 8.15 while those firms with a Z00 score of 3.75
have a rating of B�.

A number of issues need to be raised here. First, the model is linear
whereas the path to bankruptcy may be highly nonlinear (the relationship
between the Xi’s is likely to be nonlinear as well). Second, with the excep-
tion of the market value of equity term in the leverage ratio, the Z score
model is essentially based on accounting ratios. In most countries, account-
ing data appear only at discrete intervals (e.g., quarterly) and are generally
based on historic or book value accounting principles. It is also questionable
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whether such models can pick up a firm whose condition is rapidly deterio-
rating (such as during the 2007–2009 financial crisis).

Indeed, as the world becomes more complex and competitive, the pre-
dictability of static Z-score models may worsen. A good example is Brazil.
When fitted in the mid-1970s, the Z-score model did quite a good job of
predicting default even two or three years prior to bankruptcy (see Altman,
Baidya and Dias [1979]). However, more recently, even with low inflation
and greater economic stability, this type of model has performed less well
as the Brazilian economy has become more open (see Sanvicente and Bader
[1998]). Moreover, Mester (1997) reports that 56 percent of the 33 banks
that used credit scoring in order to approve credit card applications failed
to predict loan quality problems. If credit scoring models are inaccurate for
relatively homogenous credit card applications, how are they to evaluate
complex large business loans?5

However, more recently, the discriminant model fit has been improved
by considering a nonparametric approach (see Barniv and Raveh [1989]);
the selection of explanatory variables with a multivariate normal distribu-
tion, (see Karels and Prakash [1987]); and a neural network, (see Coates and
Fant [1993]). Interestingly, both J.P. Morgan and Nomura Securities under-
took an equity trading strategy based on Altman Z scores during the market
turmoil in the fall of 2008, noting that market collapses in August 2007,
January 2008, March 2008, August 2008, and October 2008 were preceded
by weak performance of the equity issued by less creditworthy firms, and
similarly, recoveries were led by stronger credit companies. Thus, they advo-
cated buying stock in companies with high Altman Z scores and selling com-
panies with low Z scores. They claimed that this strategy was profitable on a
cross-country basis. Finally, in March 2010, Altman, in association with Risk
Metrics, has produced a revised Z-score methodology based on logistic
regression that appears to perform better than the traditional Z-score models.

MORTAL I TY RATE SYSTEMS

Mortality models utilize techniques that are commonly used in the insur-
ance industry. Based on a portfolio of loans or bonds and their historic de-
fault experience, a mortality rate system develops a table that can be used in
a predictive sense for one-year, or marginal, mortality rates (MMR) and for
multiyear, or cumulative, mortality rates (CMR). Combining such calcula-
tions with LGDs can produce estimates of expected losses.6

For example, to calculate the MMRs of B-rated bonds (loans) in each
year of their life, the analyst will pick a sample of issue years—say, 1971
through 2000—and, for each year t, will look at the total value of grade B
bonds defaulting in year i after issue. For example, for year 1 and year 2
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default after issue we have:

MMR1t ¼ Total value of grade B bonds defaulting in year 1 after issue in year t

Total value of grade B bonds outstanding in year 1 after issue in year t

ð6:1Þ

MMR2t ¼
Total value of

grade B bonds defaulting in year 2 after issue in year t

Total value of grade B bonds outstanding in year 2
after issue in year t ðadjusted for defaults; calls; sinking
fund redemptions; and maturities in the prior yearÞ

ð6:2Þ

And so on for MMR3t, . . . , MMRnt.
The MMRs for each individual year can be combined to create a term

structure of MMRs. Using each individual year’s MMRit in the term struc-
ture, the analyst calculates a weighted average over the entire sample pe-
riod, which becomes the figure entered into the mortality table. The weights
used should reflect the relative issue sizes wt in different years, thus biasing
the results toward the larger-issue years. The weighted average MMR in
year 1 for a particular grade (MMR) would be calculated as:

MMR1 ¼
X2000

t¼1971

MMR1t �wt ð6:3Þ

To calculate a cumulative mortality rate (CMR)—the probability that a
loan or bond will default over a period longer than a year after issue—it is
first necessary to specify the relationship between MMRs and survival rates
(SRs):

MMRi ¼ 1� SRt

or
SRi ¼ 1�MMRt

ð6:4Þ

Consequently,

CMRT ¼ 1�
YT
t¼1

SRt ð6:5Þ

where P¼ the geometric sum or product SR1 � SR2 � . . . SRN

T¼ number of years over which the cumulative mortality
rate is calculated
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Mortality tables are generated from the calculations of the MMR and
CMR. Table 6.2 shows marginal and cumulative mortality rates for syndi-
cated loans and bonds over a 10-year horizon, as computed by Altman and
Hotchkiss (2006). The table has an interesting feature: marginal mortality
rates fluctuate non-monotonically over the life of the corporate bond.

Although not shown, each of the MMR estimates has an implied stan-
dard error and confidence interval. Moreover, it can be shown that as the
number of loans or bonds in the sample increases (i.e., asN gets bigger), the
standard error on a mortality rate will fall (i.e., the degree of confidence we
have in using the MMR estimate to predict expected losses out-of-
sample increases). This is because, in any period a loan or bond either dies
or survives, the standard error (s) of an MMR is:7

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MMRt 1�MMRtð Þ

N

r
ð6:6Þ

which translates into:

N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MMRi 1�MMRtð Þ

s2

r
ð6:7Þ

As can be seen from the preceding two equations, there is an inverse
relationship betweenN (sample size) and the s (standard error) of a mortal-
ity rate estimate. Suppose that MMR1 ¼.01 is a mortality rate estimate, and
we want to apply extreme actuarial principles of confidence in the stability
of the estimate for pricing and prediction out-of-sample. Extreme actuarial
principles might require s to be one-tenth the size of the mortality rate esti-
mate (or s ¼ .001). Plugging the values into equation (6.7), we have:

N ¼ :01ð Þ :99ð Þ
:001ð Þ2 ¼ 9; 900

This suggests that we would need almost 10,000 loan observations per
rating class to get this type of confidence in the estimate. With 10 rating
classes (as under most bank rating systems), we would need to analyze a
portfolio of some 100,000 loans. With respect to commercial loans, very
few banks have built information systems of this type. To get to the requi-
site large size, a cooperative effort among the banks themselves may be re-
quired. The end result of such a cooperative effort might be a national loan
mortality table that could be as useful in establishing banks’ loan loss
reserves (based on expected losses) as the national life mortality tables are
in pricing life insurance.8
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ART I F I C I A L NEURAL NETWORKS

The development of a computerized expert system to forecast the probabil-
ity of default requires acquisition of the human expert’s knowledge. Since
this is often a time-consuming and error-prone task, many systems use in-
duction to infer the human experts’ decision processes by studying their de-
cisions. Elmer and Borowski (1988) compare the bankruptcy predictions of
an expert system to several credit scoring models and find that the expert
system correctly anticipate over 60 percent of the failures 7 to 18 months
before bankruptcy, whereas the credit scoring models have prediction rates
of only 48 percent and 33 percent. Similarly, Messier and Hansen (1988)
show that their expert system outperform credit scoring models and the hu-
man experts themselves in forecasting business failures.

The disadvantages of induction-based expert systems include:

& The time and effort required to translate the human experts’ decision
processes into a system of rules.

& The difficulty and costs associated with programming the decision algo-
rithm and maintaining the system.

& The inability or inflexibility of the expert system to adapt to changing
conditions.

Artificial neural networks have been proposed as solutions to these
problems. An artificial neural system simulates the human learning process
such that the system learns the nature of the relationship between inputs
and outputs by repeatedly sampling input/output information sets. Neural
networks have a particular advantage over expert systems when data are
noisy or incomplete, since the neural net system can make an educated guess
much as would a human expert. Hawley, Johnson, and Raina (1990) de-
scribe how neural networks can incorporate subjective, nonquantifiable in-
formation into credit approval decisions. Kim and Scott (1991) use a
supervised artificial neural network to predict bankruptcy in a sample of
190 Compustat firms. While the system performs well (87 percent predic-
tion rate) during the year of bankruptcy, its accuracy declines markedly
over time, showing only a 75 percent, 59 percent, and 47 percent prediction
accuracy one year prior, two years prior, and three years prior to
bankruptcy, respectively. Altman, Marco, and Varetto (1994) examine
1,000 Italian industrial firms from 1982 to 1992 and find that neural net-
works have about the same level of accuracy as do credit scoring models.
Poddig (1995), using data on 300 French firms collected over three years,
claims that neural networks outperform credit scoring models in bank-
ruptcy prediction. However, he finds that not all artificial neural systems
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are equal, noting that the multilayer perception (or back-propagation) net-
work is best suited for bankruptcy prediction. Yang et al. (1999) use a sam-
ple of oil and gas company debt to show that the back-propagation neural
network obtained the highest classification accuracy overall, when com-
pared to the probabilistic neural network and to discriminant analysis.
However, discriminant analysis outperforms all models of neural networks
in minimizing Type 2 classification errors.9

Neural networks are characterized by three architectural features:
inputs, weights, and hidden units. Figure 6.1 shows a two-layer system with
two hidden units and n inputs. The n inputs, x1, x2, . . . , xn, represent the
data received by the system (for example, company financial ratios for the
bankruptcy prediction neural networks). Each piece of information is as-
signed a weight (w11, w21, . . . , wn1) designating its relative importance to
each hidden unit (y1). These weights are learned by the network over the
course of training. For example, by observing the financial characteristics of
many bankrupt firms (the training process), the network learns the weights.

Each hidden unit computes the weighted sum of all inputs and trans-
mits the result to other hidden units. In parallel, the other hidden units are
weighting their inputs so as to transmit their signal to all other connected

y1

x1

x2

xn

wn1

Output

Inputs Weights
Hidden
Layer

w21

w11

w12

w22

wn 2

y2

x1

x2

xn

FIGURE 6.1 A Neural Network
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hidden units. Receipt of the signal from other hidden units further trans-
forms the output from each node, with the system continuing to iterate until
all information is incorporated. This model incorporates complex correla-
tions among the hidden units to improve model fit and reduce Type 1 and
Type 2 errors. But care should be taken not to overfit the model. Overfitting
results in a model that explains well in-sample, but may perform quite
poorly in predicting out-of-sample.

Because of the large number of possible connections, the neural net-
work can grow prohibitively large rather quickly. For a set of networks
with 10 inputs and 12 hidden units, the maximum possible number of net-
work configurations is 4.46 � 1043.10 Thus, various pruning methods exist
to economize on the number of connections in the system. Weights and hid-
den units are pruned during the training stage so as to incorporate only
those inputs that are relevant in obtaining the desired output.

A major disadvantage of neural networks is their lack of transparency.
The internal structure of the network is hidden and may not be easy to du-
plicate, even using the same data inputs. This leads to a lack of accountabil-
ity since the system’s intermediate steps cannot be checked. Moreover,
although the neural network is useful as a tool of classification or predic-
tion, it does nothing to illuminate the process or the relative importance of
the variables. That is, the neural net does not reveal anything about the in-
termediate steps that lead to the final output.

Since independent rating agencies, such as Moody’s and Standard &
Poor’s, use human expert systems to incorporate subjective factors and non-
quantifiable influences (such as changes in management or business cycle
effects), neural networks can be used to forecast the corporate bond ratings
issued by independent rating agencies. Moody and Utans (1994) find that
neural networks outperform linear regressions in accurately classifying corpo-
rate bond ratings. Moreover, Singleton and Surkan (1994) show a 73 percent
accuracy rate in predicting bond rating changes, as compared to a 57 percent
accuracy rate using a credit scoring discriminant model. These results suggest
that there is more to bond credit ratings than simply a weighted average of
financial ratios.

COMPAR ISON OF DE FAULT PROBAB I L I TY
EST IMAT I ON MODELS

We have surveyed numerous quantitative models that can be used to fore-
cast the probability of default for companies and individuals. Although we
have discussed each model’s advantages and disadvantages from a concep-
tual standpoint, this section provides a brief survey of some of the literature
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that performs a comparative analysis from a quantitative standpoint. That
is, which of the models yields more accurate estimates of the likelihood of
default? As always, there is no simple answer to this question, particularly
since different models may be appropriate to solve different problems.
Therefore, we provide the empirical results in this section and leave the con-
clusion to the reader’s determination

Shumway (2001) compares reduced form hazard models with static
credit scoring models.11 He enters the accounting ratios used in credit scor-
ing models into a reduced form model and finds that half of the ratios are
statistically insignificant, suggesting that the credit scoring models may be
misspecified. In addition to the accounting variables used in the static credit
scoring models, Shumway (2001) adds market-based variables, such as the
firm’s equity market capitalization and the idiosyncratic (nonsystematic)
portion of each company’s stock return volatility (standard deviation).
Table 6.3 shows that the accuracy of Shumway’s model is 75 percent in
out-of-sample tests, such that the model accurately predicts bankruptcies
for 75 percent of the top 10 percent highest-risk companies. Consistent
with this result, Bharath and Shumway (2008) compare structural models
(e.g., the Merton options-theoretic model and the Moody’s KMV model) to
reduced form hazard models, and find that hazard models outperform
structural models.12

TABLE 6.3 Forecast Accuracy with Market-Driven Variables (Probability Rankings
versus Actual Bankruptcies)

Decile Market Accounting and Market

1 69.0 75.0

2 10.6 12.5

3 7.8 6.3

4 5.0 1.8

5 2.8 0.9

6–10 4.8 3.5

Possible 142 112

Note: This table presents a comparison of the out-of-sample accuracy of the bank-
ruptcy models that contain market-driven variables. All of the models are estimated
with data available between 1962 and 1983. Parameter estimates calculated with
1983 data are combined with annual data between 1984 and 1992 to forecast bank-
ruptcies occurring between 1984 and 1992.

Source: Shumway (2001), page 122.

128 PROBABILITY OF DEFAULT ESTIMATION



E1C06 03/19/2010 Page 129

Hillegeist et al. (2002) compare credit scoring models (the Z score
and the O score) to a structural model using a sample consisting of
65,960 firm-year observations including 516 bankruptcies during the
1979–1997 period.13 They find that the structural model outperforms
both credit scoring models. Table 6.4 examines the explanatory power
of the two credit scoring models (Z score and O score) in the same

TABLE 6.4 Incremental Information Tests

Variable Column 1 Column 2 Column 3

Constant �6.40� �6.30� �5.76�

Bank rate 125.1� 126.4� 105.9�

Z score 0.09�

Z score(n) �0.37

O score 0.00

O score(n) 3.11�

BSM-PB 3.62� 3.46� 2.87�

ExRet �0.61�

Rsize �9.63�

�2 Log likelihood 5,291 5,291 5,089

WaldX2 1,306 1,215 1,157

Pseudo-R2 0.12 0.12 0.16

Observations 65,960 65,960 65,960

‘‘Bank rate’’ refers to the economywide rate of corporate bankruptcies among pub-
licly-traded firms over the past 12 months. BSM-PB assumes dividend rate = 0 and
asset growth rate ¼ Adjusted ROAt�1.
Z score is derived using the variables and parameter estimates of Altman (1968).
Z score(n) is derived from the variables used by Altman (1968) estimated using a
discrete hazard model.
O score is derived using the variables and parameter estimates of Ohlson (1980).
O score(n) is the fitted probability of bankruptcy based on Ohlson (1980) estimates
using a discrete hazard model.
ExRet is the firm’s total return in year t � 1 minus the value-weighted return of the
NYSE/AMEX/NASDAQ index in year t � 1.
Rsize is the logarithm of each firm’s market capitalization measured at the beginning
of the observation year, relative to the total capitalization of the firms in our sample.
�Significant at 1 percent or lower (two-sided test).

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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regression with the Merton options-theoretic structural model (denoted
BSM-PB) in order to assess each model’s explanatory power in predicting
bankruptcy. Whereas the explanatory power of the structural model esti-
mate of default risk is statistically significant, the static credit scoring
models’ estimates are not. However, when estimating the Z score and
the O score using a discrete hazard model, the explanatory power be-
comes statistically significant. Table 6.4 is based on a discrete hazard
model with Huber-White standard errors to control for firm dependence.
The dependent variable is bankruptcy in the 4 to 16 months following
the fiscal year-end.

Similarly, Bohn et al. (2005) find that the KMV Moody’s structural
model estimate of default outperforms Altman’s Z score model. As
shown in Figure 6.2, the power (cumulative accuracy performance) curve
of the KMV Moody’s EDFTM score is higher than that of the Z score
tested over the 1996–2004 period.14 They find that the accuracy ratio of
the KMV Moody’s EDFTM is 77 percent using a subsample of firms over
$30 million in asset size over the 2000–2004 subperiod. In contrast, using
the same subsample of firms, the accuracy ratio of the Z score is only
58 percent. Credit ratings have an accuracy rate of 72 percent and the
Merton options-theoretic model has a 60 percent accuracy rate over the
2000–2004 subperiod.

FIGURE 6.2 Comparing the Accuracy of EDF and Z Scores
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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SUMMARY

In this chapter, we have surveyed several venerable models of default risk
that continue to be utilized. Given the differing data requirements, these
models are sometimes the only practical models that can be implemented,
particularly when the data requirements (e.g., credit spread data) of reduced
form models cannot be met. Thus, it is instructive to compare the accuracy
of these models. Even though the credit scoring model underperforms the
structural and reduced form models, it still has a relatively high degree of
accuracy. Moreover, recent advances in modeling have improved the accu-
racy of these well-established models designed to forecast the probability of
default.
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CHAPTER 7
A Critical Parameter:

Loss Given Default

INTRODUCT I ON

As discussed in Chapter 5, the loss given default (LGD) is a critical parame-
ter used together with the probability of default (PD) to estimate expected
credit losses, calculated as PD times LGD. The LGD can be defined as one
minus the recovery rate (RR) on defaulted debt instruments. Despite its im-
portance in credit risk measurement, LGD estimation is less developed than
PD modeling. In this chapter, we describe how some of the credit risk mod-
els described in earlier chapters estimate LGD.

ACADEM IC MODELS OF LGD

Even if PD is relatively high, expected credit losses may be low if recovery
rates are high. Thus, for example, if a loan is fully secured with marketable
securities which can be sold at full value upon default, there may be no loss
at all. Table 7.1 shows that even low-grade debt issues may experience low
expected loss rates because LGD is substantially lower than 100 percent.
That is, even if there is a default, some value is recovered (the RR is greater
than zero, and LGD ¼ 1 – RR).

Different types of debt instruments have different recovery rates. For
example, more senior securities tend to have higher recovery rates than sub-
ordinated securities, all else equal. Figure 7.1 uses the recovery history in-
cluded in the Moody’s KMV database to show that the highest (lowest)
LGD is for preferred stock and junior subordinated bonds (industrial reve-
nue bonds, senior secured bonds, and senior secured loans).

Early models of credit risk tended to assume a fixed or nonstochastic
LGD. The Basel Committee assessed a fixed 45 percent LGD on secured
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loans if fully secured by physical, non-real-estate collateral, and 40 percent
if fully secured by receivables (for the Basel II Internal Ratings-Based Foun-
dation model, see Chapter 13). However, there is evidence suggesting that
these fixed LGD rates may be too high for bank loans. A Citibank study of
831 defaulted corporate loans and 89 asset-based loans for 1970–1993
found recovery rates of 79 percent (or equivalently LGD equal to 21 per-
cent). Similarly, high recovery rates were found in a Fitch Investor Service
report in October 1997 (82 percent) and a Moody’s Investor Service Report
of June 1998 (87 percent), see Asarnow (1999). Carey and Gordy (2004)
find an average LGD on bank debt of 23 percent.

However, Table 7.2 shows that using a large sample of Italian loans,
Caselli et al. (2008) find an average (median) LGD of 54 percent (56 per-
cent) and a standard deviation of 43 percent for the sample of 11,649 loans.
The LGD for small and medium enterprises (SMEs) averaged 52 percent,
but households had an average (median) LGD of 55 percent (68 percent)
and a standard deviation of 45 percent This suggests that there is a wide
dispersion in recovery rates across loans made to different industries and
between different countries. Caselli et al. (2008) document one element of
this dispersion by breaking down the loans by sector and find that the

FIGURE 7.1 Box Plots of Post Default Price by Debt Type
Notes: The solid center line represents the median, the inner whiskers represent the
interquartile range, and the outer whiskers represent the 10th to 90th percentile
range of the distribution.
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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average (median) LGD for loans to SMEs range from 23 percent (4 percent)
to 68 percent (98 percent). Similarly, the average (median) LGD for loans to
households ranges from 15 percent (2 percent) to 79 percent (100 percent).
Helwege et al. (2009) state that recovery rates on senior secured bonds be-
tween 1982 and 2007 ranged between 38 percent and 80 percent, with an
average of 52 percent. In contrast, the credit default swap auction process
yielded average recoveries of only 30 percent on senior bond auctions (see
Chapter 12). Similarly, loan auctions during 2009 yielded low recovery
rates (averaging 31 percent), perhaps demonstrating the distressed nature of
the market during the time period.

An important distinction that may account for the disparity in estimates
across studies is how the LGD is measured. Many studies use bond prices
around the time of default as a measure of the recovery rate. For example,
Moody’s measures recoveries using the bid prices on defaulted bonds
30 days after the default occurs. Acharya et al. (2007) use trading prices of
defaulted debt instruments just prior to the bankruptcy petition, or earliest
available trading prices of the instruments received in a settlement or liqui-
dation (e.g., acquisition, refinancing, distressed exchange, etc.). Debt prices
around the default date are considered to be a measure of the recovery value
of the debt if there is a market for the instrument. However, if there is no
demand for these securities, or if the market is thin, the prices may be in-
accurate or nonexistent.

In contrast, therefore, Caselli et al. (2008) use actual recovery data
from bank loan workouts for their sample in order to measure the loss expe-
rienced by the lender upon default. Here the issues become quite practical.
Specifically, what are the estimated recovery cash flows? Over what period
of time are they to be collected? What is the estimated termination date
for recoveries? And what is the discount rate to be applied to those cash

TABLE 7.2 Relationship between Distance to Default and Recovery for U.S. Senior
Unsecured Bonds

Loan Type
Number of

Loans
Percent of
Total

Mean
LGD

Median
LGD

Standard
Deviation

LGD

Small/Medium
Businesses

6.034 51.80 0.52 0.52 0.41

Households 5,615 48.20 0.55 0.68 0.45

Entire Sample 11,649 100 0.54 0.56 0.43

Source: Caselli et al. (2008), page 8.

138 ESTIMATION OF OTHER MODEL PARAMETERS



E1C07 03/16/2010 Page 139

flows? Each of these issues becomes relevant if the workout cost measure
for recovery estimation is used by banks in the context of the Basel II IRB
Advanced Model.

More fundamentally, academic research has shown that there is a sto-
chastic component to LGD. That is, LGD is not fixed and may indeed fluctu-
ate with both company-specific and economywide factors. Allen and
Saunders (2004) survey the academic literature and note two areas of con-
sensus. First, there is a positive correlation between asset and collateral val-
ues, thereby causing LGD (RR) to increase (decrease) as collateral values
decrease. Altman (1989) finds significant positive correlations between re-
covery rates and external credit ratings just prior to default. Schuermann
(2004) surveys evidence that recovery rates fluctuate over time and are nega-
tively correlated with short-term default-risk-free interest rates because in-
creases in interest rates (usually consistent with economic downturns)
generally depress asset prices, thereby reducing recovery rates and increasing
LGD. Calem and LaCour-Little (2004) estimate loss probability distributions
for portfolios of mortgage loans and find that loan-specific characteristics
(such as original loan to value ratios, measuring collateral, and borrower
FICO scores) are important determinants of portfolio loss rates. Thus, LGD
is a function of the underlying collateral value, which fluctuates over time.

The second area of consensus in the academic literature is that time-
varying LGD has a systematic risk component—in other words, there is
a cyclical component to LGD. Both historical evidence and the academic
literature support this and suggest that systematic market factors affect
both LGD and PD. Altman and Kishore (1996) find that recovery rates are
time-varying. Maclachlan (1999) finds that credit spreads are highest and
therefore bond prices are lowest during low points in the business cycle.
This suggests a negative correlation between LGD and macroeconomic con-
ditions because bond prices for distressed debt can be viewed as a lower
bound on recovery amounts. Bangia, Diebold, and Schuermann (2002) use
National Bureau of Economic Research (NBER) designations of contrac-
tions and expansions to find that economic capital is 30 percent higher in a
contraction year than in an expansion year, suggesting that expected loss
rates (that is, PD � LGD) are procyclical.

In addition to economywide factors impacting LGD, researchers have
found that LGD depends on industry conditions. Acharya et al. (2007) find
that RR in a distressed industry (i.e., an industry for which the median
annual stock return for the three-digit SIC code is less than –30 percent) is
reduced by $0.10 to $0.15 on the dollar as compared to the LGD of
defaulted debt in nondistressed industries. Moreover, they find that this
effect is exacerbated when industry assets are more specific (less generally
usable by other firms in other industries) and the industry is more

A Critical Parameter: Loss Given Default 139



E1C07 03/16/2010 Page 140

concentrated (reducing the demand for defaulted firm assets). These factors
contribute to the fire sale price reductions required to dispose of defaulted
firm assets, thereby reducing the recovery rate realized by creditors.

Many of the previously cited papers examining the systematic compo-
nents in LGD do not generally consider whether LGD is correlated with
PD. However, if LGD and PD are both impacted by the same factors, then
the systematic component in LGD could be either exacerbated or mitigated.
That is, if PD and LGD both increase in economic downturns and decrease
in economic upturns, then the cyclical effect (as measured by both default
correlations and LGD correlations) will be more pronounced. If, however,
PD and LGD are negatively correlated (move in the opposite directions),
then the cyclical effect in LGD may be reduced.

The question of the correlation between PD and LGD is an empirical
one. Houweling and Vorst (2005) use a reduced form model to show that
default swap prices are insensitive to the assumption of recovery values, al-
though they do find a positive correlation between recovery rates and PD.
Jokivuolle and Peura (2000) also model the recovery rate as a function of
the PD and show that the expected LGD is a decreasing function of the
growth rate in the value of collateral, an increasing function of the volatility
of the collateral value, and an increasing function of the correlation
between the collateral value and the value of the borrower firm’s total
assets. Moreover, the expected LGD is a decreasing function of the default
probability of the borrower, given that the correlation between the collat-
eral and the firm values is positive. This counterintuitive result obtains be-
cause of the use of an options-theoretic structural model to depict default.
That is, low-PD firms must experience abnormally large negative shocks to
asset values to enter the default region and therefore the value of their col-
lateral is quite impaired. In contrast, high-PD firms (with a low distance to
default) are thrown into default by only slight declines in asset values. Thus,
the recovery rates of low-credit-quality firms tend to be higher than recov-
ery rates in high-credit-quality firms in the Jokivuolle and Peura (2000)
simulations.

Altman, Resti, and Sironi (2002) and Altman et al. (2005) exhaustively
investigate the correlation between both ex post realized and simulated de-
fault rates and recovery rates. They find strong evidence of an inverse rela-
tionship such that recovery rates fall (rise) when PD increases (decreases).
The explanation for this result stems from supply and demand considera-
tions in the market for distressed debt. When default rates increase, for in-
stance in cyclical downturns, there are likely to be more defaulted bonds
available for sale on the distressed debt market. The demand for such be-
low-investment-grade instruments is relatively inelastic since buyers are
restricted to vulture funds and the relatively few financial intermediaries
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(e.g., hedge funds and sovereign wealth funds) that are permitted to invest
in this paper.

Altman (1993) attempts to measure the size of demand in this market
for ‘‘alternative investments’’ and estimates that the vulture funds had at
least $7 billion under management in the 1991 recessionary period. In con-
trast, the supply of distressed and defaulted public and private bonds (sell-
ing at a credit spread at least 1,000 basis points over 10-year Treasury bond
rates) was approximately $300 billion during the 1990–1991 period. Given
the 10-to-1 disparity in size between the supply and demand sides of the
market, Altman, Resti, and Sironi (2002) contend that even dramatic in-
creases in demand would not be sufficient to absorb the increased supply
during cyclical downturns. Thus, since supply increases during cyclical
downturns whereas demand is relatively stable, the price of distressed debt
declines, thereby reducing recovery values when defaults increase. How-
ever, explicitly controlling for macroeconomic effects (using variables like
GDP and changes in GDP) yields insignificant and inconsistent results in the
Altman, Resti, and Sironi (2002) model.

Supporting the previously cited findings, Frye (2000, 2003, and 2005)
examines 859 bonds and loans that defaulted from 1983 to 2001 and finds
a significant inverse (direct) relationship between PD and recovery rates
(LGD). However, the empirical findings in Acharya et al. (2007) refute the
hypothesis of a direct relationship between PD and LGD. They find that the
PD is a significant factor explaining LGD only when industry factors are left
out. However, when they incorporate a measure of industry distress, the
impact of PD becomes statistically insignificant. Therefore, the correlation
between PD and LGD that has been found in some empirical models may
be an artifact of omitted variables. Thus, the relationship between PD and
LGD is still an open question in the academic literature.

However, what seems to be clear from the literature is that LGD is a
function of macroeconomic conditions. For example, Unal, Madan, and
Guntay (2003) decompose the difference between the prices of senior versus
junior debt in order to estimate the risk-neutral mean recovery rates on sen-
ior debt relative to junior debt that are independent of default probabilities.
Thus, their model is an alternative to the use of either defaulted debt prices
or post-default expected cash flows to measure LGD. The recovery rate in
their risk-neutral valuation model is conditioned on the business cycle
(measured using macroeconomic factors) and firm-specific information.
Furthermore, Caselli et al. (2008) use a sample of 11,649 bank loans to pin-
point the macroeconomic explanatory variables for LGD on loans to both
households and businesses (small and medium enterprises, or SMEs). They
find that for households, the LGD is sensitive to the unemployment rate and
household consumption patterns. For SMEs, LGD is sensitive to the total

A Critical Parameter: Loss Given Default 141



E1C07 03/16/2010 Page 142

number of employed people and the GDP growth rate. They interpret their
results as support for the Basel Committee’s insistence that the LGD
assumptions input into the Basel II capital model be estimated for down-
turns separately, so as to incorporate these cyclical patterns (see the discus-
sion in Chapter 13). Levy and Hu (2007) develop a theoretical framework
to account for LGD procyclical dynamics that incorporates increases in
LGD during economic downturns.

The sensitivity of LGD to industry and macroeconomic factors is im-
pacted by the debt structure. That is, senior secured debt may have a lower
LGD than subordinated unsecured debt. However, Acharya et al. (2007)
find that it is senior unsecured debt (as opposed to bank debt and subordi-
nated debt) that is most exposed to the impact of fire sale increases in LGD
when the borrower’s industry is in distress. Thus, bank debt and collateral-
ized debt have high recovery rates even during an industrywide crisis,
except when the collateral consists of industry-specific assets. Chatterjee
and Yan (2008) document the existence of contingent value rights (CVRs),
which are put options that pay additional cash or securities when the issu-
er’s share price falls below a prespecified trigger level. These instruments
can be used in reorganizations and restructurings to increase RR if the firm
experiences financial distress.1 Thus, the structure of the firm’s debt may be
an important determinant of LGD.

D IS ENTANGL ING LGD AND PD

It is standard practice in both the academic literature and in commercial
risk management products to jointly estimate LGD and PD. That is, since
the default risk premium is composed of the product of PD and LGD (i.e.,
expected loss EL ¼ PD � LGD), one input must be fixed in order to eco-
nomically identify the other. Typically, it is the LGD that is assumed fixed
so as to estimate PD. As noted in Pan and Singleton (2008), this identifica-
tion problem occurs when contracts are priced under the ‘‘fractional recov-
ery of market value convention (RMV)’’ (see, e.g., Duffie and Singleton
[1999]). Under this scenario, the LGD and the PD are inseparable, since the
recoverable market value is itself a function of PD. Alternatively, however,
pricing may take place under the ‘‘fractional recovery of face value (RFV)’’
method, in which case the LGD and the PD in the default risk premium are
separable. Pan and Singleton (2008) use sovereign credit default swap
(CDS) spreads for Mexico, Korea, and Turkey in order to separately iden-
tify PD and LGD, assuming RFV.2

Pan and Singleton (2008) use different maturities (1, 2, 3, 5, and 10
years) of sovereign CDSs in order to estimate the LGD over the period from
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March 19, 2001, through August 10, 2006. They find sufficient sample sizes
to reliably estimate LGD separately from PD. They estimate the hazard
functions of PD and LGD for each of the four credit events specified in the
ISDA standardized sovereign CDS contract: (1) obligation acceleration,
(2) failure to pay, (3) restructuring, and (4) repudiation/moratorium.3 They
find that CDS spreads are sensitive to the LGD estimate for the 5-year and
10-year maturities, but not for the one-year contract. They view this as
the result of ‘‘a liquidity or supply/demand premium . . . [in which] large
institutional money management firms often use the short-dated CDS con-
tract as a primary trading vehicle for expressing views on sovereign bonds.’’
Thus, the presence of a liquidity risk premium may inject noise into the re-
duced form estimation of credit risk components.

Practitioners in the sovereign CDS market typically assume an LGD
equal to 75 percent. Pan and Singleton’s (2008) model supports this as-
sumption for Korea, but not for Mexico and Turkey, for which they find
LGD estimates in the region of 25 percent. They find that when their model
is estimated for the less turbulent 2003–2006 period (i.e., with lower
bid-ask spreads, implying more liquid CDS markets), the estimated LGD
was close to 75 percent for Mexico, but still less than 50 percent for Turkey.
They point to other credit-sensitive derivative products that could be used
to solve for LGD in the presence of illiquidity problems that distort the
pricing of credit spreads. Independently, Levy and Hu (2007) incorporate
systematic risk into the recovery process, as well as the correlation between
PD and LGD, and find that estimated spreads increase by 14 percent for a
typical bond, and by 30 percent in some cases. Thus, there is still quite a bit
of analytical work remaining in understanding and modeling the loss
process.

MOODY ’S KMV ’S APPROACH TO LGD EST IMAT I ON

Moody’s KMV LGD estimator, called LossCalcTM, is a forward-looking
estimator of recovery rates (i.e., postdefault debt prices) that incorporates
an inverse relationship (negative correlation) between PD and RR, consist-
ent with the work of Altman et al. (2005) and Frye (2005). Figure 7.2 shows
that the RR for high-risk firms (with distance to default, DD, greater than
0.28) is lower than for low-risk firms.

The Moody’s KMV LossCalcTM model consists of a linear regression
involving more than 4,000 recovery observations that occurred over more
than 20 years.4 Regression variables include PD (or Moody’s KMV
EDFTM—see Chapter 4), collateral, debt type, seniority class, borrower
location, and industry. The model can solve for a spot one-year LGD or a
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five-year term structure of LGDs. Incorporating macroeconomic conditions,
Moody’s KMV estimates a stressed LGD, as if the economy was at either a
10-year or 25-year low. Industry distress is also incorporated (see the earlier
discussion of Acharya and Bharath [2007]) using the median distance to de-
fault by region, industry sector, and date (see Chapter 4).

The most important determinant of LGD in the Moody’s KMV
LossCalcTM model is debt seniority, in both absolute and relative terms.5

However, the model’s R2 measure of explanatory power ranges between 30
and 35 percent for the one-year and longer-term models. Thus, more than
two-thirds of the variation in LGD is idiosyncratic and unexplained by the
model. Because of this, it is necessary to include a measure of uncertainty
about LGD into any credit risk analysis. That is, since there is a dispersion
of possible values around the expected LGD, the error term of the basic re-
gression should be considered. In the Moody’s KMV LossCalcTM model the
variance of the error term is higher for low-LGD securities than for high-
LGD securities. To incorporate this and other factors, the model uses the
beta distribution to represent the variance in the LGD estimate. A similar

FIGURE 7.2 Relationship between Distance to Default and Recovery for U.S. Senior
Unsecured Bonds
Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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type of beta distribution assumption has been employed in J.P. Morgan’s
CreditMetrics model.

The Moody’s KMV LossCalcTM model is based on post-default debt
prices. However, the model is validated using a sample of 1,323 observa-
tions of actual recovery rates. The correlation coefficient between recovery
rates and post-default debt prices was 95 percent in this subsample, suggest-
ing that the database proxies accurately for recovery rates. However, the
test of any model is to determine how it performs out-of-sample. Moody’s
KMV performs a test of the model as compared to lookup tables of LGD
(RR) historically used by bankers. Lookup tables specify the RR for each
type of debt, industry or collateral, using average historical RR for each
specification. Table 7.3 shows that the Moody’s KMV LossCalcTM models

TABLE 7.3 Walk-Forward Analysis: Instantaneous Model

LossCalcTM

v3.0
In-Sample

LossCalcTM

v3.0 Out-of-
Sample

Best
Lookup
Table

Out-of-Sample
Lookup Table

Correlation with
actual recovery

0.602 0.545 0.521 0.462

Average error –$0.13 $0.01 $1.70 $3.64

Walk-Forward Analysis: One-Year Model

LossCalcTM

v3.0
In-Sample

LossCalcTM

v3.0 Out-of-
Sample

Best

Lookup
Table

Out-of-Sample
Lookup Table

Correlation with
actual recovery

0.569 0.513 0.521 0.462

Average error $0.55 $0.85 $1.70 $3.64

Walk-Forward Analysis: Long-Run Model

LossCalcTM

v3.0
In-Sample

LossCalcTM

v3.0 Out-of-
Sample

Best
Lookup
Table

Out-of-Sample
Lookup Table

Correlation with
actual recovery

0.550 0.497 0.521 0.462

Average error $1.10 $2.75 $1.70 $3.64

Source: ª Moody’s Analytics, Inc. and/or its affiliates. Reprinted with permission.
All Rights Reserved.
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(focused on different time frames) each outperform the out-of-sample
lookup table estimates over the period from 1996 to 2008. However, the
long-run model underperforms the best lookup table, which is tabulated
using a regression analysis.6

KAMAKURA ’S APPROACH TO LGD EST IMAT I ON

Reduced form models (such as Kamakura’s Risk Manager) model default as
a sudden drop in debt value (a negative jump) at default. In contrast, struc-
tural models (such as Moody’s KMV) model default as a gradual reduction
(or negative diffusion) in a firm’s values until the default point is reached.
Guo et al. (2009) examine risky debt prices and find that the actual date of
default does not always correspond to the date that the market first prices
impending default. They define an economic default date, which more
accurately models recovery rates. This date is the first date that the market
prices the bond at the present value of its price on the official default date.
Out of 96 debt issues in their sample, 73 experience economic default prior
to actual default. Table 7.4 illustrates that the measure of the recovery
rate is significantly different if the economic default date is used rather than
the actual default date. Thus, Kamakura recommends modeling the recovery
process from the economic default date, rather than the actual default date.

SUMMARY

In this chapter, we consider the other half of the expected loss calculation,
the loss given default (LGD), or one minus the recovery rate (RR). Expected

TABLE 7.4 Comparison of the Recovery of Face Value Estimates for the Economic
and Recorded Default Dates

N ¼ 73 Economic Default Recorded Default

Mean 0.4879 0.5283

Median 0.45 0.5782

Standard deviation 0.3044 0.3151

First quartile 0.2 0.2225

Third quartile 0.76 0.8425

Source: X. Guo, R. A. Jarrow, H. Lin, ‘‘Distressed Debt Prices and Recovery Rate
Estimation,’’ January 26, 2009, Kamakura Research Paper, 17.
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losses (EL) are calculated by multiplying the probability of default (PD) by
LGD. LGD is usually measured using observed debt prices around the de-
fault date. However, another measure of LGD is to consider actual recover-
ies from defaulted debt workouts or from an options-theoretic model. In
this chapter, we have shown that LGD is sensitive to macroeconomic condi-
tions, industry factors, debt priority structure, and the treatment of the de-
fault date. Since this area has been less studied than the estimation of PD,
many open questions remain, such as the relationship between PD and
LGD and the best model specification of LGD forecasts.
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CHAPTER 8
The Credit Risk of Portfolios

and Correlations

INTRODUCT I ON

So far, we have considered default risk and credit risk exposure on a single-
borrower basis. Indeed, much of the banking theory literature views the per-
sonnel at banks and similar financial institutions (FIs) as credit specialists
who, through monitoring and the development of long-term relationships
with customers, gain a comparative advantage in lending to a specific bor-
rower or group of borrowers.1

However, investment principles dictate that diversification reduces risk.
For example, investing in a single stock will expose the investor to both
market (systematic) and company-specific (unsystematic) risk, but adding
other stocks into a portfolio will tend to diversify away the unsystematic
component of risk, thereby reducing the investor’s risk exposure. Because
of this fundamental principle of modern portfolio theory (MPT), required
returns do not include a premium for unsystematic risk.

The same principle arises when investing in debt instruments that are
exposed to credit risk. If one borrower’s risk of default is inversely related
to another borrower’s default probability, then combining loans to both
borrowers may reduce the investor’s (lender’s) overall credit risk exposure.
That is, if there is negative correlation across borrower default probabilit-
ies, then a portfolio of loans may have lower risk than an individual loan,
all else equal. In this chapter, we discuss the issue of portfolio diversification
in the general context of MPT and then examine the estimation of correla-
tions used in assessing a portfolio’s credit risk exposure.2
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MODERN PORTFOL I O THEORY (MPT ) :
AN OVERV I EW

Modern portfolio theory is used to derive optimal portfolios in a mean-vari-
ance framework. That is, investors attempt to maximize expected returns
(mean) and minimize risk (variance). The (mean) return and risk of a port-
folio of assets, under the assumption that returns on individual assets are
normally distributed (or that asset managers have a quadratic utility func-
tion), are given in equations (8.1), (8.2), and (8.3). The assumption that in-
dividual asset returns are normally distributed and/or that managers of a
financial intermediary exhibit a particular set of preferences (quadratic util-
ity) toward returns implies that only two moments of the distribution of
assets returns are necessary in order to analyze portfolio decisions: (1) the
mean return of a portfolio and (2) its variance (or the standard deviation of
the returns on that portfolio). Since MPT is forward-looking, the expected
return and risk measures are by definition unobservable. As a result, portfo-
lio returns and risks are usually estimated from historical time series of the
returns and risks on individual assets.

Given these assumptions, the mean return (�Rp) and the variance of re-
turns (s2

p) on a portfolio of n assets can be computed as:

�Rp ¼
Xn
i¼1

Xi
�Ri ð8:1Þ

s2
p ¼

Xn
i¼1

X2
i s

2
i þ

Xn
i¼1

Xn
j¼1
i6¼j

XiXjsij ð8:2Þ

or

s2
p ¼

Xn
i¼1

X2
i s

2
i þ

Xn
i¼1

Xn
i¼1
i 6¼j

XiXjrijsisj ð8:3Þ

where �Rp ¼ the mean return on the asset portfolio
�Ri ¼ the mean return on the ith asset in the portfolio
Xi¼ the proportion (weight) of the asset portfolio invested in the

ith asset with i ¼ 1, . . . , n
s2
i ¼ the variance of the returns on the ith asset

sij¼ the covariance of the returns between the ith and jth assets,
with j ¼ 1, 2, . . . , n

rij¼ the correlation between the returns on the ith and jth assets,
where �1 � rij � þ1
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From equation (8.1), it can be seen that the mean return on a portfolio
of assets (�Rp) is simply a weighted average (with weights Xi) of the mean
returns on the individual assets in that portfolio (�Ri). By comparison, the
variance of returns on a portfolio of assets (s2

p) is decomposable into two
terms. The first term reflects the weighted sum of the variances of returns
on the individual assets (s2

i ), and the second term reflects the weighted
sums of the covariances among the assets (sij). Because a covariance is un-
bounded, it is common in MPT-type models to substitute the correlation
among asset returns for the covariance term, using the statistical definition:

sij ¼ rijsisj ð8:4Þ

Because a correlation is constrained to lie between plus and minus one,
we can evaluate the effect of varying rij on asset portfolio risk. For example,
in the two-asset case, if rij is negative, the second term in equation (8.3) will
also be negative and will offset the first term, which will always be positive.3

By appropriately exploiting correlation relationships among assets, a portfo-
lio manager can significantly reduce risk and improve a portfolio’s risk-return
trade-off.4 Computationally, the efficient frontier, or the portfolio of assets
with the lowest risk for any given level of return, can be determine by solving
for the asset proportions (Xi) that minimize sp for each given level of returns
(�Rp). In Figure 8.1, both B and C are efficient asset portfolios in this sense.

The best of all the risky asset portfolios on the efficient frontier is the
one that exhibits the highest excess return over the risk-free rate (rf) relative
to the level of portfolio risk, or the highest risk-adjusted excess return:5

�Rp � rf
� �

=sp ð8:5Þ

This risk-return ratio is usually called the Sharpe ratio. Graphically, the
optimal risky asset portfolio is the one in which a line drawn from the re-
turn axis, with an origin at rf, is just tangential to the efficient frontier (this
is shown as portfolio D in Figure 8.1). Because the slope of this line reflects
the �Rp � rf

� �
=sp ratio for that portfolio, it is also the portfolio with the

highest Sharpe ratio.6

APPLY ING MPT TO NONTRADED BONDS
AND LOANS

MPT has been around for over 40 years and is now a portfolio management
tool commonly used by most mutual fund and pension fund managers. It
has also been applied with some success to publicly traded junk bonds
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when their returns have tended to be more equity-like than bond-like and
when historical returns are available (see Altman and Saunders [1997]).
With respect to most loans and bonds, however, there are problems with
non-normal returns, unobservable returns, and unobservable correlations.7

Non -Norma l Re t urns

Loans and bonds tend to have relatively fixed upside returns and long-tailed
downside risks. Thus, returns on these assets tend to exhibit a strong nega-
tive skew and, in some cases, kurtosis (fat-tailedness) as well. MPT is built
around a model in which only two moments—the mean and variance—are
required to describe the whole distribution of returns. To the extent that
the third (skewness) and fourth (kurtosis) moments of returns are important
in fully describing the distribution of asset returns, the use of simple, two-
moment MPT models becomes difficult to justify.8

Unobservab l e Re t urns and Corre l a t i ons

An additional problem in the application of portfolio theory to credit risk
measurement relates to the fact that most loans and corporate bonds are
nontraded or are traded over-the-counter at very uneven intervals with little

Expected
Return (Rp)

rf

A

B
D

C

Risk (σp)

FIGURE 8.1 The Optimum Risky Loan Portfolio
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historical price or volume data. This makes it difficult to compute mean re-
turns ð�RiÞ, the variance of returns s2

i

� �
, and the covariance (sij) or return

correlations (rij) using historical time series. It is to this issue that we now turn.

EST IMAT ING CORRE LAT I ONS ACROSS
NONTRADED ASSETS

Implementing the MPT was impractical when it was first introduced because
of the large data requirements associatedwith estimating all possible pair-wise
correlation coefficients in real time. For example, in 2008, Kamakura pro-
vided estimates of 4.85 million pairs of correlation coefficients covering all
possible pairs of 21,000 public firms across 30 countries. This database man-
agement problem was exacerbated for nontraded assets, such as loans, that
are of critical importance in credit risk assessment. In addition to the database
management problem associated with large numbers of pair-wise correla-
tions, the use of historical correlations is not reliable because of the instability
associated with changing debt positions and credit quality of borrowing firms.

Partly as a response to the information costs associated with the data
requirements of the MPT, the capital asset pricing model (CAPM) was in-
troduced by William Sharpe, John Lintner, and Jan Mossin.9 Together with
the work of Harry Markowitz and Merton Miller, Sharpe’s work on the
CAPM won the Nobel Prize in economics in 1990. Among other contribu-
tions, the CAPM transferred the correlation analysis from a data-intensive
pair-wise computation to a single regression analysis in which the correla-
tion can be computed from the regression coefficient on an overall market
risk index. That is, if all assets are correlated to the systematic market risk
factor, then the correlation coefficient can be expressed in terms of the
asset’s beta, which is obtained from the following regression analysis:

Ri ¼ rf þ biRM ð8:6Þ
where Ri is asset i’s expected return, rf is the risk-free rate, bi is the estimated
value of asset i’s beta coefficient that measures systematic risk exposure, and
RM is the return on a market index (such as the S&P 500). Since un-
systematic (company-specific) risk is diversifiable, the only risk that is
priced according to the CAPM is systematic market risk. Each asset’s mar-
ket beta can then be used to calculate the correlation coefficient of the re-
turn on the asset riM as follows:

riM ¼ bisM=si ð8:7Þ
Thus, for example, if asset A has a beta of 0.5 and asset B has a beta of

�0.5, and both assets have the same standard deviation of returns, then
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assets A and B are perfectly negatively correlated from the standpoint of
their systematic risk exposures. That is, when asset A has a positive return,
asset B is expected to have a negative return of equal absolute value. If asset
C has a beta of 0.5 and the same standard deviation of returns, then assets
A (B) and C are perfectly positively (negatively) correlated. Thus, rather
than calculating correlation coefficients for every possible pair of assets,
the CAPM permits the computation of correlations using a single beta for
each asset.

The commercial credit risk estimation products (e.g., Moody’s KMV
and the Kamakura Risk Manager) calculate correlation coefficients using a
process based on an asset pricing model, as expressed in simple form in
equation (8.7).10 Of course, rather than using only a single market
index (such as the S&P 500), the methodologies used by the commercial
products incorporate more complex asset pricing models. For example,
Chen et al. (2008) outline a reduced form model that estimates a two-factor
model for interest rate risk and a one-factor model for default risk. They
then use the estimated functional forms to solve for the correlation across
the factors.11 As an illustration of how commercial models utilize this meth-
odology, we now describe the portfolio models of Moody’s KMV and
Kamakura.12

MOODY ’S KMV ’S PORTFOL I O MANAGER

KMV’s Portfolio Manager can be viewed as a full-fledged MPT optimization
approach because all three key variables—returns, risks, and correlations—
are calculated. However, it can also be used to analyze risk effects alone, as
will be discussed below. This section explains how the three key variables
that enter into any MPT model can be calculated.

Re t urns

In the absence of historical returns on traded loans, the (expected) excess
return over the risk-free rate on the ith loan (Ri�rf) over any given horizon
can be set equal to:

Ri � rf ¼ Spreadi þ Feesi½ � � Expected lossi½ � � rf ð8:8Þ

or

Ri � rf ¼ Spreadi þ Feesi½ � � EDFi � LGDi½ � � rf (8.8
0
)
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The first component of returns is the spread of the loan rate over a
benchmark rate such as the London Inter-Bank Offered Rate (LIBOR), plus
any fees directly earned from the loan and expected over a given period
(say, a year). Expected losses on the loan are then deducted because they
can be viewed as part of the normal cost of doing banking business. In the
context of a KMV-type model, where the expected default frequency (EDF)
is calculated from stock returns (as in the Credit Monitor model), then, for
any given borrower, expected losses will equal EDFi times LGDi, where
LGDi is the loss given default for the ith borrower (usually estimated from
the bank’s internal database). KMV deducts the risk-free rate, rf, to present
loan returns in an ‘‘excess return’’ format. Of course, if the bank desires,
it can calculate the portfolio model using gross returns instead (i.e., not
deducting rf).

13

L oan R i sks

Again assume that the loan matures on or before the chosen credit risk hori-
zon date. In the absence of return data on loans, a loan’s risk (si) can be
approximated by the unexpected loss rate on the loan (ULi)—essentially, the vari-
ability of the loss rate around its expected loss value (EDFi � LGDi). There are a
number of ways in which ULi might be calculated, depending on the assumptions
made about the maturity of the loan relative to the credit horizon, the variability of
LGD, and the correlation of loan LGDs with EDFs. For example, in the simplest
form, when a loan matures before the horizon, a default-only model (DM) can be
employed where the borrower either defaults or doesn't default (i.e., there are no
credit migrations as in a mark-to-market (MTM) model—see the discussion in
Chapter 9), so that defaults are binomially distributed with a fixed LGD across all
borrowers. Under these conditions, ULi can be estimated as:

si ¼ ULi ¼ LGD�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EDFið Þ 1� EDFið Þ

p
ð8:9Þ

where
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EDFið Þ 1� EDFið Þp

reflects the variability of a default rate frequency
that is binomially distributed.14

A slightly more sophisticated DM version would allow LGD to be
variable, but factors affecting EDFs are assumed to be different from
those affecting LGDs, and LGDs are assumed to be independent across bor-
rowers.15 In this case (see Kealhofer [1995]):

si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EDFi 1� EDFið ÞLGD

2

i þ EDFiVOL2
i

q
ð8:10Þ
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where LGDi is the expected value of borrower i’s LGD, and VOLi is the
standard deviation (volatility) of borrower i’s LGD.

Equation (8.10) can be generalized to solve for si under a full mark-to-
market (MTM) model with credit upgrades and downgrades as well as de-
fault. That is, for the case where the maturity of the loan exceeds the loan’s
credit horizon, the loan’s risk is measured as:

si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EDFi 1� EDFið ÞLGD

2

i þ EDFi VVOLið Þ2 þ 1� EDFið ÞVVOL2
i

q
(8.10

0
)

where VVOLi (or valuation volatility) is the standard deviation of borrower
i’s MTM loan value in the nondefault state.

VVOLi can be viewed as the standard deviation of asset values and can
be calculated using the methodology outlined in Chapter 4. However, in
Chapter 4 we focused on the area under the valuation distribution that fell
below the default point (i.e., the region in which the value of assets fell be-
low the debt repayment). Here we examine only the distribution of asset
values above the default point in order to estimate the VVOL.16

Another difference between Moody’s KMV’s Portfolio Manager (PM)
and the discussion of Moody’s KMV in Chapter 4 is that PM does not as-
sume normally distributed asset portfolios. Both an analytical approxima-
tion and the Monte Carlo method are used in the MTM version of PM
so as to allow for the possibility of fat tails in the distribution of portfolio
returns. The analytical approximation adjusts tail probabilities based
on returns, the weighted average of individual loan ULs, and minimum
and maximum possible portfolio values. The analytical approximation is
most accurate for the 10 basis point level of tail risk (i.e., the worst one-
thousandth of all possible outcomes). Monte Carlo simulation draws
states of the world to estimate whether each borrower in the portfolio de-
faults and, if so, what the LGD would be, conditional on the random draw
of overall business factors.17 This process is repeated 50,000 to 200,000
times to determine a frequency distribution that approximates the distribu-
tion of the portfolio’s value.18

Corre l a t i o ns

One important intuition from the structural form approach is that default
correlations are generally likely to be low. To see why, consider the context
of the two-state DM version of a KMV-type model. A default correlation
would reflect the joint probability of two firms, G and F—say, for example,
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General Electric and Ford—having their asset values fall below their debt
values over the same horizon (say one year). In the context of Figure 8.2,
the General Electric asset value would have to fall below its debt value (BG

in the figure), and the Ford asset value would have to fall below its debt
value (BF). The joint area of default is shaded, and the joint probability dis-
tribution of asset values is represented by the concentric circles. The circles
are similar to those used in geography maps to describe the topographical
characteristics (e.g., height) of hills. The inner circle is the top of the hill
(high probability), and the outer circles are the bottom of the hill (low prob-
ability). The joint probability that asset values will fall in the shaded region
is low (as shown) and will depend, in part, on the asset correlations between
the two borrowers.19 The two graphs below and to the left of the graph of
the concentric circles represent the payoff on each firm’s debt as a function
of the market value of the firm’s assets. Applying equation (8.4) to the
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simple binomial DM model for Ford (F) and General Electric (G) yields:

rGF ¼ sGF

sF � sG
(8.4

0
)

or

rGF ¼ JDFGF � EDFG � EDFFð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EDFGð Þ 1� EDFGð Þp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EDFFð Þ 1� EDFFð Þp ð8:11Þ

The numerator of equation (8.11) is the covariance (sGF) between the
asset values of the two firms, G and F. It reflects the difference between the
cases where the two asset values are jointly distributed (JDFGF) and where
they are independent (EDFG � EDFF).

20 The denominator reflects the stan-
dard deviation (s) of default rates under the binomial distribution for each
firm.

Although correlations may generally be low, Figure 8.2 can be used to
understand the dynamics of how correlations may increase over time. For
example, KMV correlations among U.S. firms have recently been rising. To
see why, note that the leverage ratios of U.S. corporations have more than
doubled over the past decade (i.e., in the context of Figure 8.2, BF and BG

have both shifted up along their respective axes) and thus the cross-hatched
area of joint default has expanded.21

Rather than seeking to directly estimate correlations using equation
(8.11), Moody’s KMV uses a multifactor stock-return model from which
correlations are derived. The model reflects the correlation among the sys-
tematic risk factors affecting each firm and their appropriate weights. Moo-
dy’s KMV’s multifactor approach to calculating correlations is somewhat
similar to the CreditMetrics stock-return factor approach to correlation cal-
culation discussed more fully later in this chapter, except that KMV uses
asset correlations rather than equity correlations.22 Moody’s KMV typically
finds that correlations lie in the range .002 to .15. Gupton (1997) employs
Moody’s data over 1970–1995 to obtain implied default correlations be-
tween .0013 to .033 using CreditMetrics.23 The low correlations obtained
using all of these models are consistent with evidence showing a significant
reduction in credit risk for diversified debt portfolios. Moody’s KMV shows
that 54 percent of the risk can be diversified away by simply choosing a
portfolio composed of the debt issued by five different BBB-rated firms.24

Barnhill and Maxwell (2001) show that diversification can reduce a bond
portfolio’s standard deviation from $23,433 to $8,102 ($9,518) if the port-
folio consists of 100 bonds from 24 industry sectors (a single sector). Carey
(1998) also finds significant diversification benefits across size, obligor
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concentration, and rating classification for a portfolio consisting of private
placements.25 However, some correlations can be quite high. In November
2008, Kamakura reported a 70 percent default correlation between
Citigroup and Ford, as well as an 88 percent correlation coefficient between
Ford and GM.

Calculating Correlations Using Moody’s KMV’s Portfolio Manager To estimate
correlations, Moody’s KMV’s Portfolio Manager decomposes asset returns
into systematic and unsystematic risk using a three-level structural model.
Asset returns are extracted from equity returns using the Moody’s KMV
Credit Manager approach outlined in Chapter 4 for imputing firm asset val-
ues. Using a time series of such asset values, asset returns can be calculated.
Once asset returns are estimated, the first-level decomposition into risk fac-
tors is a single index model that regresses asset returns on a composite mar-
ket factor that is constructed individually for each firm. The composite
market factor used in the first-level analysis comprises a weighted sum of
country and industry factors. These factors are estimated at the second level
of analysis and may be correlated with each other.26

The second level separates out the systematic component of industry
and country risk, each of which is further decomposed into three sets of
independent factors at the third level. These third-level factors are: (1) two
global economic factors—a market-weighted index of returns for all firms
and the return index weighted by the log of market values; (2) five regional
factors—Europe, North America, Japan, Southeast Asia, and Australia/
New Zealand; (3) seven sector factors—interest sensitive (banks, real estate,
and utilities), extraction (oil and gas, mining), consumer nondurables, con-
sumer durables, technology, medical services, and other (materials process-
ing, chemicals, paper, steel production).27

For any firm i, the multifactor model can be written as:

ð8:12Þ

where bkG, bkR, bkS¼ firm k’s beta coefficients on global, regional, and
sector factors (from the third regression level)

RG¼ the return on the two independent global economic
factors

RR¼ the return on the five independent regional eco-
nomic factors
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RS¼ the return on the seven independent industrial sec-
tor effects

bkI, bkC¼ firm k’s beta coefficients on the country- and
industry-specific systematic risk components (from
the second level)

eI¼ the industry-specific effect for industry I
eC¼ the country-specific effect for country C
ek¼ firm k’s company-specific risk (from the first level)

We can express the asset variance for firm k as follows:

s2
k¼

X
G¼1;2

b2kGs
2
Gþ

X
R¼1;...;5

b2kRs
2
R þ

X
S¼1;...;7

b2kSs
2
S þ

X
I

b2kIs
2
I þ

X
C

b2kCsCþe2k

ð8:13Þ

Equation (8.13) can be used to calculate correlations between firms j
and k as follows:

sjk ¼
X
G¼1;2

bjGbkGs
2
G þ

X
R¼1;...;5

bjRbkRs
2
R þ

X
S¼1;...;7

bjSbkSs
2
S

þ
X
I

bjIbkIs
2
I þ

X
C

bjCbkCs
2
C

ð8:14Þ

Thus, the correlation coefficient between firms j and k is:

rjk ¼ sjk=sjsk

After they are calculated, the three inputs (returns, risks, and correla-
tions) can be employed in a number of directions. One potential use would
be to calculate a risk/return efficient frontier for the loan portfolio, as
shown in Figure 8.1. Reportedly, one large Canadian bank manages its U.S.
loan portfolio using a Moody’s KMV-type model.28

A second use would be to measure the risk contribution of expanding
lending to any given borrower. As discussed earlier in this chapter, the risk
(in a portfolio sense) of any one loan will depend not only on the risk of the
individual loan on a stand-alone basis, but also on its correlation with the
risks of other loans. For example, a loan, when viewed individually, might
be thought to be risky, but because its returns are negatively correlated with
other loans, it may be quite valuable in a portfolio context in lowering port-
folio risk. The measurement of the marginal contribution to the risk of a
portfolio of any particular loan is called loan transfer pricing.
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The effects of making additional loans to a particular borrower also de-
pend crucially on assumptions made about the balance sheet constraint. For
example, if investable or loanable funds are viewed as fixed, then expanding
the proportion of assets lent to any borrower i (i.e., increasing the asset i’s
portfolio weight, Xi) means reducing the proportion invested in all other
loans (assets). However, if the funds constraint is viewed as being nonbind-
ing, then the amount lent to borrower i can be expanded without affecting
the amount lent to other borrowers. In the KMV-type marginal risk contri-
bution calculation, the funding constraint is assumed to be binding if:

Xi þXj þ � � � þXn ¼ 1

By comparison, under CreditMetrics (see Chapter 9), marginal risk
contributions are calculated assuming no such funding constraint; for
example, a bank can make a loan to a twentieth borrower without reducing
the loans outstanding to the 19 other borrowers.

Assuming a binding funding constraint, the marginal risk contribution
for the ith loan (MRCi) can be calculated as:29

MRCi ¼ Xi
dULp

dXi
ð8:15Þ

where ULp is the risk (standard deviation) of the total loan portfolio and Xi

is the proportion of the loan portfolio lent to the ith borrower:30

ULp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

X2
i UL

2
i þ

XN
i¼1

XN
j¼1
i6¼j

XiXjULiULjrij

vuuuut ð8:16Þ

and

XN
i¼1

Xi ¼ 1

The marginal risk contribution can be viewed as a measure of the eco-
nomic capital needed by the bank in order to make a new loan to the ith
borrower because it reflects the sensitivity of portfolio risk (specifically,
portfolio standard deviation) to a small percentage change in the weight of
the asset (dXi). Note that the sum of MRCs is equal to ULp; consequently,
the required capital for each loan is just its MRC scaled by the capital multi-
ple (the ratio of capital to ULp).

31
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KAMAKURA AND OTHER REDUCED FORM MODELS

It is also important to discuss default correlations derived from intensity-
based models, such as the Kamakura Risk Manager (see Chapter 5). In these
models, default correlations reflect the effect of events inducing simulta-
neous jumps in the default intensities of obligors. The causes of defaults
themselves are not modeled explicitly; instead, the focus is on modeling var-
ious approaches to default-arrival intensity based on correlated times to de-
fault. This allows the model to answer questions such as what was the worst
week, month, year, and so on, out of the pastN years, in terms of loan port-
folio risk? That worst period will be when correlated default intensities
were the highest (defaults arrived at the same time). With joint credit events,
some of the default intensity of each obligor is tied to such a marketwide
event with some probability. For example, the intensity-based model of
Duffie and Singleton (1998) allows for default intensities to be correlated
through changes in default intensities themselves as well as joint credit
events. In the Duffie and Singleton model, obligors have default intensities
that mean-revert with correlated Poisson arrivals of randomly sized jumps.
They then formulate individual obligor default intensity times as multi-
variate exponentials, which allows them to develop a model for simulating
correlated defaults.

Duffie and Singleton (1998) consider a hazard function in which each
asset’s conditional default probability is a function of four parameters: l,
u, k, and J.32 That is, the intensity h of a loan’s default process has indepen-
dently distributed jumps in default probability that arrive at some constant
intensity l; otherwise, if no default event occurs, h returns at mean-
reversion rate k to a constant default intensity u. The jumps in intensity
follow an exponential distribution with mean size of jump equal to J. There-
fore, the form of the individual firm’s probability of survival (conditional
upon survival to date t) from time t to time s is:

pðt; sÞ ¼ eaðs�tÞþbðs�tÞhðtÞ

where b(t)¼�(1 � e�kt)/k
a(t)¼�u[t þ b(t)] � [l/(J þ k)][Jt � ln(1 � b(t)J)]

As a numerical illustration, suppose that l ¼ .001, k ¼ .5, u ¼ .001,
J ¼ 5, and h(0) ¼ .001.33 Then the arrival of a jump in default risk reduces
the expected remaining life of the loan to less than three months. Thus, as a
stand-alone asset, this loan is very risky. However, we must consider the
credit risk of the loan in a portfolio, allowing for imperfectly correlated de-
fault arrival times. That is, the timing of sudden jumps of default arrival
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intensities may be imperfectly correlated across loans. For simplicity, as-
sume that other parameters (i.e., the sizes of the jumps in default intensities)
are equal and independent across loans and across time, thereby fixing the
parameter values u, k, and J.

Correlations across loan default probabilities occur because common
factors affect the timing of jumps in default probabilities across assets
(loans). Specifically, the intensity jump time, l, can be separated into a com-
mon factor with intensity Vc and an idiosyncratic factor, V. Thus,

l ¼ vVc þ V ð8:17Þ

where v is the sensitivity of the timing of jumps in default intensities to com-
mon factors.34

These common factors, Vc, can be viewed as macroeconomic factors,
similar to those used in the multifactor models discussed earlier in this chap-
ter. The correlation coefficient between the times to the next credit event for
any pair of loans can be expressed as a simple function of v, Vc, and V. Pan
and Singleton (2008) use sovereign credit default swap (CDS) spreads for
Mexico, South Korea, and Turkey in order to estimate a similar jump pro-
cess, assuming a single factor model. Although their model performs well at
the longer maturities, they find pricing errors at the short-maturity, one-
year contract, consistent with the existence of a liquidity premium in bond
yields (see Chapters 5 and 7). Consistent with this view expressed by market
practitioners, Pan and Singleton (2008) find larger bid-ask spreads for the
one-year contract.

To illustrate this using a numerical example, Figure 8.3 shows a portion
of a typical sample path for the total arrival intensity h of defaults for the
following parameter values: l ¼ .002, u ¼ .001, k ¼ .5, J ¼ 5, v ¼ .02, and
Vc ¼ .05. Using equation (8.17), we can compute

V ¼ :002� ð:02Þð:05Þ ¼ :001

We can also compute the probability that loan i’s default intensity jumps at
time t, given that loan j’s intensity has experienced a jump, as:

vVc=ðVc þ VÞ ¼ ð:02Þð:05Þ=ð:05þ :001Þ ¼ 2 percent

Figure 8.3 shows a marketwide credit event occurring just prior to year
2.8 on the calendar time axis. This event instigates jumps in default inten-
sity for several firms. These defaults are represented by the small x’s along
the bottom of the figure. Correlations across default intensities cause a rapid
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increase in default risk in the period immediately surrounding the market-
wide credit event. However, the mean reversion built into the intensity pro-
cess (k is assumed to equal .5) causes the total arrival intensity for defaults
to drop back almost to pre-event levels within one year.

Taking the scenario illustrated in Figure 8.3 as the base case, Duffie and
Singleton (1998) also examine alternative correlation values: zero correla-
tion (v ¼ Vc ¼ 0) and high correlations (v ¼ .02 and Vc ¼ .1). Figure 8.4
plots the probabilities of experiencing four or more defaults in any time
window (of m days) for the three different assumptions about correlations:
zero (low) correlation, medium correlation (the base case), and high corre-
lation. Figure 8.4 shows the substantial impact that correlation has on the
portfolio’s credit risk exposure. This implies that the correlations in default
risk shocks (i.e., the correlated jumps in default intensities) may make it
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difficult for banks to recapitalize within one year of experiencing defaults
on the loans in their portfolios (see Carey [2001b]).

SUMMARY

Modern portfolio theory (MPT) provides an extremely useful framework
for a loan portfolio manager considering risk/return trade-offs. The lower
the correlation among loans in a portfolio, the greater the potential for a
manager to reduce a bank’s risk exposure through diversification. Further-
more, to the extent that a VAR-based capital requirement reflects the con-
centration risk and default correlations of the loan portfolio, such a
portfolio may have lower credit risk than when loan exposures are consid-
ered independently additive.
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In this chapter, we describe the methodologies used to measure default
correlations in commercial models such as Moody’s KMV and Kamakura’s
reduced form model. These models are derived from the academic literature
that implemented the MPT using the capital asset pricing model (CAPM).
Application of the CAPM to credit risk measurement has been expanded
to incorporate multifactor asset pricing models to estimate the sensitivity
of default risk to underlying macroeconomic and other risk factors. The
default correlations for any pair of assets then can be computed using the
factor loadings (the beta estimates) for each asset.

The Credit Risk of Portfolios and Correlations 165



E1C08 03/19/2010 Page 166



E1C09 03/19/2010 Page 167

PART

Four
Putting the

Parameters Together



E1C09 03/19/2010 Page 168



E1C09 03/19/2010 Page 169

CHAPTER 9
The VAR Approach:

CreditMetrics and Other Models

INTRODUCT I ON

In the previous two parts of this book, we provided objective empirical
models that can be used to estimate the critical parameters of credit risk
assessment: PD and LGD, and their correlations. Now, we can put them all
together in an integrated model that incorporates these parameters in order
to assess credit risk.

Since 1993, when the Bank for International Settlements (BIS) an-
nounced its intention to introduce a capital requirement for market risk,
great strides have been made in developing and testing value at risk (VAR)
methodologies. The incentive to develop internal VAR models was given a
further boost in 1996, when the BIS amended its market risk proposal and
agreed to allow certain banks to use their own internal models, rather than
the standardized model proposed by regulators, to calculate their market
risk exposures. Since the end of 1996 in the European Union and 1998 in
the United States, the largest banks (subject to regulatory approval) have
been able to use their internal models to calculate VAR exposures for their
trading book and, thus, capital requirements for market risk.1

In this chapter, we first review the basic VAR concept and then look at
its potential extension to nontradable loans and its use in calculating the
capital requirement for loans on the bank’s books. Considerable attention
will be paid to CreditMetrics, originally developed by J.P.Morgan in conjunc-
tion with several other sponsors (including Moody’s KMV). CreditMetrics
provides a useful benchmark for analyzing the issues and problems of VAR
modeling for loans.
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THE CONCEPT OF VALUE AT R I SK

Essentially, value at risk (VAR) models seek to measure the minimum loss
in value of a given asset or liability over a given time period at a given confi-
dence level (e.g., 95 percent, 97.5 percent, 99 percent, and so on.).

A simple example of a tradable instrument such as an equity share
will suffice to describe the basic concept of VAR (see Figure 9.1). Suppose
the market price (P) of a share today is $80, and the estimated daily
standard deviation of its value (s) is $10. Because the trading book is man-
aged over a relatively short horizon, a trader or risk manager may ask: ‘‘If
tomorrow is a ‘bad day,’ what is my VAR (size of loss in value) at some
confidence level?’’

Assume that the trader is concerned with the value loss on a bad day that
occurs, on average, once in every 100 days, and that daily asset values (re-
turns) are normally distributed around the current share price of $80. Statis-
tically speaking, the one bad day has a 1 percent probability of occurring
tomorrow. The area under the normal distribution carries information about
probabilities. We know that roughly 68 percent of return observations must
lie between þ1 and –1 standard deviation from the mean, 95 percent of
observations lie between þ2 and –2 standard deviations from the mean, and
98 percent of observations lie between þ2.33 and –2.33 standard deviations
from the mean. With respect to the last, and in terms of dollars, there is a
1 percent chance that the value of the share will increase to $80 þ 2.33s (or

Time1 Day
(Tomorrow)

P = $80

P = $56.70

2.33σ
= $23.3

0
(Today)

FIGURE 9.1 The VAR of Traded Equity
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above) tomorrow, and a 1 percent chance it will fall to a value of $80 –
2.33s (or below). Because s is assumed to be $10, this implies that there is a
1 percent chance that the value of the share will fall to $80� 23.30¼ $56.70
or below. Alternatively, there is a 99 percent probability that the equity
holder will lose less than $23.30 in value; that is, $23.30 can be viewed as
the VAR on the equity share at the 99 percent confidence level. Note that, by
implication, there is a 1 percent chance of losing $23.30 or more tomorrow.
Because asset values are assumed to be normally distributed, the one bad
day in every 100 can lead to the loss being placed anywhere in the shaded
region below $56.70 in Figure 9.1. (In reality, losses on nonleveraged finan-
cial instruments are truncated at 100 percent of value, and the normal curve
is at best an approximation to the log-normal distribution.)

Thus, the key inputs in calculating the VAR of a marketable instrument
are its current market value (P) and the volatility or standard deviation of
that market value (s). Given an assumed risk horizon and a required confi-
dence level (e.g., 99 percent), the VAR can be directly calculated.

Application of this methodology to nontradable loans has some imme-
diate problems. First, P, or the current market value of a loan, is not directly
observable because most loans are not traded. Second, because P is not ob-
servable, we have no time series to calculate s, the volatility of P. At best,
the assumption of a normal distribution for returns on some tradable assets
is a rough approximation, and the approximation becomes even less precise
when applied to the possible distribution of values for loans. Specifically, as
discussed in Chapter 4 in the context of the options pricing approach, loans
have both severely truncated upside returns and long downside risks. As a
result, even if we can and do measure P and s, we still need to take into
account the asymmetry of returns on making a loan.

Cred i tMe tr i c s

CreditMetrics was first introduced in 1997 by J.P. Morgan and its co-sponsors
(Bank of America, KMV, Union Bank of Switzerland, and others) as a value
at risk (VAR) framework to apply to the valuation and risk of nontradable
assets such as loans and privately placed bonds.2 RiskMetrics seeks to an-
swer the question: ‘‘If tomorrow is a bad day, how much will I lose on trad-
able assets such as stocks, bonds, and equities?’’. CreditMetrics asks: ‘‘If
next year is a bad year, how much will I lose on my loans and loan
portfolio?’’3

As noted previously, because loans are not publicly traded, we observe
neither P (the loan’s market value) nor s (the volatility of the loan value
over the horizon of interest). However, using (1) available data on a bor-
rower’s credit rating, (2) the probability that the rating will change over the
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next year (the rating transition matrix), (3) recovery rates on defaulted
loans, and (4) credit spreads and yields in the bond (or loan) market, it is
possible to calculate a hypothetical P and s for any nontraded loan or
bond, and thus a VAR number for individual loans and the loan portfolio.4

We first examine a simple example of calculating the VAR on a loan,
and subsequently discuss technical issues surrounding this calculation.
Consider as an example a five-year fixed-rate loan of $100 million made at
6 percent annual interest.5 The borrower is rated BBB.

Ra t i n g M i gra t i o n

Based on historical data on publicly traded bonds (or loans) collected by
Standard and Poor’s (S&P), Moody’s, KMV, or other bond or loan ana-
lysts, the probability that a BBB borrower will stay at BBB over the next
year is estimated at 86.93 percent.6 There is also some probability that the
borrower will be upgraded (e.g., to A) or will be downgraded (e.g., to CCC
or even to default, D). Indeed, eight transitions are possible for the bor-
rower during the next year. Seven involve upgrades, downgrades, or no rat-
ing change, and one involves default.7 The estimated probabilities of these
transitions are shown in Table 9.1.8

Va l ua t i on

The effect of rating upgrades and downgrades is to impact the required
credit risk spreads or premiums on the loan’s remaining cash flows and thus
the implied market (or present) value of the loan. If a loan is downgraded,
the required credit spread should increase (remember that the contractual

TABLE 9.1 One-Year Transition Probabilities for BBB-Rated Borrower

AAA 0.02%

AA 0.33

A 5.95

BBB 86.93 <————Most likely to stay in the same class

BB 5.30

B 1.17

CCC 0.12

Default 0.18

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—
Technical Document,’’ J.P. Morgan, April 2, 1997, page 11.
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loan rate in our example is assumed fixed at 6 percent) so that the present
value of the loan to the financial institution (FI) should fall. A credit rating
upgrade has the opposite effect. Technically, because we are revaluing the
five-year, $100 million, 6 percent loan at the end of the first year (the credit
horizon), after a credit event has occurred during that year, then (measured
in $ millions):9

P ¼ 6þ 6

ð1þ1r1 þ s1Þ þ
6

ð1þ1r2 þ s2Þ2
þ 6

ð1þ1r3 þ s3Þ3
þ 106

ð1þ1r4 þ s4Þ4
ð9:1Þ

where ri are the risk-free rates (so called forward zero rates) on zero-coupon U.
S. Treasury bonds expected to exist one year into the future.10 The one-year
forward zero rates are calculated from the current Treasury yield curve (see
Appendix 9.1). Furthermore, si is the annual credit spread on (zero-coupon)
loans of a particular rating class for one-year, two-year, three-year, and
four-year maturities (the latter are derived from observed spreads in the cor-
porate bond market over Treasuries).11 In this example, the first year’s cou-
pon or interest payment of $6 million (to be received on the valuation date
at the end of the first year) is undiscounted and can be regarded as equiva-
lent to accrued interest earned on the bond or the loan.

In CreditMetrics, interest rates are assumed to be deterministic.12

Thus, the risk-free rates, ri, are obtained by decomposing the current spot
yield curve to obtain the one-year forward zero curve, following the pro-
cedure outlined in Appendix 9.1 in which fixed credit spreads are added
to the forward zero-coupon Treasury yield curve. An example is shown in
Table 9.2. The risk-free zero-coupon yield curve is first derived using U.S.
Treasury securities in order to obtain the pure discount equivalent of
the risk-free rates. Then the zero-coupon yield curve is used to derive the
forward risk-free rates for U.S. Treasury securities of varying maturities
expected to prevail one year into the future: r1, r2, . . . rT (Note that
T ¼ 4 in the example shown in equation 9.1). Finally, a fixed credit
spread, si, for each maturity i is added to the one-year forward risk-free
discount rate (see, for example, Table 9.11 in Appendix 9.1). We obtain
one forward yield curve for each of the seven ratings, as shown in Table
9.2. Each coupon and principal payment on the risky loan is discounted at
the rate chosen from Table 9.2 that matches the coupon’s maturity and the
loan’s rating.

Suppose that, during the first year, the borrower is upgraded from BBB
to A. That is, a favorable credit event occurs during the first year of the
loan’s life (see Figure 9.2). The present value, or market value, of the loan
to the financial institution (FI) at the end of the one-year risk horizon (in
millions) including the first year’s $6 million of accrued interest is then:13
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FIGURE 9.2 Cash Flows on the Five-Year BBB Loan—Credit Events Are Upgrades,
Downgrades, or Defaults

TABLE 9.2 One-Year Forward Zero Curves Plus Credit Spreads by
Credit Rating Category (Percent)

Category Year 1 Year 2 Year 3 Year 4

AAA 3.60 4.17 4.73 5.12

AA 3.65 4.22 4.78 5.17

A 3.72 4.32 4.93 5.32

BBB 4.10 4.67 5.25 5.63

BB 5.55 6.02 6.78 7.27

B 6.05 7.02 8.03 8.52

CCC 15.05 15.02 14.03 13.52

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, Risk-
Metrics—Technical Document,’’ J.P. Morgan, April 2, 1997, page 27.

P ¼ 6þ 6

1:0372ð Þ þ
6

1:0432ð Þ2 þ
6

1:0493ð Þ3 þ
106

1:0532ð Þ4 ¼ $108:66 ð9:2Þ

At the end of the first year, if the borrower is upgraded from BBB to A, the
$100 million (book value) loan has a market value of $108.66 million. This
is the value the FI would theoretically be able to obtain at the year 1 horizon
if it sold the loan in the loan sales market to another FI at the fair market
price or value, inclusive of the first year’s coupon payment of $6 million.14

Table 9.3 shows the value of the loan if other credit events occur. Note that
the loan has a maximummarket value of $109.37 million (if the borrower is
upgraded from BBB to AAA) and a minimum value of $51.13 million if the
borrower defaults. The latter is the estimated recovery value of the loan (or
one minus the loss given default, LGD if the borrower defaults).15

The actual probability distribution of loan values is shown in Figure
9.3. The value of the loan has a relatively fixed upside and a long downside
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TABLE 9.3 Value of the Loan at the End of Year 1 for
Different Ratings (Including First-Year Coupon)

Year-End Rating Value (Millions)

AAA $109.37

AA 109.19

A 108.66

BBB 107.55

BB 102.02

B 98.10

CCC 83.64

Default 51.13

Source: Gupton et al., ‘‘CreditMetrics—Technical Document,
RiskMetrics—Technical Document,’’ J.P. Morgan, April 2,
1997, page 10.

51.13

1%

86.93

92.29 107.55

Value of Loan If Remaining
BBB Rated throughout Its
Remaining Life

107.09
= Mean

Expected
Loss

Unexpected
Loss

Probability
%

ReservesEconomic
Capital

$0.46$14.80

109.37

FIGURE 9.3 Actual Distribution of Loan Values on Five-Year BBB Loan at the End
of Year 1 (Including First-Year Coupon Payment)
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(i.e., a negative skew). The value of the loan therefore is not symmetrically
(or normally) distributed. In order to take this into account, CreditMetrics
produces two VAR measures:

1. A VAR measure based on the normal distribution of loan values.
2. A VAR measure based on the actual distribution of loan values.

Ca l cu l a t i o n o f VAR

Table 9.4 shows the calculation of the VAR, based on each approach, for
both the 5 percent and 1 percent worst-case scenarios around the mean
loan value. The first step in determining VAR is to calculate the mean
of the loan’s value, or its expected value, at year 1. This is the sum of
each possible loan value, at the end of year 1, multiplied by its transition
probability over the year. The mean value of the loan is $107.09 (see also
Figure 9.3). However, the FI is concerned about unexpected losses or
volatility in value. In particular, if next year is a bad year, how much can
it expect to lose with a certain probability? We could define a bad year as
occurring once every 20 years (the 5 percent VAR) or once every 100 years
(the 1 percent VAR). This definition is similar to market risk VAR except
that for credit risk the risk horizon is longer relative to equity—one year
rather than one day.

Assuming that loan values are normally distributed, the variance (s2) of
loan value (in millions) around its mean is $8.9477, and its standard devia-
tion s, or volatility, is the square root of the variance, equal to $2.99. Thus,
the 5 percent VAR for the loan is 1.65 � $2.99 ¼ $4.93 million. The 1 per-
cent VAR is 2.33 � $2.99 ¼ $6.97 million. However, this likely underesti-
mates the actual or true VAR of the loan because, as shown in Figure 9.3,
the distribution of the loan’s value is clearly non-normal. In particular, it
demonstrates a negative skew or a long-tailed downside risk.

Using the actual distribution of loan values and probabilities in Table 9.4,
we can see that there is a 6.77 percent probability that the loan value
will fall below $102.02, implying an approximate 5 percent actual VAR
of $5.07 million ($107.09 – $102.02 ¼ $5.07 million), and there is a
1.47 percent probability that the loan value will fall below $98.10, implying
an approximate 1 percent actual VAR of $8.99 million ($107.09 – $98.10
¼ $8.99). These actual VARs could be made more precise by using
linear interpolation to get at the 5 percent and 1 percent VAR measures.
For example, because the 1.47 percentile equals $98.10 and the 0.3 percent-
ile equals $83.64, using linear interpolation, the 1.00 percentile equals
approximately $92.29. This suggests an actual 1 percent VAR of $107.09 –
$92.29 ¼ $14.80.16
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CAP I TA L REQU I R EMENTS

It is interesting to compare these VAR numbers with international bank
capital requirements under the Basel Accords (see Chapter 13). For a $100
million face (book) value BBB loan to a private-sector borrower, the capital
requirement under both Basel I and the Standardized Approach of Basel II
(100 percent risk bucket) would be $8 million. Note the contrast with the

TABLE 9.4 VAR Calculations for the BBB Loan (Benchmark Is Mean Value of
Loan)

Year-

End

Rating

Probability

of State

(%)

New Loan

Value Plus

Coupon

(millions)

Probability

Weighted

Value (S)

Difference of

Value from

Mean ($)

Probability

Weighted

Difference

Squared

AAA 0.02 $109.37 0.02 2.30 0.0010

AA 0.33 109.19 0.36 2.10 0.0146

A 5.95 108.66 6.47 1.57 0.1474

BBB 86.93 107.55 93.49 0.46 0.1853

BB 5.30 102.02 5.41 (5.06) 1.3592

B 1.17 98.10 1.15 (8.99) 0.9446

CCC 0.12 83.64 1.10 (23.45) 0.6598

Default 0.18 51.13 0.09 (55.96) 5.6358

$107.09¼
Mean Value

$8.9477¼
Variance
of Value

�Note: Calculation of 6.77 percent VAR (i.e., 5.3% þ 1.17% þ 0.12% þ 0.18%) and 1.47
percent VAR (i.e., 1. 17% þ 0.12% þ 0.18%). The 1 percent VAR is interpolated from the

actual distribution of the loan’s values under different rating migrations.

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—Technical
Document,’’ J.P. Morgan, April 2, 1997, page 28.

s = Standard deviation ¼ $2:99

Assuming
normal
distribution

)
5 Percent VAR ¼ 1:65� s ¼ $4:93
1 Percent VAR ¼ 2:33� s ¼ $6:97

Assuming
actual
distribution�

) 6:77 Percent VAR ¼ 93:23 percent of ¼ $107:09� $102:02 ¼ $5:07
actual distribution

1:47 Percent VAR ¼ 98:53 percent of ¼ $107:09� $98:10 ¼ $8:99
actual distribution

1 Percent VAR ¼ 99 percent of actual ¼ $107:09� $92:29 ¼ $14:80
distribution
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two VAR measures developed previously. Using the 1 percent VAR based
on the normal distribution, the capital requirement against unexpected
losses on the loan (i.e., economic capital) would be $6.97 million (i.e., less
than the Basel capital requirement).17 Under the VAR approach, loan loss
reserves are also held to meet expected loan losses, which in the case of the
BBB loan are $0.46 million, or $107.55 million (the value of the BBB loan if
no rating changes or default occurs) minus $107.09 million (the expected
value of the BBB loan taking into account transition and default probabilit-
ies). Adding the expected losses of $0.46 million to $6.97 million results in a
total capital requirement (for both expected and unexpected losses) of
$7.43 million (see Figure 9.3 for a breakdown of the capital requirement).
Using the 1 percent VAR based on the interpolated value from the actual
distribution shown in Table 9.4, the economic capital requirement would
be $14.80 million for unexpected losses plus the loan loss reserve for
expected losses of $0.46 million (an amount much greater than the Basel
capital requirement).

Using CreditMetrics to set capital requirements tells us nothing about
the potential size of losses that exceed the VAR measure. That is, the VAR
measure is the minimum loss that will occur with a certain probability.
Extreme value theory (EVT) examines the tail of the loss distribution condi-
tional on the expectation that the size of the loss exceeds VAR.18 Tail events
are those loss events that occur rarely, but when they do, they have dramatic
consequences, as the catastrophic events of 2007–2009 clearly demon-
strate.19 Figure 9.4 depicts the size of unexpected losses when catastrophic
events occur.20 Using the estimates from Table 9.4 based on a normal distri-
bution, the 5 percent VAR for unexpected losses is $4.93 million. We set
this to be the threshold level; that is, EVT considers only the distribution of
unexpected losses that exceed $4.93 million.

However, Figure 9.4 assumes that unexpected losses beyond the 95 per-
cent threshold level follow a generalized Pareto distribution (GPD) with fat
tails (see Appendix 9.2 for a derivation of the values shown in Figure 9.4).
Thus, the estimated 1 percent VAR distributed according to the GPD is
larger than the normally distributed 1 percent VAR of $6.97 million (from
Table 9.4). Under the parameter assumptions described in Appendix 9.2,
the 1 percent VAR for the GPD, denoted VAR:99, is $22.23 million. The
expected shortfall, denoted ES:99, is calculated as the mean of the excess
distribution of unexpected losses beyond the threshold VAR:99, which is
shown as $53.53 million in Figure 9.4. This would be the capital charge for
the mean of the most extreme events (i.e., those in the 1 percent tail of the
distribution). As such, the ES:99 amount can be viewed as the capital charge
that would incorporate risks posed by extreme or catastrophic events or,
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alternatively, a capital charge that internally incorporates an extreme, cata-
strophic stress-test multiplier. Since the GPD is fat tailed, the increase in
losses is quite large at high confidence levels; that is, the extreme values
of ESq (for high values of q, where q is a risk percentile) correspond to
extremely rare catastrophic events that result in enormous losses.

Some have argued that the use of EVT may result in unrealistically large
capital requirements (see Cruz et al. [1998]). In contrast, Ebnother and
Vanini (2007) argue that EVT and VAR techniques underestimate credit
risk because they focus on only one year and ignore the autocorrelation
in economic cycles. They propose a time-conditional expected shortfall
method that is estimated over a five-year time horizon so as to determine
whether the firm can remain solvent over several years of economic
downturns.
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FIGURE 9.4 Estimating Unexpected Losses Using Extreme Value Theory
Note: ES is the expected shortfall assuming a Generalized Pareto Distribution (GPD)
with fat tails.
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T ECHN ICAL I SSUES AND PROBL EMS

In this section, we address some of the main technical issues surrounding
CreditMetrics. Some of these issues (and assumptions) can be incorporated
quite smoothly into the basic model; others are less easy to deal with.

Ra t i n g M i gra t i o n

A number of issues arise when we use the bond-rating transitions assumed
in Table 9.1 to calculate the probabilities of moving to different rating cate-
gories (or to default) over the one-year horizon.

First, underlying the calculation of the transition numbers, which
involves averaging one-year transitions over a past data period (e.g.,
20 years), is an important assumption about the way defaults and transi-
tions occur.21 Specifically, we assume that the transition probabilities fol-
low a stable Markov process (see Altman and Kao [1992]), which means
that the probability that a bond or loan will move to any particular state
during this period is independent of (or uncorrelated with) any outcome in
the past period. However, there is evidence that rating transitions are auto-
correlated over time. For example, a bond or loan that was downgraded in
the previous period has a higher probability (compared to a loan that was
not downgraded) of being downgraded in the current period (see, for exam-
ple, the results in Nickell et al. [2001a]). This suggests that a second or
higher Markov process may better describe rating transitions over time.22

The second issue involves transition matrix stability. The use of a single
transition matrix assumes that transitions do not differ across borrower
types (e.g., industrial firms versus banks, or the United States versus Japan)
or across time (e.g., peaks versus troughs in the business cycle). Indeed,
there is considerable evidence to suggest that important industry factors,
country factors, and business cycle factors impact rating transitions (see
Nickell et al. [2001a] and Bangia et al. [2000]). For example, when we
examine a loan to a Japanese industrial company, we may need to use a
rating transition matrix built around data for that country and industry.

In 1999, CreditMetrics introduced modifications to allow for cyclicality
to be incorporated into the transition matrix. Kim (1999) and Finger (1999)
consider a market factor (the credit cycle index), denoted as Z, such that all
debt instruments are independent and conditional on the market factor.23

Figure 9.5 shows the conditional default probability, p(Z), such that the
entire distribution shifts down when Z is negative (i.e., the market declines
during a bad year), thereby increasing the probability of default; when Z is
positive (in a good year), the entire p(Z) distribution shifts upward, thereby
decreasing the default probability. The impact of market forces on the

180 PUTTING THE PARAMETERS TOGETHER



E1C09 03/19/2010 Page 181

conditional default probability depends on the index weight w, such that
when w is close to one (zero), values are highly correlated (uncorrelated)
with the market factor, and the conditional default probability is highly de-
pendent upon (independent of) market forces.

The third issue relates to the portfolio of bonds used in calculating the
transition matrix. Altman and Kishore (1997) found noticeable impact of
bond ‘‘aging’’ on the probabilities calculated in the transition matrix. In-
deed, a material difference is noted, depending on whether the bond sample
used to calculate transitions is based on new bonds or on all bonds out-
standing in a rating class at a particular moment in time. This undermines
the assumption of credit risk homogeneity for all bonds in the same ratings
classification. Kealhofer, Kwok, and Weng (1998) show that default rates
are skewed within each ratings class, so that the mean default rates may be
twice as large as median default rates. Simulating Moody’s bond ratings
transition matrices 50,000 times using Monte Carlo simulation techniques,
they find that approximately 75 percent of borrowers within a rating grade
may have default rates below the mean, leading to adverse selection among
borrowers; that is, only the riskiest 25 percent of all borrowers within each
rating classification obtain loans if they are priced at the mean default
spread. Moreover, there was such an overlap in the range of default proba-
bilities for each class that a bond rated BBB may have a default probability
in the AAA rating class range.
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FIGURE 9.5 Unconditional Asset Distribution and Conditional Distributions with
Positive and Negative Z
Source: Finger (1999), page 16.
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The fourth issue relates to the general problem of using bond transition
matrices to value loans. As noted earlier, to the extent that collateral, cove-
nants and other features make loans behave differently from bonds, using
bond transition matrices may result in an inherent valuation bias. More-
over, bond ratings lag market-based measures of default risk, such as Moo-
dy’s KMV EDFTM, in forecasting default probabilities (see Chapter 4). This
suggests that the internal development of loan rating transitions by banks to
replace problematic external credit ratings (see the discussion in Chapter 3)
based on EDFTMs and historic loan databases might be viewed as crucial in
improving the accuracy of VAR measures of loan risk.24

Va l ua t i on

In the VAR calculation shown earlier in this chapter, the amount recover-
able on default (assumed to be $51.13 per $100 of face value), the forward
zero interest rates (rt), and the credit spreads (st) are all nonstochastic (or at
least hedged). Making any or all of them stochastic generally will increase
any VAR calculation and capital requirement. In particular, loan recovery
rates have quite substantial variability (see Carty and Lieberman [1996]),
and the credit spread on, say, an AA loan might be expected to vary within
the same rating class at any moment in time (e.g., AAþ and AA– bonds or
loans are likely to have different credit spreads). More generally, credit
spreads and interest rates are likely to vary over time, with the credit cycle,
and with shifts in the term structure, rather than being deterministic.

One reason for assuming that interest rates are nonstochastic or deter-
ministic is to separate market risk from credit risk.25 But this remains highly
controversial, especially to those who feel that their measurement should be
integrated rather than separated and that credit risk is positively correlated
with the interest rate cycle (see Crouhy et al. [2001]). Kiesel et al. (2001)
incorporate spread risk into CreditMetrics, arguing that stochastically vary-
ing spreads are strongly correlated across different exposures and thus are
not diversified away, and find spread risks of about 7 percent of asset values
for a portfolio of five-year maturity bonds. However, Kim (2000) contends,
in the limited context of market VAR, that time horizon mismatches (up to
10 days for market risk and up to one year for credit risk) create problems
in integrating spread risk and credit migration risk that may lead to over-
estimation of economic capital requirements.

Regarding recovery rates, if the standard deviation of recovery rates is
$25.45 around a mean value of $51.13 per $100 of face value, it can be
shown that the 99 percent VAR for the BBB loan in our example under the
normal distribution will increase to 2.33 � $3.18 million ¼ $7.41 million,
or a VAR-based capital requirement of 7.41 percent of the face value of the
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BBB loan (as compared to $6.97 million under the fixed LGD assumption)
for unexpected losses only.26 A related question is whether the volatility of
the LGDs of bonds is the same as for loans, given the greater contract flexi-
bility of the latter.26

Mark - t o -Marke t Mode l v ersus De f au l t Mode l

By allowing for the effects of credit rating changes (and hence, spread
changes) on loan values as well as default, CreditMetrics can be viewed as a
mark-to-market (MTM) model. Other models view spread risk as part of
market risk and concentrate on expected and unexpected loss calculations
rather than on expected and unexpected changes in value (or VAR) as in
CreditMetrics. This alternative approach is often called the default model
or default mode (DM).

It is useful to compare the effects of the MTM model and the DMmodel
by calculating the expected and, more importantly, the unexpected losses for
the same example (the BBB loan) considered earlier. Table 9.1 shows that in
a two-state, default/no-default world, the probability of default is p ¼ 0.18
percent and the probability of no default (1 – p) is 99.82 percent. In case of
default, the recovery rate is $51.13 per $100 (see Table 9.3), and the loss
given default (LGD) is 1 minus the recovery rate, or $48.87 per $100. The
book value exposure amount of the BBB loan is $100 million.

Given these numbers, the expected loss on the loan is:

Expected loss ¼ p� LGD� Exposure
¼ :0018� :4887� $100;000;000
¼ $87;966

ð9:3Þ

To calculate the unexpected loss, we have to make some assumptions
regarding the distribution of default probabilities and recoveries. The sim-
plest assumption is that recoveries are fixed and are independent of the dis-
tribution of default probabilities. Moreover, because the borrower either
defaults or does not default, the probability of default can (most simply) be
assumed to be binomially distributed with a standard deviation of:

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ

p
ð9:4Þ

Given a fixed recovery rate and exposure amount, the unexpected loss
on the loan is:

Unexpected loss ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þp � LGD� Exposure

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
:0018ð Þ :9982ð Þp � :4887� $100;000;000

¼ $2;071;512

ð9:5Þ
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To make this number comparable with the VAR number calculated un-
der CreditMetrics for the normal distribution, we can see that the one stan-
dard deviation loss of value (VAR) on the loan is $2.99 million versus $2.07
million under the DM approach.28 This difference occurs partly because the
MTM approach allows for an upside as well as a downside to the loan’s
value, and the DM approach fixes the maximum upside value of the loan to
its book or face value of $100 million. Thus, economic capital under the
DM approach is more closely related to book value accounting concepts
than to the market value accounting concepts used in the MTM approach.

THE PORTFOL I O APPROACH IN CRED I TMETR I CS

As discussed in Chapter 8, modern portfolio theory (MPT) asserts that diver-
sification reduces risk. Until a return dimension was added, CreditMetrics
could be viewed more as a loan portfolio VAR model (for economic
capital calculations) rather than a full-fledged MPT risk/return optimization
model.29 Here, we concentrate on the measurement of correlations and the
VAR for a loan portfolio. As with individual loans, two approaches to meas-
uring portfolio VAR are considered:30

1. Loan portfolios are assumed to have normally distributed asset values.
2. The actual loan portfolio value distribution exhibits a long-tailed

downside or negative skew.

We first consider the normal distribution case, which produces a direct
analytic solution to VAR calculations using conventional MPT techniques.

Cred i tMe t r i c s : Por t f o l i o VAR Under t he
Norma l D i s t r i b u t i on

In the normal distribution model, a two-loan case provides a useful bench-
mark. A two-loan case is readily generalizable to the N-loan case; that is,
the risk of a portfolio of N loans can be shown to depend on the risk of
each pair of loans in the portfolio and on the risk of each individual loan
(see the later discussion and Appendix 9.3).

To calculate the VAR of a portfolio of two loans, we need to calculate
(1) the joint migration probabilities for each loan (assumed to be the
$100 million face value BBB loan discussed earlier in this chapter, and an A-
rated loan of $100 million face value); and (2) the joint payoffs or values of
the loans for each possible one-year joint migration probability.
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Jo i n t M i gra t i o n Probab i l i t i e s

Table 9.5 shows the one-year individual and joint migration probabilities
for BBB and A loans.31 Given eight possible credit states for the BBB-rated
borrower and eight possible credit states for the A-rated borrower over the
next year (the one-year horizon), there are 64 joint migration probabilities
(see the cells in Table 9.5). Importantly, the joint migration probabilities are
not simply the product of the two individual migration probabilities, but
should also reflect the correlation. This can be seen by looking at the inde-
pendent probabilities that the BBB loan will remain BBB (0.8693) and the A
loan will remain A (0.9105) over the next year. The joint probability, as-
suming the correlation between the two migration probabilities is zero,
would be:

0:8693� 0:9105 ¼ 0:7915 or 79:15%

Note that the joint probability in Table 9.5 is slightly higher, at 79.69
percent, because the (assumed) correlation between the two borrowers
is 0.3.

Adjusting the migration table to reflect correlations is a two-step pro-
cess. First, an economic model is needed to motivate migration transitions.
In CreditMetrics, a Merton-type model is used to link asset value or return

TABLE 9.5 Joint Migration Probabilities with 0.30 Asset Correlation (Percent)

Obligor 2 (A)

AAA AA A BBB BB B CCC Default

Obligor 1 (BBB) 0.09 2.27 91.05 5.52 0.74 0.26 0.01 0.06

AAA 0.02 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00

AA 0.33 0.00 0.04 0.29 0.00 0.00 0.00 0.00 0.00

A 5.95 0.02 0.39 5.44 0.08 0.01 0.00 0.00 0.00

BBB 86.93 0.07 1.81 79.69 4.55 0.57 0.19 0.01 0.04

BB 5.30 0.00 0.02 4.47 0.64 0.11 0.04 0.00 0.01

B 1.17 0.00 0.00 0.92 0.18 0.04 0.02 0.00 0.00

CCC 0.12 0.00 0.00 0.09 0.02 0.00 0.00 0.00 0.00

Default 0.18 0.00 0.00 0.13 0.04 0.01 0.00 0.00 0.00

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—
Technical Document,’’ J.P. Morgan, April 2, 1997, page 38.
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volatility to discrete rating migrations for individual borrowers. Second, a
model is needed to calculate the correlations among the asset value volatil-
ities of individual borrowers. Similar to KMV, asset values of borrowers are
unobservable, as are correlations among those asset values. The correlations
among the individual borrowers are therefore estimated from multifactor
models driving borrowers’ stock returns.

An Examp l e o f t h e L i n k be tween Asse t Vo l a t i l i t i e s
and Ra t i n g Trans i t i o ns

To see the link between asset volatilities and rating transitions, consider
Figure 9.6, which links standardized normal asset return changes (meas-
ured in standard deviations) of a BB-rated borrower to rating transitions.32

If the unobservable (standardized) changes in asset values of the firm are
assumed to be normally distributed around the firm’s current asset value,
we can calculate how many standard deviations asset values would have to
change to move the firm from BB into default. For example, the historic
one-year default probability of this type of BB borrower is 1.06 percent.
Using the standardized normal distribution tables, asset values would have
to fall by 2.3s for the firm to default. Also, there is a 1 percent probability
that the BB firm will move to a C rating over the year. Asset values would
have to fall by at least 2.04s to change the BB borrower’s rating to C or
below.33 The full range of possibilities is graphed in Figure 9.6. Similar
figures could be constructed for a BBB-rated borrower, an A-rated bor-
rower, and so on. The links between asset volatility and rating changes for
an A-rated borrower are shown in Table 9.6.

Class:
Transition Prob. (%):
Asset (σ):

D
1.06

−2.30
1.00

−2.04
8.84

−1.23

CCC B BB
80.53

BBB
7.73
1.37

A
0.67
2.39

AA
0.14
2.93

AAA
0.03
3.43

FIGURE 9.6 The Link between Asset Value Volatility (s) and Rating Transitions for
a BB-Rated Borrower
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From Figure 9.6, we can see that a BB-rated borrower will remain BB as
long as the standardized normal asset returns of the borrowing firm fluctu-
ate between –1.23s and þ1.37s. The A borrower’s rating (see Table 9.6)
will remain unchanged as long as the asset returns of the firm vary within
the –1.51s and þ1.98s range. Assume that the correlation (r) between
those two firms’ asset returns is 0.2 (to be calculated in more detail below).
The joint probability (Pr) that both borrowers will remain in the same rat-
ing class during the next year can be found by integrating the bivariate nor-
mal density function as follows:

Pr �1:23s<BB<1:37s;�1:51s<A<1:98sð Þ ¼ R 1:37s
�1:23s

R 1:98s
�1:51s f Y1Y2; rð ÞdY2dY1

¼ :7365

ð9:6Þ
where Y1 and Y2 are random variables representing the borrowers’ asset
values, f is the joint probability distribution of asset values, and r ¼ 0.30.

In equation (9.6), the r (correlation coefficient’s value) was assumed to
be equal to 0.30. As described next, these correlations, in general, are calcu-
lated in CreditMetrics from multifactor models of stock returns for individ-
ual borrowers.34 This contrasts with Moody’s KMV, which deleverages
equity returns in order to derive implied asset values and thus returns for
individual borrowers (see Chapter 8).

Ca l c u l a t i ng Corre l a t i o ns Us i ng Cred i tMe t r i cs

Consider two firms, A and Z. We do not observe their asset values or re-
turns, but we do observe their stock returns. Both are publicly traded com-
panies. The returns (RA) on the stock of company A, a chemical company,
are driven by a single industry index factor (RCHEM, the returns on the
chemical industry index) and some idiosyncratic risk (UA) assumed to be
diversifiable in a portfolio context. The estimated sensitivity of firm A’s
stock returns to the chemical industry’s returns is 0.9. Thus:35

TABLE 9.6 The Link between Asset Value Volatility (s) and Rating Transitions for
an A-Rated Borrower

Class Default CCC B BB BBB A AA AAA

Transition
probability

0.06 0.01 0.26 0.74 5.52 91.05 2.27 0.09

Asset (s) �3.24 �3.19 �2.72 �2.30 �1.51 1.98 3.12
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RA ¼ :9RCHEM þUA ð9:7Þ

Firm Z represents a German universal bank. It has return sensitivity to
two factors: the German banking industry return index (RBANK) and the
German insurance industry return index (RINS). The estimated independent
factor sensitivities are, respectively, 0.15 and 0.74. Thus:

RZ ¼ :74RINS þ :15RBANK þUZ ð9:8Þ

The correlation between the two firms, A and Z, will depend on the
correlation between the chemical industry return index and the insurance
industry return index and on the correlation between the chemical industry
index and the banking industry index:36

rAZ ¼ :9ð Þ :74ð Þ rCHEM;INS

� �þ :9ð Þ :15ð Þ rCHEM;BANK

� � ð9:9Þ

If the correlations rCHEM,INS and rCHEM,BANK are, respectively, 0.16
and 0.08, we have:

rAZ ¼ ð:9Þð:74Þð:16Þ þ ð:9Þð:15Þð:08Þ½ � ¼ 0:1174

Firms A and Z have a low but positive default correlation, and correla-
tion values calculated in a similar fashion are inserted into equation (9.6) to
solve the bivariate normal density function and thus the joint migration
probability in tables such as Table 9.5.

Jo i n t L oan Va l ues

In addition to the example described earlier of 64 joint migration probabili-
ties, we can calculate 64 joint loan values in the two-loan case. The market
value for each loan in each credit state is calculated as in the individual loan
example earlier in this chapter. Individual loan values are then added to get
a portfolio loan value, as shown in Table 9.7. Thus, if over the year both
loans get upgraded to AAA, then the market value of the loan portfolio at
the one-year horizon becomes $215.96 million. By comparison, if both
loans default, the value of the loan portfolio becomes $102.26 million.

With 64 possible joint probabilities, pi, and 64 possible loan values, Vi,
the mean value of the portfolio and its variance are as computed in equa-
tions (9.10) and (9.11):

Mean ¼ p1V1 þ p2V2 þ . . .þ p64V64

¼ $213:63million
ð9:10Þ

188 PUTTING THE PARAMETERS TOGETHER



E1C09 03/19/2010 Page 189

Variance ¼ p1 V1 �Meanð Þ2 þ p2 V2 �Meanð Þ2 þ . . .þ p64 V64 �Meanð Þ2
¼ $11:22million

ð9:11Þ

Taking the square root of the solution to equation (9.11), the s of the
loan portfolio value is $3.35 million and the 99 percent VAR under the nor-
mal distribution is:

2:33� $3:35 ¼ $7:81million ð9:12Þ

Interestingly, comparing this value of $7.81 million for a loan portfolio
of $200 million with the 99 percent VAR-based capital requirement of
$6.97 million for the single BBB loan of $100 million in this chapter, we
can see that although the loan portfolio has doubled in face value, the
VAR-based capital requirement (based on the 99th percentile of the loan
portfolio’s value distribution) has increased by only $7.81 million minus
$6.97 million, which is $0.84 million. Perhaps even more illustrative of the
diversification effects is that the bank’s capital ratio falls from 6.97 percent
to $7.81/$200, or 3.91 percent. The reason for this is portfolio diversifica-
tion. Specifically, built into the joint transition probability matrix in

TABLE 9.7 Loan Portfolio Values

All Possible 64 Year-End Values for a Two-Loan Portfolio ($)

Obligor 2 (A)

Obligor 1

(BBB)

AAA AA A BBB BB B CCC Default

106.59 106.49 106.30 105.64 103.15 101.39 88.71 51.13

AAA 109.37 215.96 215.86 215.67 215.01 212.52 210.76 198.08 160.50

AA 109.19 215.78 215.68 215.49 214.83 212.34 210.58 197.90 160.32

A 108.66 215.25 215.15 214.96 214.30 211.81 210.05 197.37 159.79

BBB 107.55 214.14 214.04 213.85 213.19 210.70 208.94 196.26 158.68

BB 102.02 208.61 208.51 208.33 207.66 205.17 203.41 190.73 153.15

B 98.10 204.69 204.59 204.40 203.74 210.25 199.49 186.81 149.23

CCC 83.64 190.23 190.13 189.94 189.28 186.79 185.03 172.35 134.77

Default 51.13 157.72 157.62 157.43 156.77 154.28 152.52 139.84 102.26

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—
Technical Document,’’ J.P. Morgan, April 2, 1997, page 12.
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Table 9.5 is an assumed correlation of 0.3 between the default risks of the
two loans.

Cred i tMe t r i c s : Por t f o l i o VAR Us i ng t he Ac t ua l
D i s t r i b u t i o n

Unfortunately, the capital requirement under the normal distribution is
likely to underestimate the true 99 percent VAR because of the skewness in
the actual distribution of loan values. Using Table 9.5 in conjunction with
Table 9.7, the 99 percent (worst) loan value for the portfolio is $204.40 mil-
lion.37 Thus, the unexpected change in value of the portfolio from its mean
value is:

$213:63million� $204:40million ¼ $9:23million

This is higher than the capital requirement under the normal distribu-
tion discussed earlier ($9.23 million versus $7.81 million), but the benefits
of portfolio diversification are clear. In particular, the capital requirement
of $9.23 million for the combined $200 million face value portfolio can be
favorably compared to the $8.99 million 99 percent VAR using the actual
distribution for the single BBB loan of $100 million face value calculated
earlier in this chapter.37

CreditMetrics with N Loans The normal distribution model can be
extended in either of two directions. The first option is to keep expanding
the loans’ joint transition matrix by directly or analytically computing the
mean and standard deviation of the portfolio. This, however, rapidly be-
comes computationally difficult. For example, in a five loan portfolio, there
are 85 possible joint transition probabilities, or over 32,000 joint transi-
tions. The second option is to manipulate the equation for the variance of a
loan portfolio. It can be shown that the risk of a portfolio of N loans de-
pends on the risk of each pair-wise combination of loans in the portfolio as
well as the risk of each loan individually. To estimate the risk of a portfolio
of N loans, we only need to calculate the risks of subportfolios containing
two assets and of each individual asset, as shown in Appendix 9.3 to this
chapter.

In order to compute the distribution of loan values in the large sample
case where loan values are not normally distributed, CreditMetrics uses
Monte Carlo simulation.39 Consider the portfolio of 20 loans in Table 9.8
and the correlations among those loans (borrowers) in Table 9.9.

For each loan, 20,000 (or more) different underlying borrower asset
values are simulated, based on the original rating of the loan, the joint
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transition probabilities to other rating classes, and the historical correla-
tions among the loans.40 The loan (or borrower) can either stay in its origi-
nal rating class or migrate to another rating class (see the earlier discussion
and Figure 9.6). Each loan is then revalued after each simulation (and rating
transition). Adding across the simulated values for the 20 loans produces
20,000 different values for the loan portfolio as a whole.41 A VAR for the
loan portfolio, based on the 99 percent worst case, can be calculated as the
value of the loan portfolio that has the 200th worst value out of 20,000
possible loan portfolio values. In conjunction with the mean loan portfolio
value, a capital requirement (VAR) can then be calculated.

TABLE 9.8 Example Portfolio

Credit
Asset

Principal
Rating

Maturity
Amount

Market
(Years) Value

1 AAA $ 7,000,000 3 $7,821,049

2 AA 1,000,000 4 1,177,268

3 A 1,000,000 3 1,120,831

4 BBB 1,000,000 4 1,189,432

5 BB 1,000,000 3 1,154,641

6 B 1,000,000 4 1,263,523

7 CCC 1,000,000 2 1,127,628

8 A 10,000,000 8 14,229,071

9 BB 5,000,000 2 5,386,603

10 A 3,000,000 2 3,181,246

11 A 1,000,000 4 1,181,246

12 A 2,000,000 5 2,483,322

13 B 600,000 3 705,409

14 B 1,000,000 2 1,087,841

15 B 3,000,000 2 3,263,523

16 B 2,000,000 4 2,527,046

17 BBB 1,000,000 6 1,315,720

18 BBB 8,000,000 5 10,020,611

19 BBB 1,000,000 3 1,118,178

20 AA 5,000,000 5 6,181,784

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—
Technical Document,’’ J.P. Morgan, April 2, 1997, page 121.
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The CreditMetrics portfolio methodology can also be used to calculate
the marginal risk contribution for individual loans—that is, for loan trans-
fer pricing. Unlike the KMV-type approach, funds are viewed as being flexi-
bly adjustable to accommodate an expanded loan supply, and the word
marginal means loans are either made or not made to a borrower (rather
than having an incremental amount of new loans made to a current bor-
rower). Thus, CreditMetrics defines the risk contribution of an asset to a
portfolio as the change in the portfolio’s standard deviation due to the addi-
tion of the asset into the portfolio. In contrast, Moody’s KMV defines the
asset’s risk contribution as the change in the portfolio standard deviation
due to a small change in the weight of the asset in the portfolio (see equation
(8.15) in Chapter 8 for the definition of MRCi).

Table 9.10 shows the stand-alone and marginal risk contributions of 20
loans in a hypothetical loan portfolio based on a standard deviation (s)
measure of risk. The stand-alone columns reflect the dollar and percentage
risk of each loan, viewed separately. The stand-alone percentage risk for the
CCC-rated asset (number 7) is 22.67 percent, and for the B-rated asset
(number 15) it is 18.72 percent. The marginal risk contribution columns in
Table 9.10 reflect the risk of adding each loan to a portfolio of the remain-
ing 19 loans (the standard deviation risk of a 20-loan portfolio minus the
standard deviation risk of a 19-loan portfolio). Interestingly, Table 9.10
shows that, on a stand-alone basis, asset 7 (CCC) is riskier than asset 15
(B), but when risk is measured in a portfolio context (by its marginal risk
contribution), asset 15 is riskier. The reason can be seen from the correla-
tion matrix in Table 9.9, where the B-rated loan (asset 15) has a high corre-
lation level of .45 with assets 11, 12, 13, and 14. By comparison, the highest
correlations of the CCC-rated loan (asset 7) are with assets 5, 6, 8, 9, and 10
at the .35 level.

One policy implication is immediate and is shown in Figure 9.7, where
the total risk (in a portfolio context) of a loan is broken down into two
components: (1) its percentage marginal standard deviation (vertical axis)
and (2) the dollar amount of credit exposure (horizontal axis). We then have:

Total risk of a loan ð$Þ ¼ Marginal standard deviation ð%Þ
�Credit exposure ð$Þ

For example, using the credit exposure value for loan 15 (a B-rated
loan) shown in Table 9.9 and the marginal standard deviation for loan 15
shown in Table 9.10, the total risk of loan 15 can be calculated as follows:

$270; 000 ¼ 8:27%� $3; 263; 523
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Also plotted in Figure 9.7 is an equal-risk ‘‘isoquant’’ of $70,000.
Suppose managers wish to impose total credit risk exposure limits of
$70,000 on each loan measured in a portfolio context. Then asset 15 (the
B-rated loan) and assets 16 and 9 are clear outliers. One possible solution
would be for the bank to sell asset 15 to another bank, or to swap it for
another B-rated asset that has a lower correlation with the other loans
(assets) in the bank’s portfolio. In doing so, its expected returns may re-
main approximately unchanged, but the bank’s loan portfolio risk is
likely to decrease.42

TABLE 9.10 Standard Deviation of Value Change

Stand-Alone Marginal

Asset Credit Rating Absolute ($) Percent Absolute ($) Percent

1 AAA 4,905 0.06 239 0.00

2 AA 2,007 0.17 114 0.01

3 A 17,523 1.56 693 0.06

4 BBB 40,043 3.37 2,934 0.25

5 BB 99,607 8.63 16,046 1.39

6 B 162,251 12.84 37,664 2.98

7 CCC 255,680 22.67 73,079 6.48

8 A 197,152 1.39 35,104 0.25

9 BB 380,141 7.06 105,949 1.97

10 A 63,207 1.99 5,068 0.16

11 A 15,360 1.30 1,232 0.10

12 A 43,085 1.73 4,531 0.18

13 B 107,314 15.21 25,684 3.64

14 B 167,511 15.40 44,827 4.12

15 B 610,900 18.72 270,000 8.27

16 B 322,720 12.77 89,190 3.53

17 BBB 28,051 2.13 2,775 0.21

18 BBB 306,892 3.06 69,624 0.69

19 BBB 1,837 0.16 120 0.01

20 AA 9,916 0.16 389 0.01

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—
Technical Document,’’ J.P. Morgan, April 2, 1997, page 130.
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SUMMARY

In this chapter, we have outlined the VAR approach to calculating the capi-
tal requirement on a loan or a bond. We have used one application of the
VAR methodology—CreditMetrics—to illustrate the approach and discuss
the technical issues involved. Its key characteristics are: (1) it involves a full
valuation or MTM approach in which both an upside and a downside to
loan values are considered, and (2) the analyst can consider the actual distri-
bution of estimated future loan values in calculating a capital requirement
on a loan. We have also incorporated potential portfolio diversification ben-
efits and correlation analysis into the VAR methodology and used Credit-
Metrics to calculate the VAR and capital requirements for a loan portfolio.

APPEND IX 9 . 1 : CALCULAT ING THE FORWARD
Z ERO CURVE FOR LOAN VALUAT I ON

Yields on U.S. Treasury securities can be used as the foundation for the val-
uation of risky debt because U.S. Treasury note and bond markets are more
liquid than corporate debt markets. To derive the credit-risk-adjusted dis-
count factor, CreditMetrics uses the following procedure:
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1. Obtain the current yield curve, denoted CYCRF, on risk-free (U.S.
Treasury) coupon-bearing instruments.

2. Decompose CYCRF into a zero yield curve, denoted ZYCRF, using a no-
arbitrage condition.

3. Solve for the one-year forward zero risk-free yield curve, FYCRF.
4. Add fixed credit spreads obtained from historical loss experience in or-

der to obtain the one-year forward zero risky debt yield curve, FYCR.
43

The following example illustrates the CreditMetrics approach.

The Curren t Y i e l d Curve on R i sk - F ree
(U . S . T reasury ) Coupon -Bear i n g I ns t rumen t s

From the current yield curve (CYCRF) for risk-free coupon bonds, shown in
Figure 9.8, a zero yield curve for risk-free bonds (ZYCRF) can be derived
using no-arbitrage pricing relationships between coupon bonds and zero-
coupon bonds, and solving by successive substitution.

6.47%

Yield to
Maturity

p.a.

6
Months

1
Year

2
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3
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Maturity

CYCRF

2.5
Years

1.5
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6.25%

6.09%

5.98%

5.511%

5.322%

FIGURE 9.8 The Current Yield Curve on Risk-Free U.S. Treasury
Coupon-Bearing Instruments
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Ca l c u l a t i on o f t h e Curren t Z ero R i sk - F ree Curve
Us i n g No Arb i t rage

U.S. Treasury notes and bonds carry semiannual coupon payments; there-
fore all yields are divided by two to reflect semiannual rates.44 We utilize
the double subscript notation introduced in Chapter 5, with the exception
that the semiannual, rather than annual periods are numbered consecu-
tively; thus, 0r1 is the spot (current) rate on the risk-free U.S. Treasury secu-
rity maturing in six months, 0r2 is the spot (current) rate on the risk-free
U.S. Treasury security maturing in one year, 2r1 is the one-year forward rate
on a six-month U.S. Treasury security, and so on. Thus, for a bond with a
face value F of 100 and semi-annual coupon payments C, 0z1 follows from:

Six-month zero : 100 ¼ Cþ F

1þ 0r1
¼ Cþ F

1þ 0z1
¼ 100þ ð5:322=2Þ

1þ ð:05322=2Þ

Therefore, the six-month zero risk-free rate is 0z1 ¼ 5.322 percent per
annum.

One-year zero : 100 ¼ C

1þ 0 r2
þ Cþ F

ð1þ 0 r2Þ2
¼ C

1þ 0 z1
þ Cþ F

ð1þ 0 z2Þ2

100 ¼ ð5:511=2Þ
1þ ð:05511=2Þ þ

100þ ð5:511=2Þ
ð1þ :05511=2Þ2

¼ ð5:511=2Þ
1þ ð:05322=2Þ þ

100þ ð5:511=2Þ
ð1þ :055136=2Þ2

Therefore, the one-year zero risk-free rate is 0z2 ¼ 5.5136 percent per
annum.

The process continues to trace out the zero yield curve for risk-free U.S.
Treasury securities—shown as ZYCRF in Figure 9.9. The next step is to
trace out the risk-free forward yield curve, denoted FYCRF, using ZYCRF.

Der i v a t i o n o f t he One -Year Forward Governmen t
Y i e l d Curve Us i n g t he Curren t R i s k - F ree Zero
Y i e l d Curve

We can use the expectations hypothesis of the yield curve in order to derive
the risk-free ZYCRF expected next year, or the risk-free one-year forward
zero yield curve, FYCRF, shown in Figure 9.10. But, first we derive a series
of six-month forward rates using the rates on the ZYCRF curve as follows:45

The VAR Approach: CreditMetrics and Other Models 197



E1C09 03/19/2010 Page 198
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FIGURE 9.9 Zero-Coupon Risk-Free U.S. Treasury Yield Curve

1þ 0z2ð Þ2 ¼ 1þ 0z1ð Þ 1þ 1z1ð Þ
1þ :055136=2ð Þ½ �2 ¼ 1þ :05322=2ð Þ 1þ 1z1ð Þ

Therefore, the rate for six-months forward delivery of six-month matu-
rity U.S. Treasury securities is expected to be 1z1 ¼ 5.7054 percent per an-
num.

1þ 0z3ð Þ3 ¼ 1þ 0z2ð Þ2 1þ 2z1ð Þ
1þ :059961=2ð Þ½ �3 ¼ 1þ :055136=2ð Þ2 1þ 2z1ð Þ

Therefore, the rate for one-year forward delivery of six-month maturity
U.S. Treasury securities is expected to be 2z1 ¼ 6.9645 percent per annum.

1þ 0z4ð Þ4 ¼ 1þ 0z3ð Þ3 1þ 3z1ð Þ
1þ :061075=2ð Þ½ �4 ¼ 1þ :059961=2ð Þ3 1þ 3z1ð Þ

Therefore, the rate for six-month maturity U.S. Treasury securities to
be delivered in 1.5 years is 3z1 ¼ 6.4419 percent per annum.

1þ 0z5ð Þ5 ¼ 1þ 0z4ð Þ4 1þ 4z1ð Þ
1þ :062747=2ð Þ½ �5 ¼ 1þ :061075=2ð Þ4 1þ 4z1ð Þ
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Therefore, the rate for six-month maturity U.S. Treasury securities to
be delivered in two years is 4z1 ¼ 6.9452 percent per annum.

Now we can use these forward rates on six-month-maturity U.S. Trea-
sury securities to obtain the one-year forward risk-free yield curve FYCRF

shown in Figure 9.10 as follows:

1þ 2z2ð Þ2 ¼ 1þ 2z1ð Þ 1þ 3z1ð Þ

Therefore, the yield for one-year maturity U.S. Treasury securities to be
delivered in one year is 2z2 ¼ 6.703 percent per annum.

1þ 2z3ð Þ3 ¼ 1þ 2z1ð Þ 1þ 3z1ð Þ 1þ 4z1ð Þ

Therefore, the yield for 18-month maturity U.S. Treasury securities to
be delivered in one year is: 2z3 ¼ 6.7837 percent per annum.

1þ 2z4ð Þ4 ¼ 1þ 2z1ð Þ 1þ 3z1ð Þ 1þ 4z1ð Þ 1þ 5z1ð Þ

Therefore, the yield for two-year maturity U.S. Treasury securities to be
delivered in one year is: 2z4 ¼ 6.7135 percent per annum.

FYCR
One Year Forward

FYCRF
One Year Forward

ZYCRF

7.4645%

6.9645%

5.322% 5.5136%
5.9961%

6.1075% 6.2747% 6.3127%
6.703% 6.7837% 6.7135%

7.203% 7.2135%7.2837%

Maturity6
Months

1
Year

1.5
Years

2
Years

2.5
Years

3
Years

Yield to
Maturity p.a.

FIGURE 9.10 Derivation of the One-Year Forward Risky Debt Yield Curve

The VAR Approach: CreditMetrics and Other Models 199



E1C09 03/19/2010 Page 200

Der i v a t i o n o f One -Year Forward R i sky Y i e l d
Curve—FYCR

CreditMetrics adds a fixed credit spread (si) to the risk-free forward zero
yield curve in order to obtain the risky debt forward yield curve, FYCR,
shown in Figure 9.10. Table 9.11 shows credit spreads provided by com-
mercial firms such as Bridge Information Systems for different maturities.
Typically, commercially provided credit spreads are calculated using histor-
ical averages. The one-year forward yield curve for risky debt, FYCR in Fig-
ure 9.10, is illustrated assuming a fixed 50 basis point credit spread.

A Las t Me t hodo l og i c a l Word

The methodology presented in this Appendix has been criticized for, among
other reasons, its assumptions of deterministic interest rates (fixed yield
curves) and constant credit spreads, si. The second criticism could be addressed
by decomposing risky debt yield curves directly rather than decomposing the
risk-free U.S. Treasury yield curve and then adding on a fixed credit spread.
However, this approach injects noise into valuations if risky debt markets are
illiquid and prices are subject to error (see the discussion in Chapter 5).

APPEND IX 9 . 2 : EST IMAT ING UNEXPECTED
LOSSES US ING EXTREME VALUE THEORY

The generalized pareto distribution (GPD) is a two-parameter distribution
with the following functional form:

TABLE 9.11 Credit Spreads for AAA Bonds

Maturity (in Years,
Compounded Annually) Credit Spread, si

2 0.007071

3 0.008660

5 0.011180

10 0.015811

15 0.019365

20 0.022361

Source: Gupton et al., ‘‘CreditMetrics—Technical Document,
RiskMetrics—Technical Document,’’ J.P. Morgan, April 2, 1997,
page 164; from Bridge Information Systems, February 15, 1997.
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Gj;b xð Þ ¼ 1� 1þ jx=bð Þ�1=j if j 6¼ 0
¼ 1� e�x=b if j ¼ 0

The two parameters that describe the GPD are j (the shape parameter)
and b (the scaling parameter). If j > 0, then the GPD is characterized by fat
tails.46

Suppose that the GPD describes the portion of the distribution of un-
expected losses that exceeds the 5 percent VAR, and assume that a normal
distribution best describes the distribution of values for the BBB-rated loan
described in Table 9.4 up to the 95th percentile, denoted as the threshold
value u ¼ $4.93 million. If we had 10,000 observations of unexpected losses
on this loan, denoted by n ¼ 10,000, the 95 percent threshold is set by the
500 observations with the largest unexpected losses denoted as Nu ¼ 500; that
is (10,000 – 500)/10,000¼ 95 percent. Suppose that fitting the GPD parame-
ters to the data yields j ¼ 0.5 and b ¼ 7.47 McNeil (1999) shows that the
estimate of a VAR beyond the 95th percentile, taking into account the heav-
iness of the tails in the GPD (denoted VARq) can be calculated as follows:

VARq ¼ uþ b=jð Þ n 1� qð Þ=Nuð Þ�j � 1
h i

Substituting in the parameters of this example for the 99th percentile
VAR, or VAR:99, yields:

$22:23 ¼ $4:93þ 7=:5ð Þ 10; 000 1� :99ð Þ=500ð Þ�:5 � 1
h i

McNeil (1999) also shows that the expected shortfall (i.e., the mean of
the credit losses exceeding VAR:99) can be estimated as follows:

ESq ¼ VARq= 1� jð Þ þ b� juð Þ= 1� jð Þ

where q is set equal to the 99th percentile. Thus,

ESq ¼ $22:23=:5ð Þ þ 7� :5 4:93ð Þð Þ=:5 ¼ $53:53

to obtain the values shown in Figure 9.4.
As can be seen, the ratio of the extreme (shortfall) loss to the 99th per-

centile loss is quite high:

ES:99=VAR:99 ¼ $53:53=$22:23 ¼ 2:4
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This means that nearly 2.5 times more capital would be needed to se-
cure the bank against catastrophic credit losses compared to unexpected
losses occurring up to the 99th percentile level, even when allowing for ‘‘fat
tails’’ in the VAR.99 measure. It also suggests that a catastrophic credit
stress-test multiplier of between 2 and 3 would be appropriate in this case.

APPEND IX 9 . 3 : TH E S IMPL I F I E D TWO -ASSET
SUBPORTFOL I O SOLUT I ON TO THE N -ASSET
PORTFOL I O CASE

The standard formula for the risk of a portfolio with equally weighted
assets i and j is:

s2
p ¼

Xn
i¼1

s2 Við Þ þ 2
Xn�1

i¼1

Xn
j¼1
j 6¼i

Cov Vi;Vj

� � ð9:13Þ

Alternatively, we may relate the covariance terms to the variances of pairs
of assets, where

s2 Vi þ Vj

� � ¼ s2 Við Þ þ 2Cov Vi;Vj

� �þ s2 Vj

� � ð9:14Þ
and thus

2Cov Vi;Vj

� � ¼ s2 Vi þ Vj

� �� s2 Við Þ � s2 Vj

� � ð9:15Þ
substituting the equation for 2 Cov(Vi, Vj) into equation (9.13), we can
express the portfolio standard deviation in terms of the risk of individual
assets and the standard deviations of subportfolio containing two assets.

s2
p ¼

Xn�1

i¼1

Xn
j¼1
j 6¼i

s2 Vi þ Vj

� �� n� 2ð Þ
Xn
i¼1

s2 Við Þ ð9:16Þ

APPEND IX 9 . 4 : CRED I TMETR I CS AND SWAP
CRED I T R I SK

Assuming some credit event occurs during the next year, how will the value
of a swap be affected during its remaining life? Conceptually, the value of
a swap is the difference between two components. The first component is
the net present value (NPV) of a swap between two default-risk-free
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counterparties. This involves valuing the swap at the year 1 horizon, based
on fixed and expected (forward) government rates, and discounting by the
forward zero curve (see Appendix 9.1).

For example, in a three-year plain-vanilla fixed for floating interest rate
swap, the expected net present value at the one-year horizon (hereafter,
swap future value FV) would be:

FV ¼
F � f 2

� �
1þ 1z1ð Þ þ

F � f 3

� �
1þ 1z2ð Þ2

where F ¼ fixed rate on swap
f i ¼ forward rates (expected floating rates) in period i

1zi ¼ forward zero-coupon rates in period i

Note that any positive (or negative) FV reflects movements in govern-
ment yield curves and thus interest rate (or market) risk on the swap rather
than the default risk on the swap—although, as noted earlier and in what fol-
lows, it is difficult to separate the two because the more out-of-the-money a
contract becomes to any given party, the greater is the incentive to default.48

The second component is an adjustment for credit risk. CreditMetrics
deducts from the FV of any swap an expected loss amount reflecting credit
risk. This expected loss amount will vary by the end of the year 1 horizon
rating category of the counterparty (e.g., AAA versus C) and by default (D).
Thus, as described in applying CreditMetrics to loans, eight different
expected losses will be associated with the eight different transition states
over the one-year horizon (including the counterparty’s credit rating re-
maining unchanged). Hence:

Value of
swap at
year 1 for

rating classR

¼
FV

ðrisk-free
future value
in year 1Þ

�
Expected loss
rating classR
ðyear 1 through
to maturityÞ

In turn, for each of the seven nondefault ratings, the expected loss is
calculated as the product of three variables:

Expected
loss

ðrating
classRÞ

¼
Average
exposure
ðyear 1

through yearNÞ
�

Cumulative
probability of
default ðyear 1
through yearNÞ

�
Loss
given
default

We discuss each variable in the next section.
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Average Exposure

As is well known, two general forces drive the default risk exposure on a
fixed/floating swap. The first is what may be called the interest-rate diffu-
sion effect—the tendency of floating rates to drift apart from fixed rates
with the passage of time. The degree of drift depends on the type of interest
rate model employed (e.g., mean reversion or no mean reversion) but, in
general, the diffusion effect on exposure may be seen as increasing with the
term of the swap.

Offsetting the diffusion effect, in terms of replacement cost, is thematurity
effect. As time passes and the swap gets closer to maturity, the number of pay-
ment periods a replacement contract must cover declines. Thus, the maturity
effect tends to reduce exposure as the time remaining to swap maturity
shrinks. Adding the diffusion effect and the maturity effect, the overall effect
of the two forces on future replacement cost (exposure) suggests that future
exposure levels rise, reach amaximum, and then decline. Tomeasure exposure
amounts each year into the future, two approaches are normally followed: (1)
a Monte Carlo simulation method or (2) an option pricing method.49

Cumu l a t i v e Probab i l i t y o f De f au l t

As discussed in Chapter 6, the cumulative mortality rate (CMR) over N
years is linked to marginal (annual) mortality rates (MMRs) by

CMR ¼ 1�
YN
i¼1

1�MMRið Þ

Assuming that transition probabilities follow a stationary Markov pro-
cess, then the CMRs for any given rating can be found by either (1) using a
methodology similar to Altman (1989)—that is, calculating the annual
MMRs and then the appropriate CMR for the remaining life of the swap;
or (2) multiplying the annual transition matrix by itself N times (where N is
the remaining years of the swap contract at the one-year horizon).50 In the
three-year swap, the cumulative mortality rates would be the last column
calculated from the matrix:

One-year transition matrix½ �2

L oss G i ven De f au l t ( L GD )

The loss given default (or 1 minus the recovery rate) should not only reflect
the loss per contract, but, where relevant (as under the Basel II rules), take
netting into account.
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The product of average exposure (AE), the cumulative probability of
default (CMR), and the loss given default (LGD) gives the expected loss for
each of the seven nondefault rating transitions. For the transition at the
credit horizon to default (i.e., during year 1 of the swap), the expected loss
is given as:

Expected loss on default ¼ Expected exposure in year 1� LGD

Specifically, in the three-year swap, where default is assumed to occur
at the end of year 1, exposure will be measured by the total replacement
cost over the remaining two years of the swap.51

An Examp l e

Following CreditMetrics, consider the example of a three-year fixed/float-
ing swap with a notional value of $10 million, an LGD of 50 percent, and
an average exposure, measured at the end of year 1, of $61,627. Based on
historical (bond) transition matrices (and CMRs calculated from them) for
a counterparty rated AA at the end of the one-year credit-event horizon, the
value of the swap is as follows:

Value of swap at credit horizon ¼ FV� Expected loss
¼ FV� ðAE� CMRAA � LGDÞ
¼ FV� ð$61; 627� :0002� :5Þ
¼ FV� $6

where FV is the expected future value of the default-free swap at the end of
the year. For a three-year swap where the counterparty is rated CCC at the
end of the one-year credit horizon:

Value of swap at credit horizon ¼ FV� ð$61; 627� :3344� :5Þ
¼ FV� $10; 304

The lower value of the CCC counterparty swap reflects the higher CMR
of that type of counterparty over the remaining two years of the swap. Note
also that the lower-rated counterparty may also have a higher LGD, al-
though in this example, it is assumed to be the same as the LGD for the AA-
rated counterparty. If the CCC-rated counterparty had a lower LGD than
50 percent, then the swap value would be even lower.

For a swap where the counterparty defaults during the one-year hori-
zon, expected exposure (EE or replacement cost) over the remaining two
years is assumed to be $101,721. Thus:
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Value of swap at the one-year horizon ¼ FV� EE� LGDð Þ
¼ FV� $101; 721� :5ð Þ
¼ FV� $50; 860

Table 9.12 summarizes the expected swap values at the end of year 1
under the seven possible rating transitions and the one default state. The
size of the expected and unexpected loss of value on a swap will depend on
the initial rating of the counterparty at time 0 (today), the one-year transi-
tion probabilities during the first year, and the one-year forward or
expected future values (FV) calculated in Table 9.13, where the counter-
party is rated as AA today (time 0).

Table 9.13 shows that the credit-related expected loss of value on the
swap is $21.80, and the 99 percent unexpected loss of value (VAR) is ap-
proximately $126.20. If the original rating of the swap counterparty is
lower, the expected and unexpected losses of value are likely to be higher.

A similar methodology could be used to calculate the credit VAR of for-
wards (swaps can be viewed as a succession of forward contracts) as well as
interest rate options and caps. For example, the average exposure on a
three-year interest rate cap, as measured at the end of the one-year horizon,
would be the average of the replacement cost of the cap (the fair value of the
cap premium under an appropriate interest rate model) measured at the be-
ginning of year 2 and the beginning of year 3.52 As with swaps, replacement
costs tend to reflect a similar inverted U-shape, because of the offsetting
effects of the interest rate diffusion effect and the maturity effect.53

TABLE 9.12 Value of Three-Year Swap at the End
of Year 1

Rating of Counterparty Value ($)

AAA FV – 1

AA FV – 6

A FV – 46

BBB FV – 148

BB FV – 797

B FV – 3,209

CCC FV – 10,304

D FV – 50,860

Source: Gupton et al., ‘‘CreditMetrics—Technical
Document, RiskMetrics—Technical Document,’’
J.P. Morgan, April 2, 1997, page 51.
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TABLE 9.13 Expected and Unexpected Loss on a Three-Year $10 Million Swap to
an AA Counterparty

Rating at Year 1
One-Year Transition

Probability (%)
Value of Swap at One-Year

Horizon ($)

AAA 0.7 FV – 1

AA 90.65 FV – 6

A 7.65 FV – 46

BBB 0.77 FV – 148

BB 0.06 FV – 797

B 0.14 FV – 3,209

CCC 0.02 FV – 10,304

D 0.01 FV – 50,860

100.00 Expected FV – 21.80

99% Value FV – 148

99% unexpected loss of value ¼ �
Expected value � 99 percent value

� ¼ $126.20

Source: Gupton et al., ‘‘CreditMetrics—Technical Document, RiskMetrics—
Technical Document,’’ J.P. Morgan, April 2, 1997.
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CHAPTER 10
Stress Testing Credit Risk

Models: Algorithmics
Mark-to-Future

INTRODUCT I ON

A key issue for bankers and regulators is internal model validation and pre-
dictive accuracy. In the context of market models, this issue has led to nu-
merous efforts to back-test models to ascertain their predictive accuracy.
The second pillar of the Basel II capital accords states that bank regulators
must evaluate how well banks are assessing their capital needs relative to
their risk, thereby requiring bank examiners to validate the accuracy of
bank risk measurement models. Currently, under the Basel market risk-
based capital requirements, a bank must back-test its internal market model
over a minimum of 250 past days if it is used for capital requirement calcu-
lations. If the forecast VAR errors on those 250 days are too large, implying
that the risk is underestimated on too many days, a system of penalties
is imposed by regulators to create incentives for bankers to get their
models right.1

Many observers, however, have argued that back-testing over 250 days
is simply not enough, given the high standard errors that are likely to occur
if the period is not representative of true market conditions. To reduce
errors of this type, one suggestion has been to increase the number of past
daily observations over which a back-test of a model is conducted. For
example, using at least 1,000 past daily observations is commonly consid-
ered to be adequate to ensure that the period chosen is representative in
terms of testing the predictive accuracy of any given model.2 Unfortunately,
even for traded financial assets such as currencies, a period of 1,000 past
days requires going back in time over four years and may involve covering a
wide and unrepresentative range of forex regimes.
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In response to these criticisms, bank regulators conducted a stress test
of the 19 largest U.S. banks (each with year-end assets exceeding $100 bil-
lion as of December 2008) that was forward looking. The test required the
banks ‘‘to project their credit losses and revenues for the two years 2009
and 2010, including the level of reserves that would be needed at the end of
2010 to cover expected losses in 2011, under two alternative economic sce-
narios’’ (Board of Governors of the Federal Reserve System, April 2009). In
this chapter, we discuss the design and results of the Federal Reserve stress
tests of major banks in 2009.

BACK - T EST ING CRED I T R I SK MODELS

To appropriately back-test or stress test market-risk models, 250 observa-
tions may be regarded as too few, but it is unlikely that a bank would be
able to generate anywhere near that many past time-series observations for
back-testing its internal credit-risk models. For example, with annual obser-
vations (which are the most likely to be available), a bank might be able to
generate only 40 past observations that cover five or six credit cycles.3 A
banker or regulator is then severely hampered from performing time-series
back-testing similar to that currently available for market risk models.4

Even when available for back-testing of credit risk models, loan data-
bases are often subject to substantial error in classifications. In order to
compute the loss distribution for a loan portfolio, individual loans must be
classified according to their default probabilities. Carey and Hrycay (2001)
compare three methodologies to accomplish this:

1. The internal ratings method.
2. Mapping to external ratings.
3. Credit scoring (see Chapter 6).

These methodologies have biases that may undermine the accuracy of
the estimated loss distribution. For example, the internal ratings method
may be unstable if ratings criteria have changed over time or if there are
insufficient data to estimate a time-invariant historical average default rate
for each internal rating classification. In contrast, the efficacy of the external
ratings mapping method is undermined by possible judgmental biases in as-
signing each individual loan to a particular external ratings classification.
Finally, credit scoring models suffer from biases in model estimates that are
exacerbated across different credit cycles. Carey and Hrycay (2001) find
that the classification model does well in quantifying rating grades, but cor-
rectly identifies only one third of defaulting firms. Moreover, the biases
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introduced by errors in classification differ for investment-grade as opposed
to non-investment-grade debt instruments. Some, but not all, of these prob-
lems can be alleviated if long panels of loan data are collected.5

Benchmark i n g and Accuracy Ra t i o s

Traditionally, back-testing approaches employed by regulators have been to
evaluate or stress test a given bank’s model by comparing that bank’s loan
rating system with that of similar size banks. For example, suppose that
IBM has drawn-down loans from 10 banks, each of which has an internal
rating system. As discussed in more detail in the Appendix to Chapter 13,
bank internal rating systems rate the credit risk of the borrower on a numer-
ical scale (e.g., 1 to 10, where 1 is the best credit and 10 is the worst). The
internal rating is based on the bank’s assessment, supported by historical
data, of either the probability of default, PD (unitary scale), or both PD
and the loss given default, LGD (dual scale). A regulator can stress test the
accuracy of the bank’s internal rating process by comparing the rating
of a particular company, say IBM, using 10 different banks’ internal
ratings (normalized to the same scale). In this way, an extreme outlier
can be identified and the bank regulator can then penalize the bank by re-
jecting the accuracy of the bank’s internal ratings model. This may
cause the bank to lose the ability to use its internal ratings to calculate
its capital for credit risk capital requirements, as specified in the Basel II
Capital Accord (see Chapter 13). This will also increase the penalized
bank’s capital requirement.

The accuracy of internal ratings models is difficult to assess, however,
because of the potential for either highly rated borrowers to default or
borrowers with low ratings to repay their loans. That is, there is an overlap
between the defaulting and nondefaulting internal ratings, as shown in
Figure 10.1.

A banker may choose the cut-off point C so that all loan applicants
with scores below C will be denied loans because they are expected to de-
fault, and all applicants with scores above C will be granted loans. How-
ever, Figure 10.1 shows that some successful loan applicants will default,
whereas some denied loans (the cross-hatched area) would not have
defaulted. The question is to determine the correct cut-off point C that will
maximize the hit rate while minimizing the false alarm rate. The hit rate for
a cut-off point C, HR(C) is calculated as

HRðCÞ ¼ HðCÞ=ND
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where H(C) is the number of defaulters correctly predicted using cut-off
point C, and ND is the number of defaulters in the data sample. The false
alarm rate is

FARðCÞ ¼ FðCÞ=NND

where F(C) is the number of nondefaulters incorrectly forecast as defaulters
using cut-off point C (i.e., the cross-hatched area in Figure 10.1) and NND is
the number of nondefaulters in the sample.

Figure 10.2 shows how the accuracy of an internal ratings model can be
determined by comparing the hit rate to the false alarm rate. The receiver op-
erating characteristic (ROC) curve is drawn by plotting the hit rate and false
alarm rate for each cut-off point C. The perfect model always has a hit rate of
100 percent and a 0 percent false alarm rate for any cut-off point C. The ran-
dom model (a 45 degree line) has the accuracy of tossing a coin: 50 percent hit
rate and 50 percent false alarm rate. Actual internal ratings models are some-
where between these two extremes, as shown in Figure 10.2. The larger the
area under the ROC curve, the more accurate the internal ratings model.6

T ime -Ser i e s versus Cross -Sec t i o na l S t ress
Tes t i n g

In a recent set of papers, Granger and Huang (1997), at a theoretical level,
and Carey (1998, 2000) and Lopez and Saidenberg (1998), at a simulation/
empirical level, show that stress tests similar to those conducted across time
for market risk models can be conducted using cross-sectional or panel
data for credit risk models. In particular, suppose that in any given year a
bank has a sample of N loans in its portfolio, where N is large. By repeated
subsampling of the total loan portfolio, it is possible to build up a cross-

FIGURE 10.1 The Overlap in Internal Ratings Systems
Source: BIS (2005), page 37.
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sectional distribution of expected losses, unexpected losses, and the full
probability density function of losses. By comparing cross-sectional sub-
portfolio loss distributions with the actual full-portfolio loss distribution, it
is possible to generate an idea of the predictive accuracy of a credit risk
model. For example, if the model is a good predictor or forecaster, the
mean average loss rate and the mean 99th percentile loss rate from 10,000
randomly drawn sub-portfolios of the total loan portfolio should be pretty
close to the actual average and 99th percentile loss rates on the full loan
portfolio experienced in that year. Indeed, different models may have differ-
ent prediction errors, and the relative size of the prediction errors can be
used to judge the best model (see Lopez and Saidenberg [2000] and Carey
[2000]).

A number of statistical issues arise with cross-sectional stress testing,
but these are generally similar to those that arise with time-series stress test-
ing (or back-testing). The first issue is that the number of loans in the port-
folio has to be large. For example, Carey’s (2000) sample is based on
30,000 privately placed bonds held by a dozen life insurance companies
during 1986 to 1992, a period during which over 300 credit-related events
(defaults, debt restructurings, and so on) occurred for the issuers of the
bonds. The subsamples chosen varied in size; for example, portfolios of
$0.5 billion to $15 billion in size containing no more than 3 percent of the
bonds of any one issuer. Table 10.1 shows simulated loss rates from 50,000
subsample portfolios drawn from the 30,000 bond population. Sub-
portfolios were limited to $1 billion in size. Using a Moody’s database of

FIGURE 10.2 Measuring the Accuracy of Internal Ratings Models
Source: Bank for International Settlements (2005), page 38.
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bond ratings and defaults during 1970–1998, Carey (2000) constructs $5
billion subportfolios composed of around 500 bonds and estimates loss dis-
tributions under a default mode (DM) model.

The loss rates in Table 10.1 vary by year. In 1991, which was the
trough of the last U.S. recession, 50,000 simulated portfolios containing
below-investment-grade (rated lower than BBB) bonds produced a (mean)
99 percent loss rate of 8.04 percent, which is quite close to the BIS 8 percent
risk-based capital requirement. However, notice that in relatively good years
(e.g., 1986–1989), the 99 percent loss rate was much lower at 5.11 percent.
Carey (2000) also shows that capital ratios in bad years must be about
175 percent of those in good years if capital is set to cover unexpected losses
computed at the 99 percent VAR level.7

A related issue is the representativeness of any given year or subperiod
chosen to evaluate statistical moments such as the mean (expected) loss rate
and the 99 percent unexpected loss rate. Suppose we look at 1991, a reces-
sion year. A set of systematic and unsystematic risk factors likely deter-
mined the intensity of the recession. The more a recession year reflects

TABLE 10.1 Loss Rate Distribution When Monte Carlo Draws Are From Good
versus Bad Years

Portfolio Characteristics Simulated Portfolio Loss Rates Percent

Percent
Rated

Below

Years Used

in Monte
At Loss Distribution Percentiles

BBB Carlo Mean 95 97.5 99 99.5 99.9 99.95

0% Good:
1986–1989

0.09 0.53 0.74 1.40 1.46 1.98 2.14

0% Bad:
1990–1992

0.15 0.87 1.26 1.45 1.59 2.22 2.28

0% Very bad:
1991

0.16 0.91 1.40 1.54 1.67 2.28 2.36

100% Good:
1986–1989

1.73 4.18 4.63 5.11 5.43 5.91 6.05

100% Bad:
1990–1992

2.53 5.59 6.31 7.19 7.82 8.95 9.33

100% Very bad:
1991

3.76 6.68 7.30 8.04 8.55 9.72 10.19

Source: Carey (1998).
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systematic rather than unsystematic recession risk factors, the more repre-
sentative the loss experience of that year is, in a predictive sense, for future
bad recession years. This suggests that some type of screening tests need to
be conducted on various recession years before a given year’s loss experi-
ence is chosen as a benchmark for testing predictive accuracy among credit
risk models and for calculating capital requirements.8

A second issue is the effect of outliers on simulated loss distributions. A
few extreme outliers can seriously affect the mean, variance, skewness, and
kurtosis of an estimated distribution, as well as the correlations among the
loans implied in the portfolio. In a market risk model context, Stahl (1998)
has shown how only 5 outliers out of 1,000, in terms of foreign currency
exchange rates, can have a major impact on estimated correlations among
key currencies. With respect to credit risk, the danger is that a few big de-
faults in any given year could seriously bias the predictive power of any
cross-sectional test of a given model.

Carey (2000) demonstrates the importance of portfolio granularity
(large disparities in loan sizes within the portfolio) on unexpected loss dis-
tributions. Table 10.2 shows that expected losses are relatively unaffected,
but that unexpected losses, particularly in the extreme 99.9 percent extreme
tails of the distribution, are sensitive to both the size disparity across loans
(see rows 1 and 2 of Table 10.2) and large loans to single borrowers (See
rows 3 and 4 of Table 10.2).

A third issue deals with variability in LGDs across time and across debt
instruments.9 Table 10.3 shows the wide range of weighted-average LGDs
over the period 1978–2001. LGD also varies across industry sectors over
time. For example, the telecommunications sector experienced a historically
high 88 percent LGD during the second quarter of 2001 (see Altman and
Karlin [2001b]). Carey (2000) finds that assumptions about LGD signifi-
cantly affect the loan portfolio’s loss distribution. For example, allowing
LGD to vary causes unexpected losses at the 99 percent tail of the loss

TABLE 10.2 The Impact of Loan Size Distribution on Portfolio Losses

Simulation Parameters Mean 95% 99% 99.5% 99.9%

Base case, 500 loans, random sizes 0.67 2.01 2.98 3.39 4.34

Base case, 500 loans, equal sizes 0.65 1.73 2.37 2.58 2.98

Base case, no one-borrower limit 0.66 2.09 3.38 4.16 7.81

Base case, 5% limit on lending to a
single borrower

0.66 2.11 3.14 3.55 4.43

Source: Carey (2001b), Tables 6 and 7.
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distribution to increase from 0.64 percent (assuming a fixed LGD of 10 per-
cent for all senior debt and a fixed LGD of 5 percent for all senior debt
restructurings) to 3.18 percent for variable LGDs (assuming a mean LGD
of 44 percent for senior debt and a mean LGD of 22 percent for senior debt
restructurings). Moreover, Fraser (2000) uses CreditMetrics to stress test a
portfolio of 331 liquid Eurobonds for LGD sensitivity, finding a significant
0.048 percent increase in portfolio 99 percent VAR for every 1 percent in-
crease in expected LGD.

Stress tests of other model parameters show less sensitivity. For exam-
ple, Fraser (2000) finds that a 1 percent increase in constant correlations
assumed for a Eurobond portfolio causes a 0.026 percent increase in Credit-
Metrics’ estimate of 99 percent VAR, but that the impact was non-mono-
tonic; for certain ranges, as correlations increased, some risk measures
actually decreased. Moreover, Carey (2000) finds that the distribution of
obligors across industries (with different cross-correlations) does not have
much of an impact on unexpected loss estimates.

US ING THE A LGOR I THM ICS
MARK - TO - FUTURE MODEL

Back-testing often takes the form of scenario analysis. That is, how will a
credit risk model perform under different market scenarios? Stress testing,
in particular, focuses on the extreme crisis scenarios. Algorithmics Mark-
to-Future (MtF) is a scenario-based model that focuses on estimating each
asset’s risk and return characteristics under thousands of different scenarios
corresponding to all major risk factors, ranging from market risk to opera-
tional risk to credit risk. For example, Algorithmics MtF can create 5 to 20
extreme scenarios corresponding to historical market crashes using 50 to
200 systemic market and credit factors in order to conduct credit risk stress
tests over time horizons between 1 and 10 years. MtF differs from other
credit risk measurement models in that it views market risk and credit risk
as inseparable.10 Stress tests show that credit risk measures are quite sensi-
tive to market risk factors.11 Indeed, it is the systemic risk parameters that
drive creditworthiness in MtF.12

Dembo et al. (2000) offer an example of credit risk stress testing using
MtF for a BB-rated swap obligation (see Figure 10.3). The firm’s credit
risk is estimated using a Merton model of default; that is, a creditworthi-
ness index (CWI) is defined that specifies the distance to default as the dis-
tance between the value of the firm’s assets and a (non-constant) default
boundary.13 Figure 10.3 shows the scenario simulation of the CWI,
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illustrating two possible scenarios of firm asset values: In scenario 1 the
firm defaults in year 3, while in scenario 2 the firm remains solvent for
the next 10 years. The default date under each scenario is represented by
the point at which the firm’s asset value first hits the default boundary.14

MtF assumes that the CWI follows a geometric Brownian motion stan-
dardized to have a mean of zero and a variance of one. The basic building
block of the CWI is the unconditional cumulative default probability for
typical BB-rated firms, obtained using the Merton model (as discussed in
Chapter 4). Using the unconditional default probabilities as a foundation, a
conditional cumulative default probability distribution is generated for each
scenario. That is, the sensitivity of the default probability to scenario risk
factors is estimated in the following manner. For example, suppose that the
unconditional likelihood of default within five years for a BB firm is 9.6 per-
cent. Choose a particular scenario of the time path of the S&P 500 and six-
month U.S. Treasury rates over the next 10 years. This is the credit driver.
Suppose that in this particular scenario (call it scenario 9, or S9), the credit
driver decreases about 1.2 standard deviations in five years. What is the im-
pact of the decline in the credit driver represented in S9 on the default risk
of this BB-rated firm?

MtF estimates all BB-rated firms’ historical sensitivity to the credit
driver using a multifactor model that incorporates both systemic and
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FIGURE 10.3 Merton Model of Default
Source: Dembo et al., (2000), page 68.
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idiosyncratic credit factors. If the results of the multifactor model suggest
that the obligor has a positive correlation to the credit driver, then the
swap’s credit quality is expected to decrease under this scenario. The condi-
tional cumulative default probability is calculated based on the results of
the multifactor model. In this example, the BB firm’s five-year probability
of default increases from 9.6 percent to 11.4 percent under scenario S9. Fig-
ure 10.4 shows the return on the BB swap obligation over the next 10 years
using the conditional default probabilities obtained for S9. This process is
replicated for several scenarios. Figure 10.5 shows the conditional default
probabilities for 10 different credit driver scenarios. A return distribution
can be derived using the full range of possible scenarios.

The results for scenario S9 depend on the assumption that systemic risk
explains 5 percent of the total variance of the CWI, with idiosyncratic
risk explaining the remaining 95 percent. If, by contrast, systemic risk
accounted for 80 percent of the variance, the five-year conditional default
probability under scenario S9 would have been 44.4 percent instead of
11.4 percent. Therefore, conditional default probabilities have higher vola-
tility when the systemic risk component is greater.
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STRESS TEST ING U .S . BANKS IN 2009

Concerns about the stability of the U.S. banking system in the wake of
the financial crisis of 2007–2009 led the Federal Reserve, together with
the Federal Deposit Insurance Corporation (FDIC) and the Office of the
Comptroller of the Currency (OCC), to require the 19 largest U.S. banks
to conduct an unprecedented stress test exercise from February through
April 2009 (formally called the Supervisory Capital Assessment Program,
or SCAP). All banks with more than $100 billion in year-end assets as of
December 2008 were required to participate, representing two-thirds of
the assets and more than one half of the loans in the U.S. banking system
at the time. Banks were required to conduct a ‘‘what if’’ exercise to fore-
cast their credit losses and revenues under two alternative economic
scenarios:

1. The baseline scenario, set equal to the average projections published by
Consensus Forecasts, the Blue Chip Survey, and the Survey of Profes-
sional Forecasters as of the start of the stress test.

2. The adverse scenario, set by banking supervisors to reflect a longer and
deeper recession than expected by market forecasters.
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Table 10.4 shows the macroeconomic assumption in the two alterna-
tive scenarios.15 Figure 10.6 shows the assumed distribution of macro-
economic scenario changes over the two-year forecasting period.

Banks were instructed to calculate their projected losses going forward,
not including losses already booked until the end of 2008.16 They were told
to forecast expected losses under the loss reserve provisions of accrual
accounting, which require the bank to write down the loan value if repay-
ment becomes doubtful, but not to reflect liquidity-driven declines in mar-
ket values.17 There were 12 separate loan categories covered in the stress
test: three types of first lien mortgages (prime, Alt-A, and subprime); two
types of second/junior lien mortgages (closed-end and home equity lines of

TABLE 10.4 Economic Scenarios: Baseline and More Adverse Alternatives

2009 2010

Real GDPa

Average Baselineb �2.0 2.1

Consensus Forecasts �2.1 2.0

Blue Chip �1.9 2.1

Survey of Professional Forecasters �2.0 2.2

Alternates More Adverse �3.3 0.5

Civilian unemployment ratec

Average Baselineb 8.4 8.8

Consensus Forecasts 8.4 9.0

Blue Chip 8.3 8.7

Survey of Professional Forecasters 8.4 8.8

Alternative More Adverse 8.9 10.3

House pricesd

Baseline �14 �4

Alternative More Adverse �22 �7

aPercent change in annual average.
bBaseline forecasts for real GDP and the unemployment rate equal the average of
projections released by Consensus Forecasts, Blue Chip, and Survey of Professional
Forecasters in February.
cAnnual average.
dCase-Shiller 10-City Composite, percent change, fourth quarter of the previous
year to fourth quarter of the year indicated.

Source: Board of Governors of the Federal Reserve System, The Supervisory Capital
Assessment Program: Design and Implementation, April 24, 2009, 6.
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FIGURE 10.6 GDP and Unemployment Projections
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credit, or HELOCs); commercial and industrial (C&I) loans; three types of
commercial real estate (CRE) loans (construction, multifamily, and non-
farm nonresidential); credit cards; other consumer loans; and other loans.
For example, the banks were required to provide to regulators detailed data
for their residential loan portfolio (separating first mortgages, HELOCs,
and closed-end second mortgages) on loan-to-value ratios, FICO scores, ge-
ography, documentation level, year of origination, and so on.

Banks were also required to forecast the resources available to cover
projected losses. These resources consist of pre-provision net revenue
(PPNR) and allowances for loan and lease losses (ALLL) combined with
existing capital. The test specified that resources must exceed anticipated
losses under both scenarios and still leave sufficient capital to exceed mini-
mum regulatory capital standards. To determine capital requirements, the
stress test focused on common stockholders’ equity and Tier 1 capital, con-
sisting of common stockholders’ equity, qualifying perpetual preferred
stock, and certain other assets (subject to limits). The focus of the recom-
mendations was on ascertaining whether the banks had sufficient Tier 1
common stockholders’ equity capital to withstand a substantial economic
downturn.

FIGURE 10.6 (Continued)
Source: Board of Governors of the Federal Reserve System, The Supervisory Capital
Assessment Program: Design and Implementation, April 24, 2009, 7.
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TABLE 10.5 Capital Assessment Program for 19 U.S. Bank Holding Companies
($ Billions)

AmEx BofA BB&T BNYM CapOne Citi FifthThird

Tier 1 capital 10.1 173.2 13.4 15.4 16.8 118.8 11.9

Tier 1 common capital 10.1 74.5 7.8 11.0 12.0 22.9 4.9

Risk-weighted assets 104.4 1,633.8 109.8 115.8 131.8 996.2 112.6

Estimated for 2009 and 2010 for the more

adverse scenario

Total less estimates (before purchase

accounting adjustments)

11.2 136.6 8.7 5.4 13.4 104.7 9.1

First lien mortgages -na- 22.1 1.1 0.2 1.8 15.3 1.1

Second/Junior lien mortgages -na- 21.4 0.7 -na- 0.7 12.2 1.1

Commercial and industrial loans -na- 15.7 0.7 0.4 1.5 8.9 2.8

Commercial real estate loans -na- 9.4 4.5 0.2 1.1 2.7 2.9

Credit card loans 8.5 19.1 0.2 -na- 3.6 19.9 0.4

Securities (AFS and HTM) -na- 8.5 0.2 4.2 0.4 2.9 0.0

Trading and counterparty -na- 24.1 -na- -na- -na- 22.4 -na-

Othera � 2.7 16.4 1.3 0.4 4.3 20.4 0.9

Total Less Rate on Loansb 14.3% 10.0% 8.6% 2.6% 11.7% 10.9% 10.5%

First lien morgages -na- 6.8% 4.5% 5.0% 10.7% 8.0% 10.3%

Second/Junior lien mortgages -na- 13.5% 8.6% -na- 19.9% 19.5% 8.7%

Commercial and industrial loans -na- 7.0% 4.5% 5.0% 9.7% 5.8% 11.0%

Commercial real estate loans -na- 9.1% 12.6% 9.9% 6.0% 7.4% 13.9%

Credit card loans 20.2% 23.5% 18.2% -na- 18.2% 23.0% 22.3%

Memo: Purchase accounting adjustments 0.0 13.3 0.0 0.0 1.5 0.0 0.0

Resources other than capital to aboard losses

in the more adverse scenarioc
11.9 74.5 5.5 6.7 9.0 49.0 5.5

SCAP buffer added for more adverse scenario

(SCAP buffer is defined as additional Tier 1

common/contingent common)

Indicated SCAP buffer as of December 31,

2008

0.0 46.5 0.0 0.0 0.0 92.6 2.6

Less: Capital actions and effects of Q1

2009 resultsd,e,f,g
0.2 12.7 0.1 �0.2 �0.3 87.1 1.5

SCAP bufferh,i,j 0.0 33.9 0.0 0.0 0.0 5.5 1.1

a Includes other consumer and non-consumer loans and miscellaneous commitments and obligations
b Includes losses on other consumer and non-consumer loans
c Resources to aboard losses include pre-provision net revenue less the change in the allowance for loan and lease losses
d Capital actions include completed or contracted transactions since Q4 2008
e For BofA, includes capital benefit from risk-weighted asset impact of eligible asset guarantee
f For Chi, includes impact of preferred exchange offers announced on February 27, 2009
g Total includes only capital actions and effects of Q1 2009 results for firms that need to establish a SCAP buffer
h There may be a need to establish an additional Tier 1 capital buffer, but this would be satisfied by the additional Tier 2

Common capital buffer unless otherwise specified for a particular BHC
i GMAC needs to augment the capital buffer with $11.5 billion of Tier 1 Common/contingent Common of which $9.1 billion

must be new Tier 1 capital
j Regions needs to augment the capital buffer with $2.5 billion of Tier 2 Common/contingent Common of which $400 million

must be new Tier 2 capital

Note:Numbers may not sum up to 1 due to rounding.

Source: Board of Governors of the Federal Reserve System, The Supervisory Capital Assessment Program: Design and

Implementation, April 24, 2009, 9.
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GMAC Goldman JPMC KeyCorp MetLife

Morgan

Stanley PNC Regions

State

St SunTrust USB Wells Total

17.4 55.9 136.2 11.6 30.1 47.2 24.1 12.1 14.1 17.6 24.4 85.4 836.7

11.1 34.4 87.0 6.0 27.8 17.8 11.7 7.6 10.8 9.4 11.8 33.9 412.5

172.7 464.8 1,337.5 106.7 326.4 310.6 250.9 116.3 69.6 162.0 230.6 1,082.3 7,814.8

9.2 17.8 97.4 6.7 9.6 19.7 18.8 9.2 8.2 11.8 15.7 86.1 599.2

2.0 -na- 18.8 0.1 0.0 -na- 2.4 1.0 -na- 2.2 1.8 32.4 102.3

1.1 -na- 20.1 0.6 0.0 -na- 4.6 1.1 -na- 3.1 1.7 14.7 83.2

1.0 0.0 10.3 1.7 0.0 0.1 3.2 1.2 0.0 1.5 2.3 9.0 60.1

0.6 -na- 3.7 2.3 0.8 0.6 4.5 4.9 0.3 2.8 3.2 8.4 53.0

-na- -na- 21.2 0.0 -na- -na- 0.4 -na- -na- 0.1 2.8 6.1 82.4

0.5 0.1 1.2 0.1 8.3 -na- 1.3 0.2 1.8 0.0 1.3 4.2 35.2

-na- 17.4 16.7 -na- -na- 18.7 -na- -na- -na- -na- -na- -na- 99.3

4.0 0.3 5.3 1.8 0.5 0.2 2.3 0.8 6.0 2.1 2.8 11.3 83.7

6.6% 0.9% 10.0% 8.5% 2.1% 0.4% 9.0% 9.1% 4.4% 8.3% 7.8% 8.8% 9.1%

10.2% -na- 10.2% 3.4% 5.0% -na- 8.1% 4.1% -na- 8.2% 5.7% 11.9% 8.8%

21.2% -na- 13.9% 6.3% 14.1% -na- 12.7% 11.9% -na- 13.7% 8.8% 13.2% 13.8%

2.7% 1.2% 6.8% 7.9% 0.0% 2.4% 6.0% 7.0% 22.8% 5.2% 5.4% 4.8% 6.1%

33.3% -na- 5.5% 12.5% 2.1% 45.2% 11.2% 13.7% 35.5% 10.6% 10.2% 5.9% 8.5%

-na- -na- 22.4% 37.9% -na- -na- 22.3% -na- -na- 17.4% 20.3% 26.0% 22.5%

0.0 0.0 19.9 0.0 0.0 0.0 5.9 0.0 0.0 0.0 0.0 23.7 64.3

�0.5 18.5 72.4 2.1 5.6 7.1 9.6 3.3 4.3 4.7 13.7 60.0 362.9

6.7 0.0 0.0 2.5 0.0 8.3 2.3 2.9 0.0 3.4 0.0 17.3 185.0

�4.8 7.0 2.5 0.6 0.6 6.5 1.7 0.4 0.2 1.3 0.3 3.6 110.4

11.5 0.0 0.0 1.8 0.0 1.8 0.6 2.5 0.0 2.2 0.0 13.7 74.6
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The results of the stress test show that the aggregate losses at the top 19
U.S. banks could equal $600 billion during 2009 and 2010 under the ad-
verse economic scenario. Although the aggregate resources available to
meet these losses was estimated at $835 billion, additional capital totaling
$74.6 billion was required for 10 of the 19 banks. Therefore, 9 of the banks
were found to have sufficient capital to withstand the adverse economic sce-
nario, and the banking system as a whole (as measured by the largest 19
banks) was found to be fundamentally solvent.

Table 10.5 shows the results of the stress test for each of the 19 banks.
The banks that passed the stress test (i.e., those which required no addi-
tional SCAP buffer as shown in the last row of Table 10.5) were American
Express, BB&T Corporation, Bank of New York Mellon, Capital One Fi-
nancial Corporation, Goldman Sachs Group, JPMorgan Chase, MetLife,
State Street Corporation and U.S. Bancorp. Figure 10.7 shows each bank’s
total projected losses as a fraction of year-end 2008 risk-weighted assets.18

Banks with capital deficiencies, according to the stress test scenario,
were required to provide a plan for resolving their deficiencies within 30
days, to be implemented within six months. The banks that passed the stress
test quickly (as of June 2009) repaid the funds granted to them in October
2008 under the Troubled Asset Relief Program (TARP), see Chapter 3.
However, companies such as JPMorgan Chase and Morgan Stanley have to

FIGURE 10.7 Supervisor Estimates of Total Losses to Risk-Weighted Assets for
More Adverse Scenario
Source: Board of Governors of the Federal Reserve System, The Supervisory Capital
Assessment Program: Overview of Results, May 7, 2009, 10.
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find a price to repurchase the warrants issued to the government in order to
completely exit the TARP.

It might be noted that this stress test exercise has not been without its
critics. In particular, by defining capital measures that include perpetual
preferred stock and various intangibles and ‘‘other assets,’’ the capital mea-
sures were in all probability biased upwards. Moreover, the risk-weighted
assets denominator had credit risk weights reflecting the precrisis exposures
of securitized assets as per the 2006 Basel II model. This would have biased
the denominator of the Tier 1 capital ratio downwards and the calculated
capital ratios upwards.

SUMMARY

A key measure of the usefulness of internal credit risk models is their predic-
tive ability. Tests of predictive ability, such as back-testing, are difficult for
credit risk models because of the lack of data for a sufficiently long time
series. Nevertheless, given a large and representative (in a default risk sense)
loan portfolio, it is possible to stress test credit risk models by using cross-
sectional subportfolio sampling techniques that provide predictive informa-
tion on average loss rates and unexpected loss rates. Moreover, the predic-
tive accuracy, in a cross-sectional sense, of different models can be used to
choose among different models. In the future, wider-panel data sets and
even time-series of loan loss experience are likely to be developed by banks
and/or consortia of banks.

Another approach to credit risk stress testing that avoids the problem of
data limitations is the scenario analysis approach, such as that adopted by
Algorithmics Mark-to-Future. Credit drivers, composed of market risk fac-
tors, are used to estimate conditional default probabilities. Varying the
credit driver scenario causes changes in conditional default probabilities
which are then used to determine a creditworthiness index. Scenarios can
also be chosen to replicate extreme events in order to stress test the portfo-
lio’s credit risk exposure.

The stress tests conducted by bank regulators during the early part of
2009 consisted of a forward-looking forecast of credit losses and revenues
under several economic scenarios. The results showed that the aggregate
worst-case losses under adverse economic conditions could be met by re-
sources (revenues and shareholders’ equity) for the largest 19 companies in
the U.S. banking system. However, 9 out of 19 banks were required to raise
additional capital totaling $75 billion.
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CHAPTER 11
RAROC Models

INTRODUCT I ON

Today, virtually all major banks and financial institutions (FIs) have devel-
oped risk-adjusted return on capital (RAROC) models to evaluate the prof-
itability of various business lines, including their lending. The RAROC
concept was first introduced by Bankers Trust in the 1970s. The recent
surge among banks and other FIs to adopt proprietary forms of the RAROC
approach can be explained by two major forces: (1) the demand by stock-
holders for improved performance, especially the maximization of share-
holder value, and (2) the growth of FI conglomerates built around separate
business units (or profit centers).1 These two developments have been the
impetus for banks to develop a measure of performance that is comparable
across business units, especially when the capital of the bank is both costly
and limited.

WHAT IS RAROC?

In terms of modern portfolio theory (MPT), RAROC can best be thought of
as a Sharpe ratio for business units, including lending. Its numerator, as
explained below, is some measure of adjusted income over either a future
period (the next year) or a past period (the previous year). The denominator
is a measure of the unexpected loss or economic capital at risk (VAR) as a
result of that activity. Thus:

RAROC ¼ Adjusted income

Capital at risk
ð11:1Þ

In this chapter, we concentrate on the measurement of RAROC in
terms of lending, although, as noted earlier, it can be applied across all areas
of the bank.2 Once calculated, the RAROC of a loan can be compared with
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some hurdle rate reflecting the bank’s cost of funds or the opportunity cost
to stockholders for holding equity in the bank. Thus, in some RAROCmod-
els, the hurdle rate is the bank stockholders’ required return on equity
(ROE); in others, it is some measure of the weighted-average cost of capital
(WACC).3

If

RAROC > Hurdle rate ð11:2Þ
then the loan is viewed as value-adding, and scarce bank capital should be
allocated to the activity.4

Because RAROC historically has been calculated on a stand-alone
basis, without incorporating correlations among activities, the number of
projects/activities satisfying equation (11.2) often exceeds the available
(economic) capital of the bank. It may take time to raise new equity to fund
all valuable projects (in a RAROC sense), so a second-round allocation of
economic capital usually takes place (see Dermine [1998] and Crouhy,
Turnbull, and Wakeman [1998]).5 This is to calculate a weight (wi) for
activity i such that:

wi ¼ ECBPn
i¼1

ECj

ð11:3Þ

where ECB is the available economic capital of the bank and ECi is the
stand-alone economic capital allocation to the viable (acceptable) projects
under equation (11.2).6 Marginal economic capital allocated for the ith
business unit is wiECi and across all business units the following holds:

Xn
i¼1

wiECi ¼ ECB

RAROC , ROA , AND RORAC

Before looking at the different forms that RAROC can take, it is worth-
while to briefly compare RAROC with return on assets (ROA) and return
on risk-adjusted capital (RORAC). The formulas for these alternative
(loan) performance measures are:

ROA ¼ Adjusted income

Assets lent
ð11:4Þ
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RORAC ¼ Adjusted income

BIS risk-based capital requirement
ð11:5Þ

All three measures—RAROC, ROA, and RORAC—calculate income
in a similar fashion, but they differ in the calculation of the denominator.
Thus, ROA, a traditional measure of performance, completely ignores the
risk of the activity of lending, and uses assets lent as the denominator.
RORAC uses the Bank for International Settlements (BIS) regulatory capital
requirement as a measure of the capital at risk from the activity. Under BIS I
for private-sector loans, this meant taking the book value of the outstanding
loan and multiplying it by 8 percent. Under Basel II the relevant capital
amount will depend on the model used (standardized or internal ratings-
based) and potentially the PD, LGD, and maturity of the loan. By compari-
son, the alternative forms of RAROC discussed in the next section seek to
more accurately measure the economic or VAR exposure from lending ac-
tivity. To the extent that the BIS II regulatory proposals are successful at
more accurately assessing a capital requirement that covers the credit risk
of the loan portfolio, RORAC measures should approach RAROC mea-
sures upon adoption of the new capital standards.

ALT ERNAT I V E FORMS OF RAROC

We subsequently discuss the two components of the RAROC ratio: the
numerator and the denominator.

The Numera t or

As shown in equation (11.1), the numerator reflects the adjusted expected
one-year income on a loan. The numerator can reflect all or a subset of the
factors in equation (11.6):

Adjusted income ¼ �
Spread þ Fees� Expected loss�Operating costs

�
1� tð Þ
ð11:6Þ

The spread term reflects the direct income earned on the loan—essen-
tially, the difference between the loan rate and the bank’s cost of funds. To
this should be added fees directly attributable to the loan over the next year.
For example, loan origination fees would be added, as would commitment
fees. There are, however, a number of gray areas. Suppose, in making a loan
to a small business, the small business brings its asset management business
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to the bank (the customer relationship effect) and that business also gener-
ates annual fees. A lending officer may view these asset management fees as
part of the loan’s profitability, and thus include it in the loan’s RAROC
calculation. The banks asset manager will also claim some of the fees, as
part of his RAROC calculation for the asset management unit. The danger
is that fees will be double- or triple-counted. A very careful allocation of
fees via some allocation matrix is needed, so as to avoid the double-count-
ing problem.7

In many RAROCmodels, two deductions are commonly made from the
spread and fees, in order to calculate adjusted income. The first recognizes
that expected losses are part of normal banking business and therefore
should be deducted from direct income. One way to do this would be to use
a KMV-type model where:

Expected lossi ¼ EDFi � LGDi ð11:7Þ

Alternatively, some annual accounting-based loss reserves can be allo-
cated to the loan. As Dermine (1998) notes, this can bias the calculation if
there is a link between the loan’s maturity and the size of annual loss
reserves. Finally, some RAROC models deduct measures of a loan’s operat-
ing costs, such as a loan officer’s time and resources in originating and mon-
itoring the loan. In practice, a precise allocation of such costs across loans
has proved to be very difficult.

Finally, equation (11.6) computes the asset’s after-tax adjusted income,
where t is often set equal to the statutory tax rate. However, Nakada et al.
(1999) use the effective corporate tax rate to measure the tax penalty associ-
ated with the double taxation of returns—once at the corporate level and
again at the shareholder level.8 More precisely, however, the appropriate
tax rate should be the asset’s effective marginal tax rate. That is, all else
being equal, shareholders would prefer the project with the lower effective
tax rate if different earning streams are subject to differential tax
treatments.

The Denom i na t or

Historically, two approaches have emerged to measure the denominator
of the RAROC equation or economic capital at risk.9 The first approach,
following Bankers Trust, develops a market-based measure. The second,
following Bank of America, among others, develops an experiential or his-
torically based measure.

The original Bankers Trust approach was to measure capital at risk as be-
ing equal to the maximum (adverse) change in the market value of a loan (L)
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over the next year. Starting with the duration equation:

DL

L
¼ �DL

DR

1þ RL
ð11:8Þ

where DL/L is the percentage change in the market value of a loan expected
over the next year, DL is the Macauley duration of the loan, and DR/(1 þ RL)
is the expected maximum discounted change in the credit-risk premium on the
loan during the next year.10 We can rewrite the duration equation with the
following interpretation:

DL ¼ �DL � L � DR

1þ RL

� �
ð11:9Þ

The loan’s duration (say, 2.7 years) and the loan amount (say, $1 mil-
lion) are easily estimated. It is more difficult to estimate the maximum
change in the credit risk premium on the loan expected over the next year.
Publicly available data on loan risk premiums are scarce, so users of this
approach turn to publicly available corporate bond market data to estimate
credit risk premiums. First, a Standard and Poor’s (S&P) or other rating
agency’s credit rating (AAA, AA, and so on) is assigned to a borrower.
Thereafter, the risk premium changes for all the bonds traded in that partic-
ular rating class over the past year are analyzed. The DR in the RAROC
equation is then:

DR ¼ Max D Ri � RGð Þ > 0½ � ð11:10Þ

where D(Ri � RG) is the change in the yield spread between corporate bonds
of credit rating class i (Ri) and matched-duration U.S. Treasury bonds (RG)
over the past year. To consider only the worst-case scenario, the maximum
change in yield spread is chosen, as opposed to the average change.

As an example, let us evaluate the credit risk of a loan to an AAA-rated
borrower. Assume there are currently 400 publicly traded bonds in that
class (the bonds were issued by firms whose rating type is similar to that
of the borrower). The first step is to evaluate the actual changes in the
credit risk premiums (Ri � RG) on each bond for the past year. These

Dollar capital
risk exposure

or loss
amount

¼
Duration
of the
loan �

Risk amount
or loan
exposure �

Expected discounted
change in the credit
factor on the loan
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(hypothetical) changes are plotted in the frequency curve of Figure 11.1.
They range from a fall in the risk premium of 1 percent to an increase of
3.5 percent. Because the largest increase may be a very extreme (un-
representative) number, the 99 percent worst-case scenario is chosen (only
4 bonds out of 400 have risk premium increases exceeding the 99 percent
worst case). For the example shown in Figure 11.1, this is equal to 1.1
percent.

The estimate of loan (or capital) risk, assuming that the current average
level of rates on AAA bonds is 10 percent, is:

DL ¼ DL � L� DR

1þ RL

¼ � 2:7ð Þ $1millionð Þ :011

1:10

� �

¼ �$27; 000

ð11:11Þ

Thus, although the face value of the loan amount is $1 million, the risk
amount, or change in the loan’s market value due to a decline in its credit
quality, is $27,000.

To determine whether the loan is worth making, the estimated loan risk
is compared to the loan’s adjusted income. For simplicity, we ignore operat-
ing costs and marginal corporate tax rates here (although estimates of these

1% of All AAA Bonds

Frequency

+∆ Risk
Premium

(∆R )

−∆ Risk
Premium
(−∆R )

−1% +1.1% +3.5%0

FIGURE 11.1 Estimating the Change in the Risk Premium
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could be made). Suppose the annual projected adjusted income is as follows:

Spread ¼ 0:2% � $1million ¼ $2; 000
Fees ¼ 0:15% � $1million ¼ $1; 500

Expected loss ¼ 0:1% � $0:5million ¼ $ 500ð Þ
$3; 000

ð11:12Þ

The loan’s RAROC can then be calculated as:

RAROC ¼ One-year adjusted income on loan

Capital at risk DLð Þ ¼ $3; 000

$27; 000
¼ 11:1%

If this number exceeds the bank’s hurdle rate, the loan should be
made.11

Most banks, however, have adopted a different way to calculate the
denominator of the RAROC equation or capital at risk (unexpected loss).
The calculation usually involves experiential modeling based on a historic
database of loan (or bond) defaults. Essentially, for each type of borrower
the adjusted one-year income is divided by an unexpected default rate, and
the result is multiplied by the loss given default (LGD), where the un-
expected default rate is some multiple of the historic standard deviation of
default rates for such borrowers. The multiple of s used will reflect both the
desired credit rating of the bank and the actual distribution of losses. For
example, suppose the bank wants to achieve an AA rating and, on average,
only 0.03 percent of AA-quality firms default in a year. Consequently, the
amount of capital needed has to cover up to 99.97 percent of loan (asset)
losses. Based on the standardized normal distribution, the standard devia-
tion of losses (s) would have to be multiplied by 3.4. That is,12

Unexpected lossi ¼ 3:4� si � LGDi � Exposurei ð11:13Þ

However, as discussed in Chapters 4 through 8, loan loss distributions
tend to be skewed and have fat tails. Therefore, depending on the fatness of
the tail, the multiplier of s is increased. For example, Zaik, Walter, and
Kelling (1996) reported that Bank of America uses a multiplier of 6:

Unexpected lossi ¼ 6� si � LGDi � Exposurei ð11:14Þ

Others have argued for a multiplier as high as 10 if a bank wants to
achieve AAA status.13
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THE RAROC DENOM INATOR AND CORRE LAT I ONS

Neither the market-based version nor the experientially based version of the
RAROC denominator (depicted in equation (11.8) and (11.13), respectively)
allows for correlations (and thus diversification) among business line risks,
including lending.14 That the RAROC equation should take such correla-
tions into account can be seen by calculating the RAROC from a one-factor
capital asset pricing model (CAPM) that describes the equilibrium risk/return
trade-offs among assets and implicitly assumes that loans are tradable assets
like equities. This theoretical RAROC includes an adjustment for correlation
in its denominator. Specifically, following James (1996), Crouhy, Turnbull,
and Wakeman (1998), and Ho (1999), the CAPM states:

Ri � rf ¼ bi RM � rf
� � ð11:15Þ

where
Ri ¼ the return on a risky asset i
rf ¼ the risk-free rate15

RM ¼ the return on the market portfolio
bi ¼ the risk of the asset

and

bi ¼
siM

s2
M

¼ riMsisM

s2
M

¼ riMsi

sM
ð11:16Þ

where
siM ¼ covariance between the returns on risky asset i and the market

portfolioM
sM ¼ standard deviation of the return on the market portfolio
riM ¼ correlation between the returns on the risky asset i and the market

portfolio, where riMsisM ¼ siM by definition.

Substituting equation (11.16) into equation (11.15), we have:

Ri � rf ¼ riMsiMðRM � rf Þ=sM ð11:17Þ

And, rearranging the equation, we have:

Ri � rf
riMsi

¼ RM � rf
sM

RAROC ¼ Hurdle rate

ð11:18Þ

The left-hand side of equation (11.18) is the theoretical RAROC;
the right-hand side is the hurdle rate, the excess return on the market per
unit of market risk (or the market price of risk). As can be seen by setting
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riM = 1, the theoretical RAROC takes the stand-alone form employed by
most banks, which is also the traditional Sharpe ratio, (Ri � rf)/si, for a
risky asset.

This will clearly bias against projects for which (excess) returns (Ri � rf)
may be low but which have low correlations (riM) with the market portfo-
lio. Reportedly, some banks are building correlations into their RAROC de-
nominators. That is, they are measuring the unexpected loss as:

Unexpected lossi ¼ riM �Multiplier� si � LGDi � Exposurei ð11:19Þ
In doing so, two issues arise. First, looking at the correlation of the

loan’s return with the market (even if it can be estimated) may be erroneous
unless the bank is holding a very well-diversified portfolio of tradable assets
(i.e., liquid and marketable assets).16 Second, the RAROC formula
in (11.19) becomes non-implementable if riM lies in the range �1 � riM � 0.

Flaws in the preceding analysis emanate from the implied CAPM as-
sumption that once the loan’s unsystematic risk is diversified away, all that
remains is the loan’s systematic risk exposure to market risk. However, if
that were true, then the loan’s market risk might be more efficiently man-
aged and hedged using derivatives and there would be no need to allocate
capital using RAROC since risk, by implication, would largely be diversi-
fied away (at least for traded derivatives or organized exchanges and where
the basis risk is small). That is, the RAROC approach was developed to deal
with the risk of untraded and unhedgeable assets, such as loans, for which
the CAPM does not generally apply.

Banks specialize in information-intensive relationship lending activities
that cannot be efficiently offered by capital markets.17 Only a fraction of
the risk of these loans can be hedged using fairly priced currency and inter-
est rate derivatives. The remainder is often an illiquid credit risk compo-
nent, although the recent growth in the market for credit derivatives has
reduced this illiquid portion somewhat. The bank prices these two compo-
nents of risk differently. The market portion of the loan’s risk is priced in
the capital market and is based only on the loan’s correlation with system-
atic market risk factors, as stated previously. However, the nontraded or
illiquid credit risk component of the loan must be evaluated by each bank
individually, with the risk pricing based on the loan’s correlation with the
credit risk of the bank’s own portfolio. Since each bank’s portfolio will
have a different credit risk exposure, each bank will price a loan differently.
That is, a bank with a loan portfolio uncorrelated with the credit risk of the
proposed loan will offer the borrower more attractive terms than would a
bank with a portfolio of loans that is highly correlated with the credit risk
of the new loan. Froot and Stein (1998) decompose loan risk into tradable
and nontradable risk components using a two-factor model.
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Suppose that a bank has an opportunity to either accept or reject a loan
of a small amount relative to the total portfolio size.18 Froot and Stein
(1998) and James (1996) decompose the loan’s total risk e into a tradable,
market risk component, denoted eT, and a nontradable, illiquid credit risk
component, denoted eN, as follows:

e ¼ eT þ eN

By construction, the nontradable risk component eN is uncorrelated
with the market portfolio. In contrast, the tradable risk component eT is
fully priced using the CAPM. Froot and Stein (1998) show that the hurdle
rate, the required return on the loan, denoted m�, can be expressed as:19

m� ¼ g cov eT ;Mð Þ þG cov eN; ep
� � ð11:20Þ

where m� ¼ the loan’s hurdle rate
eT ¼ the tradable, market risk portion of the loan’s total risk
eN ¼ the nontradable, illiquid credit risk portion of the loan’s total

risk
ep ¼ the nontradable, illiquid credit risk portion of the entire loan

portfolio
M ¼ the systematic market risk factor
g ¼ the market unit price of systematic risk
G ¼ the bank’s level of risk aversion

It can be shown that g is simply the CAPM hurdle rate from equation
(11.18). That is,

g ¼ RM � rf
sM

Thus, the first term in equation (11.20), g cov(eT, M), is the market
price of the loan’s tradable risk component where the cov(eT, M) term
incorporates the covariance (implicitly the correlation) of the tradable risk
on the loan with the market.

Moreover, in the second additional term, G measures the impact on
shareholder wealth of marginal changes in the value of the bank’s portfolio.
If it is costly for the bank to raise external funds on short notice, then the
bank’s shareholders will be risk averse with respect to fluctuations in the
portfolio’s value.20 Thus, the second term in equation (11.20) is the cost to
bank shareholders in terms of capital at risk due to volatility stemming from
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the loan’s untradable risk component.21 Equation (11.20) can then be
restated as:

Hurdle rate ¼
Market price
of the loan’s
traded risk

þ
Bank shareholders’ cost

of capital to cover
nontradable risk

ð11:200Þ

The bank will make the loan only if the expected return on the loan (the
adjusted income) exceeds the risk-adjusted hurdle rate in equation (11.200).

RAROC AND EVA

Equation (11.200) illustrates the link between RAROC and economic value
added (EVA), which is a risk-adjusted performance measure increasingly
used by banks and other firms. In the context of lending, EVA requires a
loan to be made only if it adds to the economic value of the bank from the
shareholders’ perspective. In fact, an EVA formula can be directly devel-
oped from the RAROC formula.

Assume ROE is the hurdle rate for RAROC. Then a loan should be
made if:

RAROC > ROE ð11:21Þ

or

Spreadþ Fees� Expected loss�Operating costsð Þ
Capital at risk or economic capital Kð Þ > ROE

Rearranging, the EVA per dollar of the loan is positive if the net dollar
profit of loan returns exceeds the total dollar capital cost of funding; that is,

Spreadþ Fees� Expected loss�Operating costsð Þ � ROE� K � 0

SUMMARY

This chapter has discussed the RAROC model of lending (and other busi-
ness-unit) performance. RAROC is similar to a Sharpe ratio commonly ana-
lyzed in assessing the performance of risky assets and portfolios of risky
assets (such as mutual funds). There are two different approaches to calcu-
lating RAROC: (1) the market-based approach and (2) the experiential
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approach. A major weakness of the RAROC model is its explicit failure to
account for correlations. To correct this, we examine a two-factor model
that incorporates the loan’s correlation with the bank portfolio’s illiquid
credit risk exposure. This implies that bank capital is costly and therefore
that shareholders are averse to unhedgeable, illiquid credit risks. This is sup-
ported by the prevalence of RAROC-type models introduced in response to
shareholder initiatives.
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CHAPTER 12
Credit Derivatives

INTRODUCT I ON

Credit derivatives, such as asset securitization and credit default swaps, al-
low investors to separate the credit risk exposure from the lending process
itself. That is, banks can assess the creditworthiness of loan applicants, orig-
inate loans, fund loans, and even monitor and service loans without retain-
ing exposure to loss from credit events, such as default or missed payments.
This decoupling of the risk from the lending activity allows the market to
efficiently transfer risk across counterparties. However, it also loosens the
incentives to carefully perform each of the steps in the lending process. This
loosening of incentives has been an important factor leading to the global
financial crisis of 2007–2009, which has witnessed the aftereffects of poor
loan underwriting, shoddy documentation and due diligence, failure to
monitor borrower activity, and fraudulent activity on the part of both lend-
ers and borrowers.

Warren Buffett has termed derivatives ‘‘financial weapons of mass
destruction.’’1 He has decried the ‘‘daisy chain of risk’’ that is facilitated by
derivatives that require little payment up front but can represent large and
uncertain obligations in the future. This point of view has led some to call
for a ban on certain derivatives, although Warren Buffett admits that ‘‘the
derivatives genie is out of the bottle, and these instruments will almost cer-
tainly multiply in variety and number until some event makes their toxicity
clear.’’ However, the fundamental question is whether derivatives are the
cause of this ‘‘toxic’’ behavior, or merely the vehicle for excessive risk tak-
ing. If it is the latter, there will always be financial players who exploit the
system for personal gain, whether they have derivatives to accomplish their
nefarious goals.

In this chapter, we describe these controversial but important products
and discuss mechanisms for measuring and managing their risk exposures.
Financial securities in general, and credit instruments in particular,
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comprise a bundle of risks—for example, interest rate risk through duration
and convexity, credit risk through default and volatility of credit spreads,
and liquidity risk through embedded call options and market price volatil-
ity.2 It would clearly be inefficient if the only way to manage some portion
of these risk exposures was to sell the entire bond. Credit derivatives (as
well as other types of derivatives) improve financial outcomes by allowing
investors to separately manage each individual risk exposure. But, because
these instruments are powerful risk management tools, their power can be
abused. We should be able to retain the economic benefits of prudent use of
credit derivatives, while policing abuses.

CRED I T D E FAULT SWAPS

A credit default swap (CDS) is essentially an insurance policy on the face
value (notional value) of corporate debt (a bond or a loan) such that the
CDS buyer pays a premium in exchange for protection against loss from
credit events (e.g., default) on the underlying (reference) debt instrument.3

That is, in the event of default, the CDS seller must either pay the CDS
buyer some cash amount or transfer physical securities, depending upon the
method of settlement. Credit default swaps are customizable, over-
the-counter (OTC) contracts, although standardization enhances the trad-
ability (liquidity) of the contract.4 Thus, 5-year CDS contracts are most
prevalent, although 1-, 3-, 7-, and 10-year contracts are also traded.5

In contrast to actual insurance policies, there is no requirement that the
CDS buyer actually owns the underlying reference securities, and therefore
the notional value of CDS contracts in recent years has exceeded the total
value of the outstanding debt instruments. For example, Helwege et al.
(2009) report that the numerical amount of General Motors’ outstanding
debt was $20 billion less than the $65 billion CDS notional value. As of the
end of 2006, the Bank of England estimated total global corporate debt in-
struments (bonds plus loans) outstanding at $17.1 trillion. In contrast, the
BIS reported that single-name CDSs outstanding during the first half of
2007 had a total notional value exceeding $20 trillion.6 This has implica-
tions both for settlement of the CDS contract and systemic risk exposure.

The credit derivatives market has grown from an ad hoc attempt by
banks to transfer their risk exposure to an innovative dealer system that has
evolved into a standardized global market.7 Since 2007, the size of the OTC
derivatives market has grown, albeit at a reduced pace in the second half of
the year 2008. Figure 12.1 shows the size of the global OTC derivatives
market for the years 2006 through 2008. Although the market has grown
over this time frame, the second half of 2008 witnessed the first ever decline
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in notional value from $683.7 trillion to $592 trillion as of the end of 2008.
Out of this, CDSs represented $41.9 trillion, with $25.7 trillion in single-
name CDSs outstanding (a decline of 22.8 percent from six months prior)
and $16.1 trillion in multiname (basket) CDSs outstanding (a decline of
32.7 percent; see Figure 12.2).8 Table 12.1 shows the different credit deriv-
ative products in use over the 2000–2006 period. Figure 12.2 shows that
multiname CDSs surpassed single name CDSs, but have since retrenched
during the financial crisis of 2007–2009. However, as will be discussed later
in this chapter, increasingly popular multiname CDS vehicles are indexed
CDSs and synthetic CDOs, which use an index of corporate entities as the
reference securities.9

Similar to options, but different from non-credit-related swaps, the
risks on a credit swap are not symmetrical. That is, the protection buyer
(i.e., the buyer of the CDS) receives a payment upon the occurrence of a
credit event trigger, but the swap expires worthless if no trigger occurs.10 In
that event, the protection seller (i.e., the seller of the CDS) keeps the peri-
odic premiums paid for the swap, similar to the convex cash flows that char-
acterize options (see the discussion in Chapter 4). Thus, the protection
buyer transfers the credit risk to the protection seller in exchange for a pre-
mium. The size of the premium, known as the swap spread, is the internal
rate of return that equates the present value of the periodic premium pay-
ments to the expected payments in the event of a credit event trigger. The
spread is quoted per annum, but paid quarterly throughout the year.11

Foreign exchange 1,000
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FIGURE 12.1 Notational Amounts Outstanding
Note: The BIS tables show the gross amount of CDSs and are not
adjusted for interdealer double counting.
Source: Bank for International Settlements, www.bis.org.
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Although the credit protection buyer hedges exposure to default risk,
there is still counterparty credit risk in the event that the seller fails to per-
form its obligations under the terms of the contract (as was the concern in
September 2008 with regard to AIG, an active CDS seller).12 The growth of
the CDS market worldwide has made counterparty credit risk a source of
contagion. Jorion and Zhang (2009) empirically find that bankruptcy
announcements cause negative abnormal equity returns and increases in

Single-name CDS
Multi-name CDS
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FIGURE 12.2 Global OTC Derivatives Volume, 2006–2008
Source: Bank for International Settlements, www.bis.org.

TABLE 12.1 Credit Derivative Product Mix

2000 2002 2004 2006

Single-name credit default swaps 38 45 51 33

Basket products 6 6 4 2

Full index trades — — 9 30

Tranched index trades — — 2 8

Synthetic CDOs—fully funded — — 6 4

Synthetic CDOs—partially funded — — 10 13

Credit-linked notes (funded CDSs) 10 8 6 3

Credit spread options 5 5 2 1

Equity-linked credit products — — 1 0

Swaptions — — 1 1

Others 41 36 8 6

Source: Mengle (2007), page 8.
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CDS spreads for creditors. The credit contagion is larger if the creditor’s
exposure to the bankrupt entity is larger.

There are two major types of CDS: the total return swap and the pure
credit default swap. Hirtle (2009) states that as of 2006, 97 percent of all
credit derivatives held by U.S. commercial banks were pure CDSs, with the
remainder being total return swaps. We therefore focus on these
instruments.13

The To t a l Re t urn Swap

A total return swap involves swapping an obligation to pay interest at a
specified fixed or floating rate for payments representing the total return on
a loan or a bond. For example, suppose that a bank lends $100 million to a
firm at a fixed rate of 10 percent. If the firm’s credit risk increases unexpect-
edly over the life of the loan, the market value of the loan will fall. The bank
can seek to hedge an unexpected increase in the borrower’s credit risk by
entering into a total return swap in which it agrees to pay a counterparty
(say, an insurance company) the total return based on an annual rate equal
to the promised interest (and fees) on the loan, plus the change in the market
value of the loan as estimated by some independent third party or parties. In
return, the bank receives a variable market rate payment of interest annually—
for example, the one-year LIBOR (London Interbank Offered Rate)—from
the insuring counterparty (in this example, the insurance company). If the
loan decreases in value over the payment period, the bank pays the insur-
ance company a relatively small (possibly negative) amount equal to the
fixed payment on the swap minus the capital loss on the loan.

For example, Figure 12.3 shows the payout on a total return swap. Sup-
pose the loan was priced at par ($100) at the beginning of the swap period,
denoted P0. At the end of the swap period (or on the first payment date), the
loan has an estimated market value of $90 (90 cents on the dollar, denoted
PT) due to an increase in the borrower’s credit risk. Suppose that the fixed
rate payment as part of the total return swap, denoted F, is 12 percent. The
bank would pay to the insurance company (swap counterparty) the fixed
rate of 12 percent minus 10 percent (the capital loss on the loan), or a total
of 2 percent, and would receive in return a floating payment (e.g., LIBOR,
say equal to 11 percent in this hypothetical example) from the CDS seller, as
shown in Figure 12.3. Thus, the net profit on the swap to the bank/lender is
9 percent (11 percent minus 2 percent) times the notional amount of the
swap contract. This gain can be used to offset the loss in market value of
the loan held on the bank’s balance sheet over that period. Thus, the seller
of credit protection (the insurance company) would compensate the buyer
of credit protection (the bank) when there is an adverse credit event. If there
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is no credit event, then the insurance buyer (the bank) simply pays the CDS
seller a variable premium equal to 1 percent in this example (the 12 percent
fixed rate minus the 11 percent LIBOR)—just as in an insurance contract,
with the premium varying over time as the market value of the loan as well
as LIBOR both fluctuate.

Pure Cred i t De f au l t Swaps

Total return swaps can be used to hedge credit risk exposure, but they con-
tain an element of interest rate (or market) risk as well as credit risk. For
example, in the previous example, if LIBOR changes, then the net cash
flows on the total return swap will also change, even though the credit risk
of the underlying loans has not changed. Moreover, if the price of the loan
changes due to interest rate or liquidity risk considerations, then the payout
on the total return swap will also be affected, even if there is no change in
the borrower’s credit risk exposure.

To strip out the interest-rate-sensitive element from total return swaps,
an alternative swap called a pure credit default swap was developed and has
since dominated the market for credit protection. The CDS is characterized
by the following four terms:

1. The identity of the reference loan—that is, the notional value, maturity,
and the credit spread (over LIBOR) on a risky loan issued by the refer-
ence obligor.14

2. The definition of a credit event, usually any one of the following: bank-
ruptcy, prepayment, default, failure to pay, repudiation/moratorium, or
restructuring.

3. The compensation that the protection seller (e.g., the insurance com-
pany) will pay the protection buyer (e.g., the bank) if a credit event
occurs.

Other
FI
(Counterparty)

Bank
Lender

One-Year LIBOR

Swap

F +
Loans to

Manufacturing
Firm

(PT − P0)
P0

FIGURE 12.3 Cash Flows on a Total Return Swap
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4. Specification of either physical settlement (delivery of agreed debt in-
struments) or cash settlement. Early credit swaps were cash settled, but
now physical delivery is the most common settlement method. Physical
delivery is preferred because it gives the CDS seller more time to recoup
the settlement payment through recovery of the value of the reference
loan. However, the borrower’s consent may be needed to transfer the
loan if the credit derivative specifies physical delivery upon occurrence
of a credit event.

Figure 12.4 shows that the protection buyer on a CDS (say, a bank) will
pay (in each swap period) a fixed fee or payment (similar to a premium on
an insurance policy) to the protection seller swap counterparty (say, an in-
surance company). If the CDS reference loan (or loans) does not default, the
protection buyer will receive nothing back from the swap counterparty.
However, if the loan (or loans) defaults, Figure 12.4 shows that the CDS
seller will cover the default loss by making a default payment equal to the
par value of the original loan minus the secondary market value of the
defaulted loan. For example, if the loan’s price falls to $40 per $100 of
face value upon the borrower’s default, then the insurance company selling
the CDS will pay the CDS buyer $60 and receive in return the claim on the
defaulted loan.15 Thus, the CDS seller pays out par minus the recovery
value of the loan in the event of default.

CDS I nd i c es

In September 2003, the Dow Jones CDX (DJ CDX) North American Invest-
ment Grade Index was introduced. In November 2004, Markit initiated a
credit index data service that included the DJ CDX (which also includes in-
dices covering emerging market credit derivatives) and the International In-
dex Company’s (IIC) iTraxx (which covers the European Union, Japan, and

Seller of
Credit
Protection

Buyer of
Credit
Protection

(e.g., Bank
Lender)

Swap Fee =
× Basis Points per Year

Credit Event
Payment

Zero
No Credit Event

Loans to
Customers

FIGURE 12.4 A Credit Default Swap
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non-Japan Asia). Both sets of indices are made up of 125 of the most liquid,
investment-grade credits in the form of CDSs. For example, the DJ CDX
consists of a basket of 125 CDS contracts on U.S. firms with liquid, investment-
grade corporate debt. The identity of the components in the index changes
every six months—every March and September for the DJ CDX. Companies
may be dropped from the index if they are downgraded or become illiquid.
For example, Ford and General Motors were dropped from the DJ CDX in
September 2005 when their debt fell below investment-grade. The index is
equally weighted, and so each CDS component makes up 0.8 percent of the
index value.

Using indexed CDSs to hedge credit risk may be less expensive because
of the liquidity of these instruments, although it does expose the hedger to
basis risk.16 As will be discussed later in this chapter, synthetic CDOs are
composed of tranches of indexed CDSs.

Swap Se t t l emen t Upon Tr i g ger o f Cred i t E ven t

As may be clear from the previous discussion, a CDS is similar to buying
multiperiod credit insurance. Therefore, if default occurs, the CDS seller
(the insurer) frequently ends up holding the reference loan. This is the case
if the CDS specifies physical settlement. However, often there is no lending
relationship between the CDS seller and the borrower that would place the
insurer in the position formerly held by the bank lender (the CDS buyer).
Indeed, if the CDS would have specified cash settlement, there would have
been no transfer of the loan at all to the CDS seller—there would simply
have been a cash payment made by the CDS seller to the CDS buyer. Thus,
the physical delivery of a reference loan upon settlement of a CDS after a
default event is simply a policy payment-in-kind on a credit risk insurance
policy. As noted earlier, this settlement methodology is often chosen be-
cause of the absence of mark-to-market debt prices during the time period
around defaults and other credit events. Instead, the CDS seller plays the
role of an insurer and, as in any insurance policy, steps into the shoes of the
CDS buyer (the insured), thereby indemnifying them against loss.

However, as the market grew, physical settlement became problematic
as the notional value of CDSs exceeded the supply of debt instruments avail-
able, particularly with the growth of indexed CDSs. For example, Helwege
et al. (2009) state that only a third of the Lehman CDS contracts outstand-
ing in September 2008 were written to hedge debt positions, with the re-
maining two-thirds being pure derivatives positions. There were simply not
enough bonds to go around for physical settlement of the CDS claims.17

However, the absence of a transparent, reliable price for the reference secu-
rity often makes cash settlement difficult. Recently, since the Delphi auction
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of 2005, the market has turned to the auction mechanism in order to deter-
mine a uniform price for settlement of CDS contracts.18 Under the auction
procedure, each CDS seller can choose whether to undertake cash or physi-
cal settlement at a uniform price. That is, investors can choose whether to
provide debt instruments to the auction (physical settlement) or not (cash
settlement).

Gross and Saperia (2008) provide the following example of a CDS set-
tlement auction. Suppose that investor A buys $10 million of CDSs (long
protection) on a reference bond.19 Investor A provides the bonds to the
auction. Suppose that their value is $4 million, representing a 40 percent re-
covery rate. Investor A gets $4 million from the auction sale of the bonds
and $6 million from the protection seller in cash. Now, suppose that inves-
tor B sells the $10 million of CDSs to investor A. Investor B can buy the
bonds at auction by submitting a bid to the auction. If investor B does sub-
mit a bid to buy $10 million face value of bonds, then the CDS is physically
settled, since investor B pays investor A $10 million for bonds worth $4 mil-
lion, and investor B gets to keep the bonds. If, however, investor B prefers
cash settlement, then no bid to purchase the bonds is submitted to the auc-
tion and investor B will simply pay investor A $10 million in cash to settle
the CDS obligation. Thus, the auction allows each CDS seller to choose
whether to settle their obligation through cash or physical settlement.20

Helwege et al. (2009) examine the performance of 43 CDS auctions
held since 2005 and find that they efficiently settle the contracts at prices
close to the observed prices in secondary bond markets. They illustrate the
working of the CDS auction with the auction for Lehman senior bonds that
took place on October 10, 2008.21 Table 12.2 shows that 14 securities deal-
ers participated in the auction, placing orders to sell a total of $4.92 billion
Lehman senior bonds. The first stage of the auction examines the bids and
removes both bids if the highest bid is greater than or equal to the lowest
offer. Thus, both the Barclays and HSBC bids are removed from the pool.22

The rest of the bids are ranked in order of size and divided into two groups:
(1) the highest bid (lower shaded box in Table 12.2) and (2) the lowest offer
prices (upper shaded box). The average of the highest bid (lowest offer)
group was 9.25 (10.3125). Averaging these and rounding to the nearest
eighth results in an inside market midpoint of 9.75. This is the first-stage
auction price.

There is no need for a second stage if the market clears in the first
stage—that is, if the open interest is equal to zero at the end of the first
stage—and the inside market midpoint would be the final auction price.
However, at the end of the first stage in the Lehman auction described in
Table 12.2, there was open interest of more than $5 billion to sell (i.e., neg-
ative open interest). Thus, a second stage of the auction must be conducted
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within 30 minutes of the end of the first stage. In the second stage, dealers
submit limit orders to meet any portion of the open interest at any price,
capped at the one above (below) the inside market midpoint for negative
(positive) open interest, or in this case 10.75. In the Lehman auction, the
second-stage limit orders were to buy (since the open interest was to sell);
there were 453 offers to buy at prices ranging from 0.125 to 10.75 (the cap
price). The market cleared at prices of 8.625 or higher. Therefore, the
final auction price was set at 8.625 for Lehman senior bonds on October
10, 2008.

Helwege et al. (2009) judge the Lehman auction to be efficient, citing
that $72 billion of gross notional value of CDSs was settled with a net cash
payment of $5.2 billion from CDS sellers to buyers. Further, they conclude
that the market is satisfied with the auction process in general, as evidenced
by the participation of 95 percent of all eligible parties. However, only a
small number of auctions have been conducted to date.

TABLE 12.2 CDS Auction for Lehman Bonds, October 10, 2008

Securities Dealer Bid Offer
Physical Settlement Request

($ millions)

Barclays Bank PLC 8 10 Sell: 130

Credit Suisse Securities (USA)
LLC

8 10 Sell: 755

Deutsche Bank AG 8 10 Sell: 870

Merrill Lynch, Pierce, Fenner
& Smith Inc.

8 10 Sell: 141

Morgan Stanley & Co. Inc. 8.25 10.25 Sell: 480

UBS Securities LLC 8.75 10.75 Sell: 464

Goldman Sachs & Co. 8.875 10.875 Sell: 1470

BNP Paribas 9 11 Sell: 390

JPMorgan Chase Bank, N.A. 9 11 Buy: 612

Citigroup Global Markets Inc. 9.25 11 Sell: 574

The Royal Bank of Scotland
PLC

9.25 11.25 Sell: 191

Banc of America Securities LLC 9.5 11.5 Sell: 170

Dresdner Bank AG 9.5 11.5 Buy: 30

HSBC Bank USA, N.A. 10 12 Sell: 187

Note: All bids are based on $100 face value.

Source: Helwege et al., (2009), 20.
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Base l I Mode l o f Cred i t R i s k f o r Swaps

Under the Basel I risk-based capital ratio rules, a major distinction is made
between exchange-traded derivative security contracts (e.g., Chicago Board
of Trade exchange-traded options) and OTC-traded instruments (e.g., for-
wards, swaps, caps, and floors).23 The credit or default risk of exchange-
traded derivatives is approximately zero because when a counterparty
defaults on its obligations, the exchange itself adopts the counterparty’s ob-
ligations in full. However, no such guarantee exists for bilaterally negoti-
ated OTC contracts originated and traded outside organized exchanges.
Hence, most off-balance-sheet (OBS) futures and options positions have no
capital requirements for a bank, although most forwards, swaps, caps, and
floors do.24

For the purposes of capital regulation under the Basel I codes, the calcu-
lation of the risk-adjusted asset values of OBS market contracts requires a
two-step approach: (1) credit equivalent amounts are calculated for each
contract, and (2) the credit equivalent amounts are multiplied by an appro-
priate risk weight.

Specifically, the notional or face values of all non-exchange-traded
swap, forward, and other derivative contracts are first converted into credit
equivalent amounts (i.e., as if they are on-balance-sheet credit instruments).
The credit equivalent amount itself is divided into a potential exposure ele-
ment and a current exposure element:

Credit equivalent amount
of OBS derivative
security items ð$Þ

¼ Potential
exposure ð$Þ þ Current

exposure ð$Þ ð12:1Þ

The potential exposure component reflects the credit risk if the counter-
party to the contract defaults in the future. The probability of such an oc-
currence is modeled as depending on the future volatility of interest rates/
exchange rates. Based on a Federal Reserve Bank of England Monte Carlo
simulation exercise, Basel I came up with a set of conversion factors that
varied by type of contract (e.g., interest rate or foreign exchange) and by
maturity bucket (see Table 12.3). The potential exposure conversion factors
in Table 12.3 are larger for foreign exchange contracts than for interest rate
contracts. Also, note the larger potential exposure factors for longer-term
contracts of both types.

In addition to calculating the potential exposure of an OBS market in-
strument, a bank must calculate its current exposure to the instrument: the
cost of replacing a contract if a counterparty defaults today. The bank cal-
culates this replacement cost or current exposure by replacing the rate or
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price that was initially in the contract with the current rate or price for a
similar contract, and then recalculates all the current and future cash flows
to obtain a current present-value measure of the replacement cost of the
contract.

If the net present value (NPV) is greater than 0, then the replacement
value equals current exposure. However, if the NPV is less than 0, then cur-
rent exposure is set to zero because a bank cannot be allowed to gain by
defaulting on an out-of-the-money contract.

After the current and potential exposure amounts are summed to pro-
duce the credit equivalent amount of each contract, this dollar number is
multiplied by a risk weight to produce the final risk-adjusted asset amount
for OBS market contracts. In general, the appropriate risk weight under
Basel I is .5, or 50 percent. That is,

Risk-adjusted asset value
of OBS market contracts

¼ Total credit equivalent
amount� :5 ðrisk weightÞ ð12:2Þ

An Examp l e

Suppose that the bank had taken one interest-rate hedging position in the
fixed/floating interest rate swap market for four years with a notional dollar
amount of $100 million, and one two-year forward US$/£ foreign exchange
contract for $40 million. The credit-equivalent amount for each item or
contract is shown in Table 12.4.

TABLE 12.3 Basel I Credit Conversion Factors for Interest Rate and Foreign
Exchange Contracts in Calculating Potential Exposure (as a Percent of Nominal
Contract Value)

Conversion Factors For

Remaining

Maturity

Interest Rate Contracts

(%)

Exchange Rate Contracts

(%)

1. One year or less 0.0 1.0

2. One to five years 0.5 5.0

3. Over five years 1.5 7.5

Source: Federal Reserve Board of Governors press release, August 1995, Section IL.
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For the four-year fixed/floating interest rate swap, the notional value
(contract face value) of the swap is $100 million. Because this is a
long-term, over one-year, less than five-year interest rate contract, its face
value is multiplied by .005 to get a potential exposure or credit risk equiva-
lent value of $0.5 million (see Table 12.4). We add this potential exposure
to the replacement cost (current exposure) of this contract to the bank. The
replacement cost reflects the cost of having to enter into a new fixed/floating
swap agreement, at today’s interest rates, for the remaining life of the swap.
Assuming that interest rates today are less favorable, on a present value ba-
sis, the cost of replacing the existing contract for its remaining life would be
$3 million. Thus, the total credit equivalent amount (current plus potential
exposure for the interest rate swap) is $3.5 million.

Next, we can look at the foreign exchange two-year forward contract
of $40 million face value. Because this is an over one-year, less than five-
year foreign exchange contract, the potential (future) credit risk is $40 mil-
lion times .05, or $2 million (see Table 12.4). However, its replacement cost
is minus $1 million and, as discussed earlier, when the replacement cost of a
contract is negative, the current exposure has to be set equal to zero (as
shown). Thus, the sum of potential exposure ($2 million) and current expo-
sure ($0) produces a total credit equivalent amount of $2 million for this
contract.

Because the bank in this example has just two OBS derivative contracts,
summing the two credit equivalent amounts produces a total credit

TABLE 12.4 Potential Exposure þ Current Exposure ($ Millions)

Type of

Contract

(Remaining

Maturity)

Notional

Principal �

Potential

Exposure

Conversion

Factor ¼

Potential

Exposure

($)

Replacement

Cost

Current

Exposure ¼

Credit

Equivalent

Amount

Four-year

fixed-

floating

interest

rate swap

$100 � .005 ¼ .5 3 3 ¼ $3.5

Two-year

forward

foreign

exchange

contract

$40 � .05 ¼ 2 �1 0 ¼ $2

Agross ¼ $2.5 Net current exposure = $2 Current exposure ¼ $3
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equivalent amount of $3.5 million þ $2 million ¼ $5.5 million for the
bank’s OBS market contracts. The next step is to multiply this credit equiv-
alent amount by the appropriate risk weight. Specifically, to calculate the
risk-adjusted asset value for the bank’s OBS derivative or market contracts,
we multiply the credit equivalent amount by the appropriate risk weight,
which for virtually all over-the-counter derivative security products is .5, or
50 percent:25

Risk-adjusted
asset value of
OBS derivatives

¼ $5:5million ðcredit
equivalent amountÞ � 0:5 ðrisk

weightÞ ¼ $2:75million

As with the risk-based capital requirement for loans, the Basel I regula-
tions do not directly take into account potential reductions in credit risk
from holding a diversified portfolio of OBS contracts. As Hendricks (1994)
and others have shown, a portfolio of 50 pay-floating and 50 pay-fixed
swap contracts will be less risky than a portfolio of 100 pay-fixed (or float-
ing) contracts. Nevertheless, although portfolio diversification is not recog-
nized directly, it has been recognized indirectly since October 1995, when
banks were allowed to net contracts with the same counterparty under stan-
dard master agreements.

The post-1995 Basel netting rules define net current exposure as the net
sum of all positive and negative replacement costs (or mark-to-market val-
ues of the individual derivative contracts). The net potential exposure is de-
fined by a formula that adjusts the gross potential exposure estimated
earlier:

Anet ¼ 0:4� Agross

� �þ 0:6�NGR� Agross

� �

where Anet is the net potential exposure (or adjusted sum of potential future
credit exposures), Agross is the sum of the potential exposures of each con-
tract, and NGR is the ratio of net current exposure to gross current expo-
sure, or net to gross ratio. The 0.6 is the amount of potential exposure that
is reduced as a result of netting.26

The same example (with netting) will be used to show the effects of net-
ting on the total credit equivalent amount. Here we assume both contracts
are with the same counterparty (see Table 12.4).

The net current exposure is the sum of the positive and negative re-
placement costs; that is, $3 million plus a negative $1 million equals $2 mil-
lion. The total current exposure is $3 million and the gross potential
exposure (Agross) is $2.5 million. To determine the net potential exposure,
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the following formula is used:

NGR ¼ Net current exposure

Current exposure
¼ $2million

$3million
¼ 2

3

Anet ¼ 0:4� 2:5ð Þ þ 0:6� 2

3
� 2:5

� �

¼ $2million

ð12:3Þ

Total credit
equivalent amount

¼ Net potential
exposure

þ Net current
exposure

$4 million ¼ $2million þ $2million

Risk-adjusted asset
value of OBS

market contracts
¼ Total credit

equivalent amount
� 0:5 ðrisk

weightÞ
$2million ¼ $4million � 0:5

As can be seen, using netting reduces the risk-adjusted asset value from
$2.75 million to $2 million. And, given the BIS 8 percent capital require-
ment, the capital required against the OBS contracts is reduced from
$220,000 to $160,000.27 This capital requirement may be reduced even fur-
ther under Basel II, which takes credit mitigation into account by adjusting
the exposure to reflect the value of collateral, credit guarantees, or netting.

Base l I I C ap i t a l R equ i remen ts f o r CDSs

The Basel II regulations cover CDSs under the category of credit risk mitiga-
tion, such that capital requirements may be reduced if CDSs are used to re-
duce the credit risk exposure of the banking book. These transactions fall
under the category of ‘‘collateralized transactions’’ defined to be transac-
tions that meet two criteria:

1. Banks have a credit exposure or potential credit exposure.
2. That credit exposure or potential credit exposure is hedged in whole or

in part by collateral posted by a counterparty or by a third party on
behalf of the counterparty (Basel II Accord, June 2006, paragraph 119).

This definition includes OTC credit derivatives, such as CDSs.28 In gen-
eral, the risk weight of the counterparty is substituted for the underlying
exposure’s risk weight subject to a minimum 20 percent floor. Thus, for
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example, if a bank made a loan to a BBB-rated company and then fully
hedged that risk with a CDS in which the counterparty was an A-rated
bank, the risk weight would decline from 100 percent to 50 percent.29

Under the comprehensive approach, Basel II focuses on adjustments to
the exposure amount, and retains the Basel I methodology. That is, credit
risk mitigation reduces the exposure at default (EAD) that is at risk, thereby
reducing the capital requirement, even though the risk weight is unchanged.
The methodology of Basel II, therefore, reduces the exposure level to reflect
the safeguard afforded by the credit protection for CDS buyers and then
applies the Basel I risk weights to the EAD.30 To use the previous example
shown in equation (12.3), if the OBS position was 25 percent collateralized,
then the risk-adjusted asset value would be reduced to $1.5 million, that is,
$4m � .5 � (1 � .25).

TABLE 12.5 Basel II Standard Supervisory Haircuts

Issue Rating for
Debt Securities Residual Maturity Sovereigns Other issuers

AAA to AA�/A-1 � 1 year 0.5 1

>1 year, � 5 years 2 4

> 5 years 4 8

Aþ to BBB�/
A-2/A-3/P-3 and
unrated bank
securities per
para. 145(d)

� 1 year 1 2

>1 year, � 5 years 3 6

> 5 years 6 12

BBþ to BB� All 15

Main index equities (including convertible
bonds) and gold

15

Other equities (including convertible
bonds) listed on a recognized exchange

25

UCITS/Mutual funds Highest haircut applicable to any
security in which the fund can invest

Cash in the same currency 0

Note: Supervisors may permit banks to calculate haircuts using their own internal
estimates of market price volatility and foreign exchange rate volatility.

Source: Basel II (June 2006), paragraph 151.
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To determine the collateral weight, haircuts are applied to the value of
collateral in order to protect against volatility in collateral prices. Table
12.5 shows the standard supervisory haircuts proposed under Basel II.31

The haircuts shown in Table 12.5 are used to calculate the adjusted
value of EAD as follows:

E� ¼ max 0; E� 1þHeð Þ � C� 1�Hc�Hfxð Þ½ �f g ð12:4Þ

where E� ¼ The exposure value after risk mitigation
E¼Current value of the exposure

He¼Haircut appropriate to the exposure
C¼ The current value of the collateral received

Hc¼Haircut appropriate to the collateral
Hfx¼Haircut appropriate for currency mismatch between the col-

lateral and exposure

With some exceptions, under both the simple and comprehensive
approaches, there is a 20 percent risk weight floor. Thus, even if the expo-
sure is fully collateralized, there is a floor (that is, .20E) capital requirement.
For example, a fully collateralized $4 million exposure would have an ad-
justed exposure value E� equal to $800,000 (.20 times $4 million) for a
floor capital level (assuming a 50 percent risk weight and an 8 percent capi-
tal requirement) of $32,000 (that is, $600,000 � .5 � .08). If, however, the
exposure was not fully collateralized, then the adjusted exposure E� would
be calculated using equation (12.4), with a floor haircut of 20 percent. For
example, if the adjusted collateral value was $1 million on the $4 million
exposure, then the adjusted exposure value E� would be $3.2 million (that
is, $4 million – (1 � .20) � $1 million) for a $128,000 capital charge (which
is $3.2 million � .5 � .08, assuming a 50 percent risk weight and an 8 per-
cent capital requirement).

There are certain restrictions to the credit substitution process. In par-
ticular, a credit derivative must be a direct claim on the CDS seller and be
‘‘unconditional and irrevocable.’’ Since a loan restructuring may be viewed
as an adverse credit event, the extent to which restructuring events are cov-
ered by the CDS may limit the degree of hedging.Thus, capital regulations
do not permit full credit mitigation of loan exposures using CDS.32

CRED I T SECUR I T I Z AT I ONS

In Chapter 1, we described the process of asset-backed securitization and
how abuses in the process contributed to the global financial crisis of
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2007–2009. While most familiar in terms of mortgage-backed securities
(pools of mortgage loans), the same securitization process was applied to
other types of loans as well. For example, a collateralized debt obligation
(CDO) is a financial claim on the cash flows generated by a pool of debt
securities, usually corporate debt obligations. Before the credit bubble be-
gan to build, the growth of commercial credit or loan securitization (as in
the case of loan sales and trading) had been hampered by concerns about
negative customer relationship effects if loans were removed from the bal-
ance sheet and packaged and sold as collateralized loan obligations (CLOs)
to outside investors.33 Thus, some loan securitizations were conducted in
which loans remained on the balance sheet, and asset-backed securities
(credit-linked notes, or CLNs) were issued against the loan portfolio.34

Moreover, synthetic CDOs represent claims on a portfolio of CDS con-
tracts, rather than actual loans or debt instruments, and thus CDOs can be
written on CDS indices, such as the DJ CDX. Indeed, a CDO-squared
(CDO2) is a CDO of other CDO securities.

A huge variety of these products has emerged, but the differences
among them relate to the way in which credit risk is transferred from the
loan-originating bank to the note investor. In general, a subportfolio of
commercial loans is segmented on the asset side of the balance sheet or in
an off-balance-sheet vehicle (such as a special-purpose vehicle, SPV, or a
structured investment vehicle, SIV), and an issue of a CDO, CLO or CLN
is made. The return and risk of investors vary by type of issue. Some inves-
tors are promised a high yield on the underlying loans in return for bearing
all the default risk; other investors are offered lower yields in return for par-
tial default protection (i.e., a shared credit risk with the bank). In general,
the bank issuer takes the first tranche of default risk but is protected against
catastrophic risk (which is borne by the CLN investor).

Just as for mortgage-backed securities, the CDO typically contains sev-
eral tranches, each tied to a specific attachment point. For example, syn-
thetic CDOs based on CDS indices such as the DJ CDX have the following
standardized attachment points: 3 percent, 7 percent, 10 percent, 15 percent
and 30 percent. The equity tranche (most junior, highest risk security)
attaches at the 0 to 3 percent level. Thus, the equity tranche absorbs the first
3 percent of credit losses. To illustrate, Table 12.6 shows a $100 million
cash CDO comprising a diversified portfolio of 100 equal-size five-year par
corporate bonds. Assume that the equity tranche represents $3 million in
notional value (3 percent of the total portfolio value), and pays a coupon
rate of 500 basis points over LIBOR.35 Suppose that one of the bonds de-
faults and that there is no recovery (LGD is 100 percent). The equity
tranche of the CDO loses $1 million, with a remaining notional value of $2
million. After the default, future coupon payments are paid on $2 million
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notional value, rather than the original $3 million. If the portfolio sustains
credit losses of $3 million, then the equity tranche is completely wiped out.
Thus, the equity tranche investor is essentially leveraged 33 1

3 to 1 since a 3
percent loss in the portfolio translates into a 100 percent loss on the equity
tranche of the CDO.36

Just above the equity tranche is a junior mezzanine tranche with a
total notional amount of 4 percent of the portfolio value, or $4 million.
It attaches at 3 percent, since the equity tranche absorbs the first 3 per-
cent of the losses. Thus, the junior mezzanine tranche will only realize
credit losses if the defaults exceed $3 million. Since this tranche has a
width of 4 percent, it will absorb any losses between $3 and $7 million.
A senior mezzanine tranche will then attach at 7 percent. Suppose (using
the standardized attachment points for the synthetic CDO mentioned
earlier) that this tranche had a $3 million notional value, or 3 percent

TABLE 12.6 CDO Tranches Using Standardized Attachment Points

Tranche
Attachment

Points
Notional
Value

Credit Loss
Absorption

Average
Coupon

Spread
2003–2005

Equity 0 to 3% $3 million First $3
million

1,759 bp

Junior
mezzanine

3% to 7% $4 million $3 to $7
million

240 bp

Senior
mezzanine

7% to 10% $3 million $7 to $10
million

82 bp

Super senior
mezzanine

10% to 15% $5 million $10 to $15
million

34 bp

Senior B 15% to 30% $15 million $15 to $30
million

12 bp

Senior A 30% to 100% $70 million Any above
$30 million

0

Note: This example uses a hypothetical CDO with notional value of $100 million.
The attachment points are the standardized attachment points for synthetic CDOs
based on the DJ CDX North American Investment Grade Index.
The average coupon spreads are obtained from Longstaff and Rajan (2008). The

equity tranche spread includes an up-front premium averaging 39.34 over the period
from October 2003 to October 2005.

Source: Longstaff and Rajan (2008), 538.
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of the portfolio amount. The senior mezzanine tranche absorbs losses
between $7 and $10 million. The next, super-senior mezzanine tranche
attaches at 10 percent and extends to 15 percent, with a notional value
of $5 million (5 percent of total portfolio value). Any credit losses be-
tween $10 and $15 million are charged to these security holders. Fi-
nally, the two senior tranches are the B tranche (attaching at the 15
percent level) and the A tranche (attaching at the 30 percent level).
Using these standardized attachment points, the notional value of the B
(A) tranche is $15 ($70) million. Thus, the most senior, A tranche
absorbs credit losses only if they exceed $30 million. If this is unlikely
to occur, the A tranche will be considered very low risk and have a high
credit rating.37

During the buildup of the credit bubble that burst in 2007, the CDO
market grew rapidly, especially in terms of synthetic CDOs. Longstaff and
Rajan (2008) state that at the end of 2006, the market size was almost $2
trillion, having grown by 20 percent from the previous year. An example of
the synthetic securitization structure is the BISTRO (Broad Index Secured
Trust Offering), illustrated in Figure 12.5. In this structure, the originating
bank purchases credit protection from the intermediary bank (e.g., the bank
originator, JP Morgan Chase) via a CDS subject to a ‘‘threshold.’’ That is,
the CDS will not pay off unless credit losses on the reference loan portfolio
exceed a certain level, 1.50 percent in this example.38 The intermediary
buys credit protection on the same portfolio from a SPV. The BISTRO SPV
is collateralized with government securities which it funds by issuing credit-
tranched notes to capital market investors. However, the BISTRO collateral
is substantially smaller than the notional value of the portfolio. In the exam-
ple shown in Figure 12.5, only $700 million of collateral backs a $10 billion
loan portfolio (7 percent collateralization).39 This is possible because the
portfolio is structured to have enough investment grade loans and diversifi-
cation that make it unlikely that losses on the loan portfolio would exceed
$850 million ($700 million in BISTRO collateral plus the bank’s absorption
of the first $150 million in possible losses, i.e., 1.5 percent of the portfolio’s
notional value.) This structure significantly reduces the legal, systems, per-
sonnel, and client relationship costs associated with a traditional ABS. It
permits much greater diversity in the portfolio underlying the BISTRO than
is possible for a CLO or CLN. For example, unfunded credit exposures,
such as loan commitments, letters of credit and trade receivables can be in-
cluded in the BISTRO portfolio, whereas CLOs are limited to portfolios of
funded loans. Moreover, since the BISTRO is unrelated in any way to the
originating bank, there should be no reputational risk effects, thereby fur-
ther reducing capital charges.
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Base l I I C ap i t a l R equ i remen ts f o r Asse t - Backed
Secur i t i e s

To be eligible for recognition of risk transference (and therefore not subject
to bank capital requirements), the asset-backed security (ABS) must be com-
pletely independent of the originating bank, such that:40

& Significant credit risk associated with the securitized exposures
has been transferred to third parties.

& The transferor does not maintain effective or indirect control
over the transferred exposures. The assets are legally isolated
from the transferor in such a way . . . that the exposures are
put beyond the reach of the transferor and its creditors, even in
bankruptcy or receivership. . . .

& The securities issues are not obligations of the transferor. . . .
& The transferee is a special purpose entity (SPE). . . .

(Basel II [2006], paragraph 554)

Even when the conditions for a clean break are met, the originating
bank may still be required to hold capital against the assets in the ABS pool
if regulators believe that the bank is subject to reputational risk. That is, to
prevent damage to the originating bank’s reputation, the bank might offer
implicit recourse, which may take the form of the following possible re-
sponses to credit deterioration in the asset pool underlying the ABS: the
bank may repurchase or substitute credit-impaired assets in the pool, loans
may be made to the special-purpose vehicle, or fee income associated with
the ABS structure may be deferred. Under such circumstances, regulators

Originating
Bank

Intermediary
Bank

Fee Fee

Senior and
Subordinated

Notes

           Contingent
payment on losses
exceeding 1.5% of
portfolio

           Contingent
payment on losses
exceeding 1.5% of
portfolio

Credit Swap on
$10 Billion Portfolio

Credit Swap on First
$700 Million of Losses

$700 million
U.S. Treasury

securities

$700 million

BISTRO
SPV

Capital Market
Investors

FIGURE 12.5 BISTRO structure.
Note: Under BIS I market risk capital rules, the intermediary bank can use VAR to
determine the capital requirements of its residual risk position.
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may force the bank to hold capital against all assets in all ABSs issued, even
those for which implicit recourse was not granted, as if all assets in all ABS
pools remained on the bank’s balance sheet. Thus, the finding of the provi-
sion of implicit recourse engenders punitive regulatory action that is made
public by bank regulators.

The Securitization Framework states that bank capital requirements
may be computed using either the standardized method or the ratings-based
approach.41 Panel A (B) of Table 12.7 provides the risk weights under the
standardized (ratings-based) approach. The ratings-based approach adjusts
the risk weight obtained using the external credit rating to reflect maturity,
tranche seniority, and granularity of the asset pool.42

A simple example illustrates the impact of the Securitization Frame-
work on bank capital requirements. Figure 12.6 shows a bank with $100
million of BBB loans on the balance sheet which paid a capital charge of $8
million. Suppose these loans were placed in an SPV and two tranches of
bonds were issued, as shown in Figure 12.6. The first tranche of $80 million
was rated AA because it was structured to absorb default losses only after
the first 3 percent of losses on the entire $100 million loan portfolio (corre-
sponding to the historical default rate of bonds with a BBB rating) were
borne by the second tranche of $20 million. Because of the low quality of
the second tranche it was rated B. Suppose that the high-quality tranche
was sold to outside investors, but the bank or its subsidiaries (as commonly
the case) ended up owning (buying) the second, B-rated tranche.

Because Basel I treated all commercial credit risks with equal weight,
the capital requirement on the $20 million of purchased bonds (that have

TABLE 12.7 Panel A: Long-Term Rating Category

Long-Term Rating Category

External Credit
Assessment

AAA to
AA�

Aþ to
A�

BBBþ to
BBB�

BBþ to
BB�

Bþ and Below
or Unrated

Risk Weight 20% 50% 100% 350% Deduction

Short-Term Rating Category

External Credit
Assessment A-1/P-1 A-2/P-2 A-3/P-3

All Other

Ratings or
Unrated

Risk Weight 20% 50% 100% Deduction

Source: Basel II, June 2006, paragraph 567.
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virtually the same credit risk as the original $100 million BBB portfolio)
would be subject to a capital charge of only $20 million times 8 percent, or
$1.6 million. That is, the bank has arbitraged a capital savings of $8 million
minus $1.6 million, or $6.4 million, through the securitization. Under the
standardized approach of Basel II, the risk weight on the B-rated tranche
would be 350 percent (see Panel A of Table 12.7), and therefore the capital
charge on the $20 million tranche would be $5.6 million, (that is, $20 mil-
lion � 8 percent � 3.5), thereby mitigating arbitrage incentives. However,
securitizations originated during the 2006–2007 precrash period were more
likely to have a 3 percent equity tranche than the 20 percent equity tranche
shown in Figure 12.6.

January 2009 Proposa l s f o r Changes i n Base l I I

The global financial crisis of 2007–2009 has led the Basel Committee to
propose changes in Basel II’s treatment of securitization instruments, with a

TABLE 12.7 Panel B: RBA Risk Weights When the External Assessment Represents
a Long-Term Credit Rating and/or an Inferred Rating Derived from a Long-Term
Assessment

External
Rating

(Illustrative)

Risk Weights for Senior
Positions and Eligible Senior

IAA Exposures

Base
Risk

Weights

Risk Weights for
Tranches Backed by

Non-Granular Pools

AAA 7% 12% 20%

AA 8% 15% 25%

Aþ 10% 18%
35%

A 12% 20%

A� 20% 35%

BBBþ 35% 50%

BBB 60% 75%

BBB� 100%

BBþ 250%

BB 425%

BB� 650%

Below BB�
and unrated

Deduction

Source: Basel II, June 2006, paragraph 615.
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particular focus on resecuritizations, such as CDOs of ABSs, CDO2s, and
asset-backed commercial paper (ABCPs). The January 2009 proposal de-
fines a resecuritization as an exposure where one or more of the underlying
exposures is a securitization. The following five changes are to be imple-
mented in December 2010:

1. Higher risk weights are applied on resecuritizations for IRB users, as
shown in Panel C of Table 12.7. The floor risk weight has been in-
creased from 7 percent to 20 percent for resecuritizations.

2. Altered risk weights are applied on resecuritizations for standardized
model users, as shown in Panel D of Table 12.7. The floor risk weight
has been increased from 20 percent to 40 percent for resecuritizations.

3. External credit ratings cannot be used if the guarantee is provided by
the bank itself. The January 2009 document notes that banks avoided
lending to their SIVs on lines of credit by buying the ABCPs that could
not be sold in the market during the summer and fall of 2007. The
banks then held capital against the ABCPs using the inflated external
credit ratings. This proposal would eliminate this loophole.

$100m
BBB

Loans

SPV

Tranche 1
$80m of

Loans Rated
AA

Investors

Tranche 2
$20m of

Loans Rated
B

Purchased
by Originating

Bank

Originating Bank

FIGURE 12.6 Regulatory Arbitrage under Basel I
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4. Banks are required to have procedures to perform their own due dili-
gence on securitizations and not just rely on credit ratings.

5. Changes are made to treatment of liquidity facilities in the standardized
approach. Basel II permitted off-balance-sheet securitizations to have a
credit conversion factor of 20 percent if they have an original maturity
up to one year and 50 percent if over one year. The proposal would
change that to 50 percent for all securitizations. Moreover, liquidity

TABLE 12.7 Panel C: January 2009 Alterations to Basel II

Securitization Exposures
Resecuritization
Exposures

Long-Term
Rating

Senior,
Granular

Non-Senior,
Granular

Non-
Granular Senior

Non-
Senior

AAA 7 12 20 20 30

AA 8 15 25 25 40

Aþ 10 18 35 35 50

A 12 20 35 40 65

A� 20 35 35 60 100

BBBþ 35 50 50 100 150

BBB 60 75 75 150 225

BBB� 100 100 100 200 350

BBþ 250 250 250 300 500

BB 425 425 425 500 650

BB� 650 650 650 750 550

Below Deduction

Securitization Exposures
Resecuritization
Exposures

Short-Term
Rating

Senior,
Granular

Non-Senior,
Granular

Non-
Granular Senior

Non-
Senior

A1 7 12 20 20 30

A2 12 20 35 40 65

A3 60 75 75 150 225

Below Deduction

Source: Basel II Alterations, January 2009, 2.
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TABLE 12.7 Panel D

Long-Term Rating Securitization Exposures Resecuritization Exposures

AAA to AA� 20 40

Aþ to A� 50 100

BBBþ to BBB� 100 225

BBþ to BB� 350 650

B– and below or unrated Deduction

Short-Term Rating
Securitization
Exposures

Resecuritization
Exposures

A-1/P-1 20 40

A-2/P-2 50 100

A-3/P-3 100 225

All other ratings or
unrated

Deduction

Source: Basel II Alterations, January 2009, page 4.

facilities (e.g., backup lines of credit) that can be taken down only un-
der conditions of general market disruption would see their credit con-
version factor increase from 0 percent to 20 percent.

The January 2009 proposals also proposed revisions to pillar 2 (super-
visory oversight) and pillar 3 (market discipline), reflecting the growth of
credit-based securitizations. Supervisors were urged to improve their risk
oversight by analyzing the bank on an integrated, fully consolidated basis
and conducting stress tests (see Chapter 10). The Basel Committee opined
that ‘‘the major causes of serious banking problems continue to be lax credit
standards for borrowers and counterparties, poor portfolio risk manage-
ment, and a lack of attention to changes in economic and other circum-
stances that can lead to deterioration in the credit standing of a bank’s
counterparties.’’ It is the bank supervisor’s responsibility to make sure that
banks have in place adequate risk controls to measure and manage risk even
as markets evolve and grow.

Pillar 3 is intended to complement pillars 1 (minimum capital require-
ments) and 2 (supervisory oversight) in promoting bank safety and sound-
ness. In order to improve market disclosure, the January 2009 proposals
stated that ‘‘banks are responsible for conveying their actual risk profile to
market participants.’’ More disclosure regarding securitizations would
be required.43

268 CREDIT RISK TRANSFER MECHANISMS



E1C12 03/16/2010 Page 269

F I NANC I A L F I RMS ’ USE OF CRED I T D ER I VAT I V ES

Credit derivatives are remarkably versatile and customizable products,
allowing counterparties to effectively manage their credit risk exposure
(either by hedging or speculating) at relatively low cost. Protection buy-
ers are said to take short positions in the credit risk of the reference
entity, whereas protection sellers take long positions. Table 12.8 shows
the breakdown of market participants buying and selling protection
against credit risk. Typically, banks, securities firms and corporate FIs
are net buyers of credit protection, whereas insurance companies, hedge
funds, mutual funds and pension funds are net sellers.44 However, some
financial firms are market makers in the market for credit derivatives,
and therefore take both long and short positions. The growing participa-
tion of hedge funds as both buyers and sellers of credit derivatives is
shown in Table 12.8.

Hirtle (2009) shows that U.S. commercial banks were net protection
buyers, particularly in the years 2004–2007. This could be consistent with
the increase in the bank supply of credit. Hirtle (2009) also shows that the
supply of credit to small business borrowers actually decreases when banks
increase their use of credit derivatives as hedging instruments. However, the
availability of credit to large corporate borrowers, most likely to be the di-
rect object of CDS hedges (i.e., named credits, or firms issuing reference se-
curities) increases when banks increase their CDS activity, suggesting that
risk hedging may allow banks to expand their lending activity. That is,
banks can recycle their capital and increase their risk-taking activities to the
extent that a bank can transfer that risk (i.e., for large corporate borrowers)
via credit derivatives.

CDS SPREADS AND RAT ING AGENCY
RAT ING SYSTEMS

As the CDS market has grown in depth and importance, discontent with the
through-the-cycle approach of traditional rating systems has also grown. As
a result, rating agencies such as Fitch and Moody’s have moved toward de-
veloping point-in-time ratings for corporate, bank and sovereign borrowers
based on CDS spreads. The essential idea is to produce short-term forward-
looking measures of a counterparty’s credit exposure risk. For example,
Fitch utilizes a CDS database back to 1999 that covers over 2,500 ratings
in more than 80 countries. Because different countries and CDS contracts
treat restructuring triggers for CDS contracts differently—varying from no
restructuring to modified restructuring (covering debt obligations that
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TABLE 12.8 Buyers of Protection by Institution Type

Buyers of Protection by Institution Type

Type of Institution 2000 2002 2004 2006

Banks (including securities firms) 81 73 67 50

Banks—trading activities — — — 90

Banks—loan portfolio — — — 20

Insurers 7 6 7 6

Monoline insurers — 3� 2 2

Reinsurers — 3 2

Other insurance companies — 3 2 2

Hedge funds 3 12 16 28

Pension funds 1 1 3 2

Mutual funds 1 2 3 2

Corporates 6 4 3 2

Other 1 2 1 1

Sellers of Protection by Institution Type

Type of Institution 2000 2002 2004 2006

Banks (including securities firms) 63 55 54 44

Banks—trading activities — — — 35

Banks—loan portfolio — — — 9

Insurers 23 33 20 17

Monoline insurers — 21� 10 8

Reinsurers — 7 4

Other insurance companies — 12 3 5

Hedge funds 5 5 15 32

Pension funds 3 2 4 4

Mutual funds 2 3 4 3

Corporates 3 2 2 1

Other 1 0 1 1

�Monoline insurers and reinsures combined

Source: Mengle (2007), page 9.
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mature up to 30 months after an event) to modified restructuring (cover-
ing debt obligations that mature up to 60 months after an event) and
full restructuring (i.e., all debt restructurings), Fitch identifies three
major rating regions: America and Oceania (modified restructuring),
Europe and Africa (modified modified restructuring), and Asia (full
restructuring).

Essentially, CDS implied rating systems use traditional rating grades
(AAA, AAþ, and so on) into which CDS spreads are mapped. The data is
usually exponentially smoothed out over a window as long as a year, and
then rating boundaries are fitted to the CDS smoothed data using a sum of
squared differences fitting technique.

The implied ratings for any borrower can differ substantially from tra-
ditional ratings. Fitch has found that implied ratings lead traditional rating
changes by one month in 64 percent of cases examined and by three months
in 52 percent of cases. This can produce some drastic effects. For example,
Evans (2007) shows that Moody’s CDS implied ratings for MBIA during
the early stages of the crisis were CAA1, whereas the firm has an AAA tradi-
tional rating, some 15 notches higher.

At this time it is hard to tell whether CDS implied ratings will come to
replace traditional ratings. There are at least two reasons for this. First, they
reflect overtly short-term investor sentiments that may result in short-term
bubble effects in the ratings. Second, there have been concerns about the
efficiency of the OTC CDS market and especially over the transparency of
prices in the market. If the current Obama-Geithner Plan for CDS market
reform gets adopted and CDSs have to be traded on organized exchanges,
this may enhance the chances of implied ratings challenging the current
dominance of traditional ratings.

SUMMARY

This chapter looks at the role that credit derivatives are playing in allowing
banks to hedge the credit risk of their loan portfolios. The market has
evolved so that the dominant credit derivatives are single-name credit de-
fault swaps (CDSs), multiname CDSs (particularly indexed CDSs), and
tranched synthetic CDOs. However, there has been some retrenchment in
these instruments in the wake of the global financial crisis of 2007–2009.
Innovative solutions, such as auctions, have been devised to address prob-
lems such as the inadequate supply of debt instruments for physical delivery
in the settlement of CDSs in a default event. Basel capital requirements have
been amended to address the evolution of the CDS market.
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APPEND I X 12 .1 : PR I C I NG THE CDS SPREAD W ITH
COUNTERPARTY CRED I T R I SK EXPOSURE

Observed CDS premia typically exceed credit spreads. However, a counter-
vailing factor that reduces this differential by reducing swap premia is coun-
terparty credit risk. That is, the protection buyer is exposed to possible
default by the protection seller, particularly if the protection seller defaults
at the same time as a credit event occurs. Since this possibility makes the
CDS’s credit protection less valuable, the swap premium will generally
carry a counterparty credit charge that is deducted from the credit spread.
This credit charge will depend on the counterparty’s credit risk exposure as
well as the correlation between the counterparty’s PD and the reference
entity’s PD. The greater the counterparty credit charge, the lower the CDS
premium is relative to the reference loan’s credit spread.

Hull and White (2001) use a reduced form model to price CDS premia
with counterparty credit risk. Table 12.9 shows that the CDS premium varies
from 194.4 basis points for an AAA-rated counterparty uncorrelated to the
reference entity’s PD down to 145.2 basis points for a BBB-rated counterparty
with a PD that has a correlation of 0.08 with the reference entity’s PD.

Hull and White (2001) use an approximation of the reduced form
model to estimate the CDS premium with counterparty default risk. If CS0
is the CDS premium without counterparty default risk, then:

CS ¼ CS0ð1� gÞ=ð1� hÞ ð12:5Þ
where CS¼ the CDS premium with counterparty credit risk

g¼ the proportional reduction in the present value of the
expected payoff on the CDS to the buyer of credit protection
arising from counterparty defaults

h¼ the proportional reduction in the present value of expected
payments on the CDS to the seller of credit protection arising
from counterparty defaults

Arbitrarily assuming that there is a 50 percent chance that the counter-
party default occurs before or after the reference entity defaults, then:

g ¼ 0:5 Prc=Qr ð12:6Þ
where Prc¼ the joint probability of default by the counterparty and the

reference entity between time 0 and the maturity date of the
CDS

Qr¼ the probability of default by the reference entity between time
0 and the maturity date of the CDS
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Moreover, under the assumption of an equal 50 percent probability
that either the counterparty or the reference entity defaults first, then the
CDS premium payments to the credit protection seller are one-third less
than in the no-counterparty default case, and:

h ¼ Qc=2ð Þ � Prc=3ð Þ ð12:7Þ

where Qc is the probability of default by the counterparty between time 0
and the maturity date of the CDS. Substituting equations (12.6) and (12.7)
into (12.5) yields:

CS ¼ CS0ð1� :5Prc=QrÞ=ð1� :5Qc þ :33PrcÞ ð12:8Þ

Although equation (12.8) incorporates many simplifying assumptions,
the estimates of the CDS premiums obtained are quite similar to those
shown in Table 12.9. For example, when the correlation between the coun-
terparty and the reference entity is 0.4 or less, then the analytic approxima-
tion in equation (12.8) yields estimates within 1.5 basis points of those
obtained in Table 12.9 using 500,000 Monte Carlo simulations.

TABLE 12.9 CDS Spreads for Different Counterparties

Correlation between the Counterparty and
Reference Entity

Counterparty Credit Ratings

AAA AA A BBB

0.0 194.4 194.4 194.4 194.4

0.2 191.6 190.7 189.3 186.6

0.4 188.1 186.2 182.7 176.7

0.6 184.2 180.8 174.5 163.5

0.8 181.3 176.0 164.7 145.2

Notes: CDS spreads are in basis points. The reference loan is BBB-rated, has a matu-
rity of five years, and requires semiannual payments of 10 percent per annum with
an expected recovery rate of 30 percent. Results are based on 500,000 Monte Carlo
trials for each set of parameter values.

Source: Hull and White (2001).
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CHAPTER 13
Capital Regulation

INTRODUCT I ON

The 1988 Basel Capital Accord (Basel I) was revolutionary in that it sought
to develop a single capital requirement for credit risk across the major bank-
ing countries of the world.1,2 A major focus of Basel I was to distinguish the
credit risk of sovereign, bank and mortgage obligations (accorded lower
risk weights) from nonbank private sector or commercial loan obligations
(accorded the highest risk weight). There was little or no attempt to differ-
entiate the credit risk exposure within the commercial loan classification.
All commercial loans implicitly required an 8 percent total capital require-
ment (Tier 1 plus Tier 2), regardless of the inherent creditworthiness of the
borrower, its external credit rating, the collateral offered, or the covenants
extended.3,4 Since the capital requirement was set too low for high-risk/low-
quality business loans and too high for low-risk/high-quality loans, the mis-
pricing of commercial lending risk created an incentive for banks to shift
portfolios toward those loans that were more underpriced from a regulatory
risk capital perspective; for example, banks tended to retain the most risky
tranches of securitized loan portfolios (see Jones [2000] for a discussion of
these regulatory capital arbitrage activities). Thus, the 1988 Basel Capital
Accord had the unintended consequence of encouraging a long-term deteri-
oration in the overall credit quality of bank portfolios.5

The proposed goal of the new Basel Capital Accord (known as Basel II
or BIS II) is to correct the mispricing inherent in Basel I (or BIS I) and incor-
porate more risk-sensitive credit exposure measures into bank capital re-
quirements, without changing aggregate capital requirements.6 However,
the global financial crisis of 2007–2009 has prompted some rethinking of
the Basel II proposals.7
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THE 2006 BASE L I I P LAN

The Basel Committee on Banking Supervision of the Bank for International
Settlements (BIS) seeks to establish best practices in risk-based capital regu-
lation by consulting with supervisors, practitioners and academics so as to
propose plans for potential adoption by national bank regulators through-
out the world. The final version of Basel II was proposed in June 2006 in
order to address shortcomings in the original Basel I plan (adopted in 1992)
and to enhance the risk sensitivity of capital requirements.8 The Basel II
framework consists of three pillars: (1) minimum capital requirements,
(2) the supervisory review process, and (3) market discipline, as shown in
Figure 13.1 Most of the details in the June 2006 proposals relate to pillar 1,
whereas pillars 2 and 3 are generally left to the discretion of national bank
regulators.

Pillar 1 of Basel II follows a three-step (potentially evolutionary) para-
digm. Banks can choose among—or, for less sophisticated banks, are expected
to evolve from—(1) the basic standardized approach, (2) the internal ratings-
based model foundation approach, and (3) the internal ratings-based

Basel II Capital Accord

The Second
Pillar:

Supervisory
Review Process

The Third Pillar:
Market

Discipline

The First Pillar:
Minimum Capital Requirements

I. Calculation of minimum
capital requirements

II. Credit Risk—
The

Standardized
Approach

III. Credit Risk—
The Internal

Ratings-Based
Approach

IV. Credit Risk—
Securitization
Framework

V.
Operational

Risk

VI.
Trading Book

Issues
(Including

Market Risk)

FIGURE 13.1 The Structure of the Basel II Capital Accords
Source: Bank for International Settlements, www.bis.org.
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advanced approach. The standardized approach is based on external credit
ratings assigned by independent ratings agencies (such as Moody’s, Standard
& Poor’s and Fitch). Both internal ratings approaches require the bank to for-
mulate and use its own internal ratings system based on the bank’s own imple-
mentation of a credit risk measurement model. The risk weight assigned to
each commercial obligation is based on the ratings assignment (either external
or internal), so that higher (lower) rated, high (low) credit quality obligations
have lower (higher) risk weights and therefore lower (higher) capital require-
ments, thereby mitigating the incentives to engage in risk shifting and regula-
tory arbitrage.

Whichever of the three models is chosen, the Basel II proposal requires
that overall capital adequacy be measured as follows:9

Regulatory total capital ¼ Credit risk capital requirement
þ Market risk capital requirement
þ Operational risk capital requirement

where

1. The credit risk capital requirement depends on the bank’s choice of
either the standardized or the internal ratings-based (foundation or
advanced) approaches.

2. The market risk capital requirement depends on the bank’s choice of
either the standardized or the internal model approach (e.g., RiskMet-
rics, historical simulation or Monte Carlo simulation). This capital
requirement was introduced in 1996 in the European Union and in
1998 in the United States.

3. An operational risk capital requirement depends on the bank’s choice
between a basic indicator approach, a standardized approach, and an
advanced measurement approach (AMA).10 While part of the 8 percent
ratio under Basel I was viewed as capital allocated to absorb opera-
tional risk, the proposed new operational risk requirement aims to
separate out operational risk from credit risk in order to better measure
this risk. (See Chapter 6 of Allen et al. [2004] for a discussion of the
operational risk component of Basel II.)

The Three T i ers o f Cap i t a l D es i g na t i o ns

Bank capital is divided into three classes: Tier 1, Tier 2, and Tier 3 (see
Table 13.1).11 Tier 1 capital is considered to be a higher form of capital
than Tier 2, because it is composed of more patient, long-term funds that
can serve as a cushion against losses. Residual claims are capital securities
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TABLE 13.1 Definition of Qualifying Capital for Bank Holding Companies

Components Minimum Requirements

Core capital (Tier 1) Must equal or exceed 4 percent of weighted-
risk assets

Common stockholders’ equity No limit

Qualifying cumulative and noncumulative
perpetual preferred stock

Limited to 25 percent of the sum of common
stock, minority interest, and qualifying
perpetual preferred stock

Minority interest in equity accounts of
consolidated subsidiaries

Organizations should avoid using minority
interests to introduce elements not otherwise
qualifying for Tier 1 capital

Less: Goodwill�

Supplementary capital (Tier 2) Total of Tier 2 is limited to 100 percent of
Tier 1y

Allowance for loan and lease losses Limited to 1.25 percent of weighted-risk
assets

Nonqualifying perpetual preferred stock No limit within Tier 2

Hybrid capital instruments, perpetual debt,
and mandatory convertible securities

No limit within Tier 2

Subordinated debt and intermediate-term
preferred stock (original weighted-average
maturity of five years or more)

Subordinated debt and intermediate-term
preferred stock are limited to 50 percent of
Tier I; amortized for capital purposes as they
approach maturityy

Revaluation reserves (equity and buildings) Not included; organizations encouraged to
disclose; may be evaluated on a case-by-case
basis for international comparisons and taken
into account in making an overall assessment
of capital

Deductions (from sum of Tier 1 and Tier 2)

Investments in unconsolidated subsidiaries

Reciprocal holdings of banking
organizations’ capital securities

As a general rule, one-half of the aggregate
investments would be deducted from Tier 1
capital and one-half from Tier 2 capitalz

Other deductions (such as other subsidiaries
or joint ventures) as determined by
supervisory authority

On a case-by-case basis or as a matter of
policy after formal rule making

Total capital (Tier 1 þ Tier 2 �Deductions) Must equal or exceed 8 percent of weighted-
risk assets

�Goodwill on the books of bank holding companies before March 12, 1988, would be
grandfathered.
yAmounts in excess of limitations are permitted but do not qualify as capital.
zA proportionately greater amount may be deducted from Tier 1 capital if the risks associated
with the subsidiary so warrant.
Source: A. Saunders and M. Cornett, Financial Institutions Management: A Risk Management
Approach, 6th ed. (Boston: McGraw-Hill Irwin, 2008), Table 20-6, page 600.
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that receive cash flows only after all other claimants (creditors) are fully
paid. The subordinated place in the priority structure of residual claimants
gives them the capital-like feature. Thus, common stock is the purest form
of capital (considered Tier 1) since equity holders are the very last in line to
receive payment.

The Federal Reserve stress tests of 2009 (see Chapter 10) focused on
Tier 1 capital in general, and tangible common stockholders’ equity in par-
ticular.12 That is, the Supervisory Capital Assessment Program’s (SCAP)
capital buffer required for each of the 19 banks that were required to take
part in the stress test was a Tier 1 risk-based ratio of at least 6 percent and a
Tier 1 common stock risk-based ratio of at least 4 percent.

Base l I I ’ s S t andard i z ed Mode l

The Standardized Model of credit risk measurement for pillar 1 of Basel II
enhances the risk sensitivity of capital requirements by dividing the com-
mercial obligor designation into gradations of risk classifications (risk buck-
ets) dependent upon external credit ratings. Under the original Basel I
system, all commercial loans were viewed as having the same credit risk
(and thus the same risk weight).13 Essentially, the book value of each loan
was multiplied by a risk weight of 100 percent and then by 8 percent in
order to generate the Tier 1 plus Tier 2 minimum capital requirement of 8
percent of risk-adjusted assets, the so-called 8 percent rule. Table 13.2 com-
pares the risk weights for corporate obligations under the proposed new
standardized model to the original Basel I risk weights. Under Basel II, the
bank’s assets are classified into each of the five risk buckets according to the
credit rating assigned the obligor by independent rating agencies. In order to

TABLE 13.2 Total Capital Requirements on Corporate Obligations under the
Standardized Model of BIS II

External Credit Rating

AAA to

AA�
Aþ to

A�
BBBþ to

BB�
Below

BB� Unrated

Risk weight under
BIS II

20% 50% 100% 150% 100%

Capital requirement
under BIS II

1.6% 4% 8% 12% 8%

Risk weight under BIS I 100% 100% 100% 100% 100%

Capital requirement
under BIS I

8% 8% 8% 8% 8%
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obtain the minimum capital requirement for credit risk purposes, all
credit exposures (known as the exposure at default, EAD) in each risk
weight bucket are summed up, weighted by the appropriate risk weight
from Table 13.2, and then multiplied by the overall total capital require-
ment of 8 percent.14

The standardized approach takes into account credit risk mitigation by
adjusting the transaction’s EAD to reflect collateral, credit derivatives or
guarantees, and offsetting on-balance-sheet netting. However, any collat-
eral value is reduced by a haircut to adjust for the volatility of the instru-
ment’s market value. Moreover, a floor capital level assures that the credit
quality of the borrower will always impact capital requirements. Such miti-
gation estimates based on the supposed market value of collateral have
proven totally inadequate in the current crisis.

The risk weights for claims on sovereign countries and their central
banks are shown in Table 13.3. The new weights allow for differentiation
of credit risk within the classification of OECD nations. Under Basel I, all
OECD nations carried preferential risk weights of 0 percent on their gov-
ernment obligations. Basel II levies a risk weight that depends on the sover-
eign country’s external rating, not on its political affiliation.15 However,

TABLE 13.3 Total Capital Requirements on Sovereigns under the Standardized
Model of BIS II

External
Credit
Rating

AAA to

AA� or
ECA

Rating 1

Aþ to

A� or
ECA

Rating 2

BBBþ to

BBB� or
ECA

Rating 3

BBþ to B�
or ECA
Rating
4 to 6

Below

B� or
ECA

Rating 7

Risk weight
under BIS II

0% 20% 50% 100% 150%

Capital
requirement
under BIS II

0% 1.6% 4% 8% 12%

Notes: ECA denotes export credit agency. To qualify, the ECA must publish its risk
scores and use the OECD methodology. If there are two different assessments by
ECAs, then the higher risk weight is used. Sovereigns also have an unrated category
with a 100 percent risk weight (not shown). Under BIS I, the risk weight for OECD
government obligations is 0 percent. OECD interbank deposits and guaranteed
claims, as well as some non-OECD bank and government deposits and securities,
carry a 20 percent risk weight under BIS I. All other claims on non-OECD govern-
ments and banks carry a 100 percent risk weight under BIS I.
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claims on the BIS, the IMF, the European Central Bank and the European
Community all carry a 0 percent risk weight.

There are two options for standardized risk weighting of claims on
banks and securities firms. Under option 1, all banks incorporated in a given
country are assigned a risk weight one category less favorable than the sov-
ereign country’s risk weight. Thus, the risk weights for option 1 shown in
Table 13.4 pertain to the sovereign country’s risk weight. For example, a
bank that is incorporated in a country with an AAA rating will have a 20
percent risk weight under option 1, resulting in a 1.6 percent capital require-
ment.16 Option 2 uses the external credit rating of the bank itself to set the
risk weight. Thus, the risk weights for option 2 shown in Table 13.4 pertain
to the bank’s credit rating. For example, a bank with an AAA rating receives
a 20 percent risk weight (and a 1.6 percent capital requirement) no matter
what the sovereign country’s credit rating. Table 13.4 also shows that Basel
II reduced the risk weights for all bank claims with original maturity of three
months or less.17 The choice of which option applies is left to national bank
regulators and must be uniformly adopted for all banks in the country.

Assessmen t o f t he S t andard i z e d Mode l

Basel II is a step in the right direction in that it adds risk sensitivity to the
regulatory treatment of capital requirements to absorb credit losses. How-
ever, Altman and Saunders (2001a, b) and the Institute of International

TABLE 13.4 Total Capital Requirements on Banks under the Standardized Model
of Basel II

External Credit Rating

AAA

to
AA�

Aþ
to
A�

BBBþ
to

BBB�
BB+
to B�

Below
B� Unrated

Risk weight under
Basel II option 1

20% 50% 100% 100% 150% 100%

Capital requirement
under Basel II option 1

1.6% 4% 8% 8% 12% 8%

Risk weight under
Basel II option 2

20% 50% 50% 100% 150% 50%

Risk weight for short-
term claims under
Basel II option 2

20% 20% 20% 50% 150% 20%

Note: The capital requirements for option 2 can be calculated by multiplying the risk
weight by the 8 percent capital requirement.
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Finance (2000) find insufficient risk sensitivity in the proposed risk buckets
of the standardized model, especially in the lowest-rated bucket for corpo-
rates (rated below BB–) which will require a risk weight three times greater
than proposed under Basel II to cover unexpected losses, based on empirical
evidence on corporate bond loss data.18 By contrast, the risk weight in the
first two corporate loan buckets may be too high. Indeed, Resti and Sironi
(2007) use 7,232 Eurobonds issued during 1991–2003 and find that the risk
weights under the standardized model are not sufficiently convex (steep).
They advocate breaking the BBBþ to BB� risk class into two separate risk
weights so as to increase risk sensitivity. Moreover, they find no difference
in the relationship between ratings and bond spreads for financial and non-
financial firms, and suggest that the differential risk weight schedules be
eliminated.

The unrated risk bucket (of 100 percent) has also been criticized since the
majority of obligations held by the world’s banks are not rated (see Ferri et al.
[2001]). For example, it is estimated that less than 1,000 European companies
are rated, so the retention of an unrated risk bucket is a major lapse that
threatens to undermine the risk sensitivity of Basel II.19,20 Specifically, actual
default data on nonrated loans puts them closer to the 150 percent bucket risk
weight than the specified 100 percent risk weight. In addition, low-quality
borrowers that anticipate receiving an external credit rating below BB– have
an incentive to avoid independent rating agencies altogether, choosing to re-
duce their costs of borrowing by remaining unrated, but thereby reducing the
availability of credit information available to the market.21

More fundamentally, however, basing capital requirements on external
credit ratings is problematic if the ratings themselves are inaccurate and bi-
ased upward. As discussed in Chapter 1, credit ratings are lagging indicators
that are beset with conflicts of interest stemming from the fact that the rat-
ings agencies are dependent upon the issuers for a substantial share of their
revenue.22 In June 2009, the Basel Committee took note of (and expressed
the concern of some regulatory authorities about) the ubiquitous use of
credit ratings in the banking and securities sectors, as well as in the insur-
ance industry. In addition to capital requirements, external credit ratings
are used to classify assets so as to designate permissible activities, set asset
concentration limits, determine risk and evaluate disclosure requirements.

As already noted, significant shortcomings of external credit ratings have
become apparent during the global 2007–2009 financial crisis, as well as dur-
ing the Enron and WorldCom debacles in 2001 and 2002 (see the discussion
in Chapter 1). Since the obligors are free to choose their rating agency, moral
hazard may lead rating agencies to shade their ratings upward in a bid to
obtain business, thereby understating required capital levels. Moreover, since
there is no single, universally accepted standard for credit ratings, they may
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not be comparable across rating agencies and across countries (see the discus-
sions in White [2001], Cantor [2001], and Griep and De Stefano [2001]).
This is likely to distort capital requirements more in less developed countries
(LDC), because of greater volatility in LDC sovereign ratings, less transparent
financial reporting in those countries, and the greater impact of the sovereign
rating as a de facto ceiling for the private sector in LDCs.23

Finally, banks are also considered ‘‘delegated monitors’’ (see Diamond
[1984] and the discussion in Chapter 1) who have a comparative advantage
in assessing and monitoring the credit risks of their borrowers. Indeed, this
function is viewed as making banks ‘‘special’’. This appears to be in-
consistent with the concept underlying the standardized model, which
essentially attributes this bank monitoring function to external rating agen-
cies for the purposes of setting capital requirements. Adoption of this ap-
proach may well reduce banks’ incentives to invest time and effort in
monitoring, thereby reducing the availability of information and further
undermining the value of the banking franchise. Indeed, the recent financial
crisis resulted, in large part, from the failure of banks to perform their dele-
gated monitoring and screening functions.

The I n t erna l Ra t i n gs - Based Mode l s f o r
Cred i t R i s k

Under the internal ratings-based (IRB) approach, each bank is required to
establish an internal ratings model to classify the credit risk exposure of
each activity (e.g., commercial lending, consumer lending, etc.), whether on
or off the balance sheet. For the foundation IRB approach, the required out-
puts obtained from the internal ratings model are estimates of one year
probability of default (PD) and exposure at default (EAD) for each transac-
tion.24 In addition to these estimates, independent estimates of both the loss
given default (LGD) and maturity (M) are required to implement the ad-
vanced IRB approach.25 The bank computes risk weights for each individ-
ual exposure (e.g., corporate loan) by incorporating its estimates of PD,
EAD, LGD and M obtained from its internal ratings model and its own
internal data systems. The model also assumes that the average default cor-
relation among individual corporate borrowers, denoted R, is between 12
and 24 percent with the correlation specified as a decreasing function of
PD.26 Recent research by Moody’s KMV, however, has shown that correla-
tions appear to actually increase with PD.

Expected losses upon default (EL) can be calculated as follows:

EL ¼ PD� LGD
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where PD is the probability of default and LGD is the loss given default.27

However, this considers only one possible credit event—default—and
ignores the possibility of losses resulting from credit rating downgrades.
That is, deterioration in credit quality caused by increases in PD or LGD will
cause the market value of the loan to fall even prior to default, thereby result-
ing in portfolio losses. Thus, credit risk measurement models can be differen-
tiated on the basis of whether the definition of a credit event includes only
default (the default mode or DM models) or whether it also includes nonde-
fault credit quality deterioration (the mark-to-market or MTM models). The
mark-to-market approach considers the impact of credit downgrades and
upgrades on market value, whereas the default mode is only concerned about
the economic value of an obligation in the event of default.

There are five elements to any IRB approach:

1. A classification of the obligation by credit risk exposure—the internal
ratings model.

2. Internally calculated risk components—PD and EAD for the foundation
model and PD, EAD, LGD, and M for the advanced model (other vari-
ables specified by the regulator, discussed later).

3. A risk weight function that uses the risk components to calculate the
bank’s capital for each credit exposure.

4. A set of minimum requirements of eligibility to apply the IRB ap-
proach—that is, demonstration that the bank maintains the necessary
information systems to accurately implement the IRB approach.

5. Supervisory review of compliance with the minimum requirements.

The scope of the Basel II models encompasses internationally active
banks on a consolidated basis. However, insurance subsidiaries owned by
banks are not included in the general Basel II proposals for minimum capital
requirements. Figure 13.2 shows how the capital accord is to be applied to
large, complex financial institutions.

Us i ng VAR i n t he Base l I I I RB Cap i t a l Mode l s

The conceptual underpinning for both IRB models is a VAR model used
to solve for expected and unexpected losses. Figure 13.3 illustrates a pos-
sible loss distribution, used to estimate a VAR model, relating all possi-
ble values for security losses/gains to the probability of occurrence for
each value (determined by the likelihood that a credit event will occur).
In practice, however, loss distributions on loans are likely to be highly
skewed. The area under the probability distribution of security losses
must sum to one.
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For illustrative purposes the probability distribution in Figure 13.3 is
assumed to be a normal distribution suggesting that losses/gains are sym-
metrically distributed around the mean value. Two important loss concepts
are illustrated in Figure 13.3. Expected losses (EL) are estimated by the
mean of the distribution, whereas unexpected losses (UL) are measured by
the chosen percentile cut-off of extreme losses under adverse circumstances.
If the loss percentile cut-off is set at 0.1 percent, or at the 99.9 percentile of
the distribution (as in Basel II), then UL is the value that just marks off the

FIGURE 13.2 Illustration of New Scope of Application of This Framework
Source: Bank for International Settlements, www.bis.org.
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shaded area in Figure 13.3 comprising 0.1 percent of the area under the
entire loss distribution. That is, there is only 0.1 percent likelihood that
losses will exceed UL, or a 99.9 percent chance that losses will be less than
this amount. The standard deviation, denoted s, is a commonly used mea-
sure of risk because it measures the loss dispersion around EL weighted by
the likelihood of occurrence. For the normal distribution, there is approxi-
mately a 67 percent probability that losses will fall within the region from
EL � s to EL þ s, called the confidence interval.

The loss distribution shown in Figure 13.3 is normal. However, as
noted earlier, most financial loss distributions for loans are skewed with fat
tails; that is, there is a greater likelihood of extreme outcomes than implied
by the normal distribution. Figure 13.4 shows a skewed loss distribution
with the loss measures EL and UL. We can solve for the s of the loss distri-
bution in Figure 13.4, but since it is not normal, we cannot specify the like-
lihood that losses will fall within the EL � s to EL þ s confidence interval
unless we have information about the particular shape of the distribution—
that is, its skewness (lack of symmetry) and its kurtosis (the probability of

Expected
Losses

(EL)

EL − σ EL + σ

Confidence
Interval

Unexpected
Losses, VAR

(UL)

Loss

Probability
%

99.9 Percentile
(Maximum) Value

0.1%

FIGURE 13.3 Normal Loss Distribution
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extreme loss outcomes). For simplicity, therefore, both foundation and ad-
vanced IRB models are based on normal distributions.

Figures 13.3 and 13.4 are loss distributions for individual security
(loan) investments. However, diversification across different securities
causes the risk of a portfolio to be lower than the risk of individual security
investments. As noted in Chapter 8, the lower the correlation between pairs
of securities, the greater the benefits of diversification in reducing the risk of
the portfolio. The correlation coefficient measures the co-movement be-
tween pairs of securities on a scale of �1 to þ1; a correlation coefficient of
�1 for perfectly negatively correlated securities (the securities’ values move
in exactly opposite directions), 0 for uncorrelated, and þ1 for perfectly pos-
itively correlated (the securities’ values move together in lockstep). Most
securities are positively correlated (thereby preventing the elimination of
risk through simple portfolio creation), but not perfectly positively corre-
lated (thereby providing substantial benefits to diversification).

Using this conceptual framework, the 99.9 percentile VAR for a specific
asset (e.g., a bank loan) can be stated as

VARloan ¼ ELloan þ ULloan

The expected loss (EL) on the loan determines the loan loss reserves for
such losses. The unexpected loss (UL) protects the financial institution (FI)
against unexpected losses, beyond those that are expected. Capital reserves

Expected
Losses

(EL)

Unexpected
Losses, VAR

(UL)

Loss

Probability
%

FIGURE 13.4 Skewed Loss Distribution
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are determined by the level of UL.28 The sum of loan loss reserves and capi-
tal reserves should, therefore, be sufficient to protect the FI from failure (i.
e., losses exceeding the sum of the two reserves held by the FI) in all but one
year in 1,000, or 99.9 percent of the time. Thus, the capital reserves (UL)
can be viewed as the VARloan minus ELloan. We can rewrite the expression
for capital reserves using two definitions: (1) ELloan ¼ PD� LGD, where PD
is the expected probability of default under average economic conditions
and LGD is the (assumed constant) loss given default, and (2) ULloan ¼ PDA

� LGD, where PDA is defined to be the probability of default under adverse
economic conditions (which reflects in part the current normal PD and the
worst year in 1,000-years PD, weighted by the correlation factor R).29

Thus, the expression for capital reserves (UL) can be rewritten as:

Capital reservesloan ¼ VARloan � ELloan ¼ ðLGD� PDAÞ � ðLGD� PDÞ
ð13:1Þ

Under Basel II, the 99.9 percentile VAR for an asset such as a loan is
calculated as follows:30

VARloan ¼ LGD� N
GðPDÞ � RGð0:999Þ

ð1� RÞ0:5
" #

ð13:2Þ

where N(�) is an area under the standard normal distribution, and G(�) is the
inverse of the area under the standard normal distribution. That is, given
any PD, it reflects the number of standard deviations with which assets
have to decline from their mean value to reach that PD. For example, if PD
¼ 1 percent, then assets would have to decline by 2.33s from their mean to
reach this level. In this case G(.01) ¼ 2.33s.

In equation (13.2), R is the loan’s default risk correlation, expressed as
follows:

R ¼ 0:12 1� e�50PD
� �
1� e�50

þ 0:12 1� 1� e�50PD

1� e�50

� �

The correlation (R) is assumed to be inversely related to the PD on the
loan.31 Substituting equation (13.2) into equation (13.1) yields equation
(13.3):

Capital reservesloan ¼ LGD� N
GðPDÞ � RGð0:999Þ

ð1� RÞ0:5
" #

� ðLGD� PDÞ
ð13:3Þ

where LGD � PD ¼ EL
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Since it has been shown that the longer the maturity of the loan, the
more likely it is to default, the Basel II IRB model requires that the basic
amount of capital computed in equation (13.3) be multiplied by a maturity
adjustment factor denoted b derived as follows:

b ¼ ½0:11852� 0:05478� lnðPDÞ�2 ð13:4Þ

Intuitively, b is similar to the slope of a regression line, reflecting the
degree to which the default risk increases with the maturity of the loan.

If we now put together the maturity adjustment factor, the expression of
the correlation (R), and the basic capital requirement expression, we obtain
the full Basel II capital requirement (k) per dollar of credit exposure under
the June 2006 proposals of the foundation and advanced IRB models as:

k ¼ LGD�N
GðPDÞ

ð1� RÞ0:5 þ
Gð0:999ÞR
ð1� RÞ0:5

 !
� PD� LGD

" #
� 1þ ðM� 2:5Þb

1� 1:5b

� �

Where R is the correlation and b the maturity defined above. Note that the
term in the first squared bracket can also be written as in equation (13.2)
�PD � LGD.

This formula shows the amount of required capital (k) per dollar of
loans to a given corporate borrower. The dollar amount of capital required
for a loan of a particular exposure size would be:

Dollar capital requirement ¼ k� EAD

where EAD is exposure at default, the net dollar amount of the loan out-
standing (adjusted for collateral) at the time of default.

Alternatively, since the Basel II model is calibrated to achieve an overall 8
percent capital requirement, we can compare the actual capital being held
against the loan with the required amount (8 percent target). This can be done
by computing the amount of risk-weighted assets that the regulatory required
capital can support (so as to just meet the 8 percent target). This would be:

Risk-weighted assets ðRWAÞ ¼ k� 12:5� EAD

where 12.5 is the asset multiplier for an 8 percent capital ratio (i.e.,
1/.08¼ 12.5).

The issue for capital adequacy is whether

Actual capital=RWA � 8%
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where actual capital reflects the amount of Tier 1 plus Tier 2 capital cur-
rently held by the FI against an unexpected loss on the loan; that is,
kactual � EAD.

Thus, the capital adequacy test is whether

Actual capital

RWA
¼ kactualEAD

12:5� k� EAD
¼ kactual

12:5k
� 8%

where k is the required regulatory capital determined earlier.
Clearly, if kactual ¼ k, then the 8 percent target is reached; that is,

kactual
12:5k

¼ 8%

If kactual equals k, the ks cancel out, leaving 1/12.5 ¼ .08 or 8 percent.
If kactual is greater than k, then the 8 percent minimum target is exceeded,
and if kactual is less than k, then the FI will be capital deficient. In this latter
situation, the FI would have to either cut back its loans or increase its
capital.

There are adjustments to the IRB model’s capital requirement previ-
ously illustrated for retail exposures and residential mortgages. Table 13.5
shows the different risk weights for exposures to businesses, residential
mortgages, retail borrowers and revolving retail accounts.

Compar i s on o f t h e Founda t i on and Advanced
I RB Mode l s
Loss Given Default From a practical standpoint, the major factor differenti-
ating the foundation from the advanced IRB model is the determination of
the loss given default, LGD. Under the foundation approach, the LGD is
specified by the regulator, which for senior uncollateralized claims (such as
loans) on businesses, sovereigns, and banks is 45 percent. For subordinated
claims, the foundation IRB model stipulates a 75 percent LGD. Sophisti-
cated banks are encouraged to move from the foundation to the advanced
approach. A primary source for this incentive is the result of the use of the
bank’s actual LGD experience in place of the foundation model’s fixed as-
sumption of a 45 or 75 percent LGD. Historical evidence prior to the cur-
rent crisis suggests that the LGD for bank loans is significantly lower than
these loss rates and therefore the shift to the advanced approach is expected
to reduce bank capital requirements by 2 to 3 percent; see the discussion in
Chapter 7.32

However, the quid pro quo for permission to use actual LGD is compli-
ance with an additional set of minimum requirements attesting to the
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efficacy of the bank’s information systems in maintaining data on LGD and
updating these data over a seven-year back-casting window. Clearly, under
the current crisis, the down or adverse condition LGD estimates will rise
substantially.

Maturity Another adjustment to the foundation approach’s capital require-
ment for FIs using the advanced IRB model is the incorporation of a matu-
rity adjustment factor reflecting the transaction’s effective maturity rather
than the stipulated maturity. The foundations model sets effective maturity
M at 2.5 years for all loans. The advanced IRB model stipulates that the
maturity measure is the greater of either one year or actual effective matu-
rity, which is the weighted average life:

St tPt=StPt

where Pt ¼ the minimum amount of principal contractually payable at time
t, for all instruments with a predetermined, minimum amortization sched-
ule. The maturity is capped at seven years in order to avoid overstating the
impact of maturity on credit risk exposure.

Probability of Default For both the foundations and advanced models, the PD
has to be based on historic-based loan ratings systems with a minimum of six
categories and PD-associated estimates based on five years of historic data.

A full discussion of loan rating systems can be found in Appendix 13.1.

Exposure at Default Under the IRB model, both the foundation model and
the advanced model allow a bank to calculate the individual exposure at
default (EAD) for each loan that takes into account netting, collateral, and
other offsets.

Correlation A crucial misconception about the IRB model relates to the
correlation factor (R). The factor R is a measure of a loan’s systematic risk
vis-�a-vis a single factor (implicitly a measure of economic/market perform-
ance). As such, it is more akin to the beta (b) for the single-factor capital
asset pricing model (CAPM) rather than a correlation (r) across loans in the
loan portfolio that may well reflect high concentration risk in the loan
portfolio.

The Basel II model specifies an explicit functional equation for R that is
to be applied to each individual loan and cannot be self-determined by even
the most sophisticated banks. As specified, R lies between 12 percent and 24
percent, suggesting a low degree of correlation in the context of a single-
factor model, and the value of R varies inversely with PD. That is, the
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higher the R, the lower the PD. This implies that high-default-risk borrow-
ers will have relatively low R values and, ceteris paribus, lower capital re-
quirements. The key assumption here is that most loan defaults occur
because of a borrower’s unsystematic risk due to factors such as poor man-
agement, poor product choice, and so on. As noted earlier, there is consider-
able empirical evidence that suggests the opposite—that is, R and PD should
be positively related. Clearly, this issue is highly contentious given the rise in
default rates during the current crisis. Indeed, future research is needed to
see what proportion of corporate defaults over the 2007–2009 period were
due to systematic risk rather than unsystematic risk factors.

Summary In sum, the IRB model foundations approach allows banks to in-
put two of the five factors that drive the dollar amount of capital required
by qualifying banks (i.e., PD and EAD) while the advanced model allows
banks to input four of the five factors (PD, EAD, M, and LGD). Under both
approaches, R is set by bank regulators.

The advanced IRB approach entails the estimation of parameters re-
quiring long histories of data that are unavailable to most banks. Given the
costs of developing these models and databases, there is the possibility of
dichotomizing the banking industry into haves and have-nots. For example,
some anecdotal estimates suggest that no more than 15 U.S. banks’ ratings
systems meet the criteria to qualify to use either of the IRB approaches.
Moreover, capital requirements are highly sensitive to the accuracy of cer-
tain input values; in particular, estimates of LGD and the granularity in PD
are important (see Gordy [2000] and Carey [2000]).33 Since credit losses are
affected by economic conditions, the model parameters should also be ad-
justed to reflect expected levels of economic activity. Many of these assump-
tions will have to be revised in light of experiences during the 2007–2009
crisis. Thus, the data requirements are so substantial that full implementa-
tion of the advanced IRB approach may be difficult even for the most so-
phisticated banks. Similarly, regulators have commensurate challenges in
obtaining the necessary data to validate the banks’ models.

Assessmen t o f t he I RB Mode l s

The IRB models of Basel II are a potential improvement over Basel I and the
standardized model of Basel II in terms of sophistication in measuring credit
risk. Moreover, the IRB approaches move regulatory capital in the direction
of economic capital and VAR measures of risk. However, they are far from
an integrated portfolio management approach to credit risk measurement.
Focus on individual ratings classifications (whether using external credit
ratings under the standardized model or internal risk scoring models under
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IRB) prevents an aggregated view of credit risk across all transactions, with
regulatory concerns about systemic risk, as reflected in the systematic risk
correlation (R), preventing full consideration of cross-asset correlations.
Thus, capital requirements are likely to be lower than economically neces-
sary when considering actual portfolio correlations or concentrations.34

Moreover, incompatible approaches to assessing the capital adequacy of
insurance companies and other nonbanking firms may obscure their impact
on financial system stability. In the United States and Europe, the insurance
industry, the securities industry, and government-sponsored enterprises (such
as Fannie Mae and Freddie Mac) all use a variety of models, ranging from
minimum ratios, to stress test survivorship requirements, to dynamic risk-of-
ruin scenario analysis that includes both the asset and liability sides of the
balance sheet, in order to measure capital requirements for these instruc-
tions. All of these have been found to be lacking during the recent crisis.

Basel II is based on a prespecified threshold insolvency level. That is,
capital levels are set so that the estimated probability of insolvency of each
bank is lower than a threshold level such as 99.9 percent (i.e., 0.1 percent
probability of failure per year, or one bank insolvency every 1,000 years).35

However, there are two potential shortcomings to this approach from the
regulator’s point of view. First, without considering the relationship be-
tween individual banks’ insolvency probabilities, Basel II cannot specify an
aggregate, systemwide insolvency risk threshold; see, for example, Acharya
(2001). Second, there is no information about the magnitude of loss given
bank insolvency. The deposit insurer, for example, may be concerned about
the cost to the deposit insurance fund in the event that the bank’s capital is
exhausted and a bank has to be liquidated under adverse conditions. (See
Gordy [2000] for a discussion of the estimation of the ‘‘expected tail loss.’’)
Basel II addresses neither of these concerns. However, there is evidence that
banks hold capital in excess of the regulatory minimum in response to mar-
ket pressure. For example, in order to participate in the swap market, the
bank’s credit quality must be higher than would be induced by complying
with either Basel I or II.36 Thus, regulatory capital requirements may be
considered lower bounds that do not obviate the need for more precise
credit risk measurement.

Adop t i o n o f Base l I I t h roughou t t h e Wor l d

The EU and Basel Committee member states (Belgium, Canada, France,
Germany, Italy, Japan, Luxembourg, the Netherlands, Spain, Sweden,
Switzerland, the United Kingdom and the United States) adopted the full
Basel II accord for implementation as of the end of 2007. Although U.S.
bank regulators were at the forefront of designing Basel II, U.S.
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regulators initially decided not to adopt the regulations for the vast ma-
jority of the banks in the United States. That is, on December 7, 2007,
U.S. bank regulators announced that banks with more than $250 billion
in assets or at least $10 billion of on-balance-sheet foreign exposures
would be required to use the advanced IRB approach.37 Only if a bank
met ‘‘substantial risk measurement and management infrastructure
requirements’’ would it be permitted to opt into the advanced IRB model
(Board of Governors [2007]). All other banks could adopt the standard-
ized model of Basel II, if they so chose. Otherwise, they would remain
under the Basel I requirements.

Concerns were expressed about the bifurcation of U.S. bank capital reg-
ulations. U.S. bank regulators pointed to a proposal (advanced in December
2006) to create a more risk-sensitive version of Basel I (dubbed Basel IA)
that would increase the number of risk weights, use loan-to-value (LTV)
ratios to risk-weight residential mortgages, and recognize the role of collat-
eral and guarantors, among other proposals. However, in July 2008, U.S.
bank regulators decided not to adopt Basel IA, and instead apply the stan-
dardized model of Basel II to U.S. banks on the grounds that this would
harmonize international bank capital requirements.38 Thus, U.S. bank regu-
lators essentially chose to adopt Basel II, with an exception relating to resi-
dential mortgages. In doing so, U.S. bank regulators implicitly chose to
replace the standardized model with Basel IA for residential mortgages,
thereby applying an LTV test to determine the loan’s risk weight. In the
United States, therefore, first (junior) lien mortgages have risk weights rang-
ing from 20 percent (75 percent) to 150 percent, depending upon whether
the LTV is less than 60 percent or greater than 95 percent (90 percent).39

U.S. bank regulators also chose to maintain a supplementary capital
requirement: the traditional leverage requirement, which requires well-
capitalized banks tomaintain at least a 5 percent ratio of Tier 1 capital to total
non-risk-weighted, on-balance-sheet assets. Gilbert (2006) describes how the
maintenance of the leverage requirement is essential to mitigate competitive
pressures if the United States does not adopt Basel II for all banks. Since
Basel II adoption is expected to reduce capital requirements on individual
institutions (see Powell [2005]) and since capital is the bank’s most costly
source of funds, non-adopting banks would be at a competitive disadvantage
vis-�a-vis banks that adopted Basel II, particularly the advanced IRBmodel.

Because of concerns about reduced capital protection, U.S. regulators
adopted a transitional period which restricts a bank’s capital requirement
from falling below 95 percent, 90 percent, and 85 percent of the bank’s
Basel II transitional first, second, and third floor periods, scheduled to begin
in 2010, at the earliest at the very largest U.S. bank organizations such as J.P.
Morgan Chase. Moreover, the financial crisis of 2007–2009 led U.S. bank
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regulators to impose additional capital requirements based on Tier 1 and
tangible capital (leverage) ratio on the largest 19 U.S. banks that were re-
quired to participate in the stress tests conducted during February–March
2009 (see the discussion in Chapter 10). Philipp Hildebrand (2008) has,
like many regulators, described the importance of a leverage ratio in addi-
tion to the Basel II capital requirement. His arguments are that bank regula-
tors must control bank leverage, since high leverage has made the global
banking system fragile and prone to repeated crises, and that the two largest
Swiss banks (UBS and Credit Suisse) were among the most highly capital-
ized banks in the world (according to Basel capital standards), but were
among the worst capitalized in terms of the leverage ratio.

Nevertheless, one of the shortcomings of a simple leverage ratio capital
requirement is that it fails to consider off-balance-sheet positions. As dis-
cussed in Chapter 1, off-balance-sheet activity was the primary mechanism
for excessive risk taking during the period preceding the global crisis of
2007–2009.40 Moreover, leverage ratios are highly procyclical, thereby
exacerbating business cycles. Finally, they can be distorted by the inclusion
of preferred stock and other nonstandard types of real capital, such as com-
mon equity and retained earnings. There has been discussion of a counter-
cyclical capital requirement that would automatically increase capital
requirements in good times and decrease them in bad times. The intuition is
simple. In good times, banks have retained profits and access to the equity
market, which allows them to build up excess capital reserves. By contrast,
in bad times, profits disappear and banks’ access to the equity market might
be limited. These proposals have not been put into practice, with the possi-
ble exception of Spain.41 Heid (2007) argues that the capital buffer held
over and above the minimum capital requirement would play an important
role in mitigating the volatility and procyclicality inherent in capital regula-
tions under Basel I, but will exacerbate procyclicality under Basel II. That is,
under Basel I, banks cut back on their capital buffer during economic down-
turns due to reduced lending, but under Basel II the increased risk weights
overcompensate for the reduction in lending and lead to an increase in the
capital buffer during downturns, thereby exacerbating procyclicality.

Because of concerns about procyclicality and fear of exacerbating eco-
nomic distress, there has been a consensus agreement among the Basel Com-
mittee not to raise capital requirements during the ongoing global banking
crisis of 2007–2009. The focus instead has been toward the composition
rather than the quantity of bank capital. That is, innovations in capital
markets have led to the inclusion in bank capital (both Tier 1 and 2) of hy-
brid instruments (such as auction-rate preferred stock). The June 2009
Obama-Geithner Plan (see Chapter 3) calls for the Basel Committee to har-
monize the definition of bank capital, improve regulatory procedures for
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measurement of the risk of the trading book and securitization exposures,
and implement a ‘‘simple, transparent, non-model based measure of lever-
age, as recommended by the G-20 Leaders.’’42 Finally, the Obama-Geithner
Plan calls for proposals to mitigate the procyclicality of capital require-
ments so that capital buffers would be required during good economic peri-
ods, so as to build an excess capital reserve to support adequate capital
during economic downturns.

An innovative proposal to accomplish this has been put forth in
Kashyap, Rajan, and Stein (2008). They compare a fixed capital standard
to requiring a homeowner to hold a fixed fraction of the house value in a
savings account without permitting any expenditure from the account to
repair the house when it is damaged in a storm. They advocate a counter-
cyclical capital standard on a marketwide basis. Instead of requiring the
banks to hold additional capital in good times, they suggest the creation of
a systemic risk insurance policy provided by sovereign wealth funds, pen-
sion funds, or market investors to supplement traditional bank capital.
These investors would place, say, $10 billion into a ‘‘lock box,’’ in exchange
for a premium paid by the bank. The insurance policy would pay off only if
the overall banking sector is in crisis. Otherwise, the insurers would receive
their money back plus the premium. To avoid manipulation and moral haz-
ard concerns, the crisis payout would be equal to the losses of all other
banks except the covered bank. Only large, systemically important banks
would participate. Although there are many difficulties with this plan (not
the least of which are the incentives for herding behavior that may exacer-
bate banking crises, and whether nonbanks could ever collectively build a
sufficiently large fund to be a credible tool in a crisis), the proposal has the
potential of using a market solution to recapitalize the banking system dur-
ing a crisis without incurring the regulatory policy costs and deadweight
losses associated with fire sale liquidation of bank portfolios.

SUMMARY

The Basel Accord on bank capital (Basel II) makes capital requirements
more sensitive to credit risk exposure. Regulations governing minimum cap-
ital requirements allow the bank to evolve through three steps: (1) the stan-
dardized model, (2) the internal ratings-based (IRB) foundation approach,
and (3) the advanced IRB approach. In the standardized model, credit risk
weights are determined using external ratings assigned by independent
credit rating agencies. For commercial loans, there are four risk buckets
(plus an unrated classification) corresponding to prespecified corporate
credit ratings.
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The IRB approaches require banks to formulate their own internal rat-
ings models in order to classify the credit risk of their activities. The founda-
tion approach requires that the bank estimate only the probability of default
(PD) and the exposure at default (EAD). There are two additional parame-
ter estimates required to implement the advanced approach: the loss given
default (LGD) and the maturity (M). Basel II requires supervisors to vali-
date the internal models developed by the banks, in conjunction with
enhanced disclosure requirements that reveal more detailed credit risk infor-
mation to the market.

APPEND IX 13 .1 LOAN RAT ING SYSTEMS

One of the oldest rating systems for loans was developed by the U.S. Office
of the Comptroller of the Currency (OCC). The system has been used in the
United States and abroad by regulators and bankers to assess the adequacy
of their loan loss reserves. The OCC rating systems places an existing loan
portfolio into five categories: four low-quality ratings and one high-quality
rating. In Table 13.6 the minimum required loss reserve appears next to
each category.

In the United States, the National Association of Insurance Commis-
sioners (NAIC) utilizes a six-grade regulatory classification scheme, as
shown in Table 13.7. NAIC regulatory ratings have been used to assess cap-
ital requirements for U.S. insurance companies since the mid-1990s. Insur-
ance companies’ internal ratings, as examined by Carey (2001a) for private

TABLE 13.6 Loss Reserves

Percent

Low-quality ratings:

Other assets especially mentioned (OAEM) 0

Substandard assets 20

Doubtful assets 50

Loss assets 100

High-quality rating:

Pass/performing 0

Note: Technically speaking, the 0 percent loss reserves for OAEM and pass loans are
lower bounds. In practice, the reserve rates on these categories are determined by the
bank in consultation with examiners, depending on some type of historical analysis
of charge-off rates for the bank.
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placements, are highly consistent with the external regulatory ratings. They
are consistent in 76.1 percent of the cases and vary by one grade or less in
96.7 percent of the cases. Moreover, internal ratings of debt (bonds) are
highly consistent across insurance companies. There is complete correspon-
dence in 64.2 percent of the cases and variation by one grade or less in 90.5
percent of the cases. However, Carey (2001a) finds less consistency across
insurance company internal ratings for below-investment-grade debt. That
is, when one insurance company rates an obligation as BB or lower, other
insurance companies holding the loan assign the same rating in only 37 per-
cent of the cases. This inconsistency is potentially damaging to the case for
internal ratings models at banks because, whereas only 13 percent of the
private placements at insurance companies were below investment grade,
typically more than 50 percent of large bank portfolios were below invest-
ment grade as of year-end 1997 (see Treacy and Carey [2000]).

TABLE 13.7 NAIC Ratings

NAIC Ratings

Rating
Agency

Equivalent

Insurance
Company Internal

Ratings

Required Capital
for Life Insurance

Companies

1 AAA, AA, A 1, 2, 3 0.3%

2 BBB 4 1.0

3 BB 5 4.0

4 B 6 9.0

5 Less than B 7 20.0

6 Default 7 30.0

Cash and U.S.
government
bonds

1 0.0

Residential
mortgages

0.5

Commercial
mortgages

3.0

Common stock 30.0

Preferred stock NAIC Rating Capital
Factor Plus 2.0

Source: Carey (2001a), Kupiec et al. (2001). The factors are multiplied by the book
value of the life insurance company’s year-end principal balances in each NAIC
rating category in order to calculate the preliminary dollar capital requirement.
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I n t e rna l Ra t i ngs a t Banks

Over the years, bankers have extended the OCC ratings systems by develop-
ing internal rating systems that subdivide the pass/performing rating cate-
gory in more detail. For example, at any given moment, there is always a
chance that some pass or performing loans will go into default, and that
some reserves, even if very low, should be held against these loans. Cur-
rently, it is estimated that a majority of U.S. bank holding companies have
developed internal rating systems for loans on a 1 to 9 or 1 to 10 scale,
including the top 50 FIs in the United States. An example of a 1 to 10 loan
rating system and its mapping into equivalent bond ratings is shown in Ta-
ble 13.8 (and also earlier, in Chapter 4, as Table 4.1).

In Table 13.8 the OCC pass grade is divided into six different categories
(ratings 1 to 6). Ratings 7 to 10 correspond to the OCC’s four low-quality
loan ratings. These loan rating systems do not exactly map into bond rating
systems, especially at the lower-quality end. One reason is that bond rating
systems are supposed to rate an individual loan (including its covenants and
collateral backing), whereas loan rating systems are more oriented to rating
the overall borrower. This lack of one-to-one mapping between bond rat-
ings and loan ratings raises a flag as to (1) the merits of newer models that
rely on bond data to value loans, and (2) the proposed new standardized
model of the Basel II capital requirements that ties capital requirements to
external ratings.

Treacy and Carey (2000), in their survey of the 50 largest U.S. bank
holding companies, and the BIS (2000) survey of 30 FIs across the G-10
countries find considerable diversity in internal ratings models. Although
all the FIs used similar financial risk factors, there were differences across
FIs with regard to the relative importance of each of the factors, as well as
the weight assigned to statistically based processes according to expert judg-
ment. Treacy and Carey (2000) find that qualitative factors played a greater
role in determining the ratings of loans to small and medium-size firms
when the loan officer was chiefly responsible for the ratings. This finding
does not apply to loans to large firms, in which the credit staff primarily
sets the ratings, using quantitative methods such as credit scoring models.
Typically, ratings were set with a one-year time horizon, although data
were often available for three to five years.

The architecture of the internal rating system can be one-dimensional
(an overall rating is assigned to each loan) or two-dimensional; in the latter,
each borrower’s overall creditworthiness (the probability of default, PD) is
assessed separately from the loss severity of the individual loan (the loss
given default, LGD, taking into account any collateral or guarantees).
Treacy and Carey (2000), who recommend a two-dimensional rating
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TABLE 13.8 An Example of a Loan Rating System and Bond Rating Mapping

Bond Rating Score Risk Level Description

AAA 1 Minimal Excellent business credit, superior asset
quality, excellent debt capacity and
coverage; excellent management with depth.
Company is a market leader and has access
to capital markets.

AA 2 Modest Good business credit, very good asset
quality and liquidity, strong debt capacity
and coverage, very good management in all
positions. Company is highly regarded in
industry and has a very strong market share.

A 3 Average Average business credit, within normal
credit standards: satisfactory asset quality
and liquidity, good debt capacity and
coverage; good management in all critical
positions. Company is of average size and
position within the industry.

BBB 4 Acceptable Acceptable business credit, but with more
than average risk: acceptable asset quality,
little excess liquidity, modest debt capacity.
May be highly or fully leveraged. Requires
above-average levels of supervision and
attention from lender. Company is not
strong enough to sustain major setbacks.
Loans are highly leveraged transactions due
to regulatory constraints.

BB 5 Acceptable
with care

Acceptable business credit, but with
considerable risk: acceptable asset quality,
smaller and/or less diverse asset base, very
little liquidity, limited debt capacity.
Covenants structured to ensure adequate
protection. May be highly or fully
leveraged. May be of below-average size or
a lower-tier competitor. Requires significant
supervision and attention from lender.
Company is not strong enough to sustain
major setbacks. Loans are highly leveraged
transactions due to the obligor’s financial
status.

B 6 Management
attention

Watch list credit: generally acceptable asset
quality, somewhat strained liquidity, fully
leveraged. Some management weakness.
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Requires continual supervision and
attention from lender.

CCC 7 Special
mention
(OAEM)

Marginally acceptable business credit; some
weakness. Generally undesirable business
constituting an undue and unwarranted
credit risk but not to the point of justifying a
substandard classification. Although the
asset is currently protected, it is potentially
weak. No loss of principal or interest is
envisioned. Potential weaknesses might
include a weakening financial condition; an
unrealistic repayment program; inadequate
sources of funds; or lack of adequate
collateral, credit information, or
documentation. Company is
undistinguished and mediocre.

CC 8 Substandard Unacceptable business credit; normal
repayment in jeopardy. Although no loss of
principal or interest is envisioned, a positive
and well-defined weakness jeopardizes
collection of debt. The asset is inadequately
protected by the current sound net worth
and paying capacity of the obligor or
pledged collateral. There may already have
been a partial loss of interest.

C 9 Doubtful Full repayment questionable. Serious
problems exist to the point where a partial
loss of principal is likely. Weaknesses are so
pronounced that, on the basis of current
information, conditions, and values,
collection in full is highly improbable.

D 10 Loss Expected total loss. An uncollectible asset or
one of such little value that it does not
warrant classification as an active asset.
Such an asset may, however, have recovery
or salvage value, but not to the point where
a write-off should be deferred, even though
a partial recovery may occur in the future.

TABLE 13.8 (Continued )

Bond Rating Score Risk Level Description
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system, estimate that 60 percent of the FIs in their survey had one-dimen-
sional systems. Moreover, BIS (2000) finds that banks are better able to as-
sess the PD of their borrowers relative to estimating LGD.

More banks can be expected to adopt internal ratings systems in re-
sponse to the incentives built into the proposed new Basel Capital Accord.
Therefore, some words of caution are in order. Adoption of internal ratings
for the purpose of assessing regulatory capital requirements has the poten-
tial to distort the integrity of the rating system, especially if banks view cap-
ital as costly and wish to minimize that cost. Supervisors will have to
validate the accuracy of a wide variety of internal ratings (see the discussion
on stress testing and back-testing in Chapter 10). Moreover, reliance on in-
ternal ratings raises concerns about (1) the ongoing integrity of each system;
(2) the consistency and comparability of the ratings, particularly across na-
tional boundaries; and (3) the evolution and disclosure of best-practices
methods that become international standards. (See Griep and De Stefano
[2001].)
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Notes

CHAPTER 1 Se t t i n g t he S t age f or F i nanc i a l Me l t d own

1. Bank of England, Financial Stability Report no. 22, October 2007, 32.
2. Collateralized debt obligations (CDOs) are securities created by pooling asset-

backed securities (ABSs), mortgage-backed securities (MBSs) such as collateral-
ized mortgage obligations (CMOs), loans, and corporate bonds, and dividing
the pool’s promised income into tranches that are distinguished by risk and re-
turn. Collateralized loan obligations (CLOs) are CDOs predominantly backed
by leveraged bank loans. Synthetic CDOs obtain the credit risk on an underly-
ing portfolio of credit instruments using pools of credit default swaps, rather
than owning the underlying cash assets.

3. The arranger purchases the assets to be placed in the pool, obtains the credit
rating, structures the deals, files with the SEC, and underwrites the asset-backed
securities to be issued by the SPV. Thus, the arranger must fund the loans over
the period (typically three months or less) after origination and before the asset-
backed securities are issued. Bank arrangers use their own funds to finance the
loans over this period, but nonbank arrangers typically use third-party ware-
house lenders. Indeed, an early step in the credit crisis of 2007 occurred in Janu-
ary 2007 when warehouse lenders pulled back and demanded more collateral to
finance the loans of nonbank arrangers. (See the discussion in Chapter 2.)

4. The transformation of the securitization technology from pro rata pass-through
to tranched CMOs in the 1980s is described in Allen (1997), 718–720.

5. In fact, during the summer and fall of 2007 when the ABCP market stopped
functioning, several large banks (e.g., Citibank) absorbed their insolvent SIV’s
ABSs, even though they were not legally obligated to do so, because of reputa-
tional concerns.

6. A repurchase agreement (repo) allows a bank to borrow against collateral (secu-
rities) transferred to a counterparty. This transaction is typically reversed within
a short time period—from a week to three months. Moreover, the collateral is
marked-to-market on a daily basis.

7. In large syndications, there may be several lead banks. Moreover, the duties of
the lead bank may be split up into the following titles: administrative agent
(transfers all interest and principal payments), syndication agent (the syndicate
underwriter), and documentation agent (handles the legal aspects).

8. Credit rating agencies such as Moody’s, Standard & Poor’s, and Fitch rank bor-
rowers on a scale from AAA (most creditworthy) to D (default), where all
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ratings at or above BBB–/Baa3 are considered investment-grade and all ratings
below BBB–/Baa3 are considered below investment-grade (junk) status.

9. A basis point is 0.01 percent; there are 100 basis points in a percent. As we
show in Chapter 2, the spreads during the 2007–2009 financial crisis were ab-
normally high, with investment-grade spreads over LIBOR of more than 500
basis points.

10. However, the lead arranger typically retains a substantial stake in the loan in
order to induce it to provide monitoring and market-making services to the rest
of the syndicate (see Allen and Gottesman [2006]).

11. ‘‘Anatomy of a Global Credit Crisis,’’ New Zealand Herald, August 22,
2007, 2.

12. Bank for International Settlements (BIS), Monetary and Economic Department,
‘‘OTC Derivatives Market Activity in the Second Half of 2006,’’ www.bis.org,
Table 1.

13. Functionally, CDS contracts have the same economic function as insurance pol-
icies, despite the fact that insurance is regulated by the individual states and the
CDS market is largely self-regulated under the auspices of the International
Swaps and Derivatives Association (ISDA) and Britain’s Financial Services
Authority (FSA). Another distinction between a CDS contract and insurance is
that buyers of insurance are required to have an insurable interest (the insured
owns the home or automobile being insured), whereas buyers of CDS contracts
do not have to own the CDS’s underlying risky reference security. Neither of
these distinctions negates the financial function of CDSs as credit risk credit in-
surance policies.

14. The Basel Committee consists of senior supervisory representatives from Bel-
gium, Canada, France, Germany, Italy, Japan, Luxembourg, the Netherlands,
Sweden, Switzerland, the United Kingdom, and the United States. It usually
meets at the Bank for International Settlements (BIS) in Basel, where its perma-
nent Secretariat is located.

15. More than 100 countries have adopted Basel I. Morrison and White (2009)
examine the costs and benefits of creating a level playing field through interna-
tional bank capital standards. The disadvantage is that since capital regulations
substitute for high-quality regulatory oversight, international bank capital re-
quirements must be set to the weakest regulatory standard. However, in a world
of mobile capital, a level playing field avoids the cherry-picking effect that re-
duces the size and efficiency of banks in weaker economies.

16. The SEC’s adoption of Regulation FD in October 2000 mandated fair disclo-
sure of any material and forward-looking information to the market as a whole,
rather than to a favored institution. That is, it ‘‘compelled companies to dissem-
inate all material information to both the public and Wall Street at the same
time, preventing issuers from tipping off selected analysts or institutional inves-
tors.’’ (‘‘SEC Report Urges Improvements to U.S. Fair Disclosure Laws,’’ Inter-
national Financial Law Review, London, January 2002, page 5.)

17. See also Boot et al. (2006) for a discussion of the central role of credit ratings in
financial markets and regulation.
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18. Appendix 1.1 shows how credit ratings provided by the three major rating agen-
cies are mapped on a comparable basis.

19. Beaver, Shakespeare, Soliman (2006), 4.
20. Concerns about the accuracy and timeliness of external credit ratings predate the

recent crisis. For example, Reisen and von Maltzan (1999) and Reinhart (2001)
discuss lags in sovereign credit ratings, Kealhofer (2000) and Altman and Saun-
ders (2001a) discuss lags in publicly traded corporate ratings, and Bongini et al.
(2001) discuss lags in credit ratings of banks. As ratings change over time, the
transaction may be shifted from one risk bucket to another, thereby injecting
excessive volatility into capital requirements (see Linnell 2001) and may lead to
an increase in systemic risk since, with increased downgrades in a recession,
banks may find their capital requirements peaking at the worst time (i.e., in the
middle of a recession when earnings are relatively weak)— just as during the re-
cent financial crisis. Indeed, there is evidence (Ferri et al. [2001]; Monfort and
Mulder [2000]; Altman and Saunders, [2001b]) that ratings agencies behave pro-
cyclically since ratings are downgraded in a financial crisis, thereby increasing
capital requirements at just the point in the business cycle that stimulation in
lending and bank asset growth is required (see Reisen [2000]). Thus, pegging
capital requirements to external ratings may exacerbate systemic risk concerns.
Further, concern about systemic risk may lead to regulatory attempts to influence
ratings agencies, thereby undermining their independence and credibility.

CHAPTER 2 The Three Phases o f t he Cred i t Cr i s i s

1. Countrywide did not discontinue Alt-A mortgages until March 2007.
2. R. Brooks and C.M. Ford, ‘‘The United States of Subprime,’’ Wall Street

Journal, October 11, 2007, A1, A16.
3. J. McDermott, ‘‘Healthy CLO Issuance to Continue . . . For Now,’’ LSTA

Loan Market Chronicle, 2005, 64–65.
4. Standard & Poor’s, ‘‘Record Setting Leveraged LoanMarket Shows No Signs of

Slowing (Yet),’’ January 3, 2007.
5. This included loans with payment-in-kind (PIK) toggles which enabled the bor-

rower to substitute monetary interest payments for increases in the principal
balance on the loan. Thus, if the borrower could not pay the coupon payment
on the loan when it came due, the amount would simply be added to the loan
balance.

6. ‘‘Anatomy of a Global Credit Crisis,’’New Zealand Herald, August 22, 2007, 2.
7. R. Brooks and C. M. Ford, ‘‘The United States of Subprime,’’ Wall Street

Journal, October 11, 2007, A1, A16.
8. J. Shenn, ‘‘Subprime Loan Defaults Pass 2001 Peak,’’ Bloomberg Markets, Feb-

ruary 2, 2007.
9. S. Ng, and C. Mollenkamp, ‘‘Fresh Credit Worries Grip Market,’’ Wall Street

Journal, November 2, 2007, A1.
10. K. Howley, ‘‘Realtor Group Lowers Forecast for Home Sales,’’ Miami Herald,

October 10, 2007.
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11. Loeffler (2008) uses an AR(1), or one-period lag model using quarterly sea-
sonally adjusted housing price changes estimated as of August 2005 to pre-
dict subsequent worst-case scenarios (at both 1 percent and 0.1 percent
VAR). However, the model generates overly optimistic forecasts of housing
prices when the S&P Case-Shiller index is used in place of the OFHEO in-
dex. Loeffler (2008) claims that is the result of the shorter estimation time
horizon since the S&P Case-Shiller index dates back only to 1987, whereas
the OFHEO index dates back to 1975. However, another explanation is
that the S&P Case-Shiller index turns down sooner in 2006 than the
OFHEO index. If the OFHEO index provides a more optimistic measure of
housing prices, the model forecasts may be more likely to fall within the
range of observed values.

12. Flight-to-quality episodes are common components of financial and macro-
economic volatility, as in the Penn Central default of 1970, the stock market
crash of 1987, the Russian default/LTCM debacle in 1998, and the 9/11 attack.
See Caballero and Krishnamurthy (2008) for a theoretical explanation for re-
current crises and the flight to quality generated by unanticipated events, in-
creased uncertainty, and decreases in aggregate liquidity. Under such
circumstances, central bank intervention is warranted.

13. ‘‘Bank’s Struggles Show Fallibility of Models,’’ Wall Street Journal, November
5, 2007, C2.

14. Bank of England, Financial Stability Report no. 22, October 2007, 19.
15. Northern Rock’s mortgage portfolio was not exposed to the subprime market,

and the five-year credit default swap premium on Northern Rock stayed rela-
tively low until the end of July. However, the bank was vulnerable because it
depended on purchased funds for the bulk of its liabilities. Thus, according to
the Bank of England, it was the shutdown of the securitization market and tur-
moil in the short-term funding market (i.e., liquidity risk) that brought down
Northern Rock, not credit risk in the bank’s mortgage portfolio (see Bank of
England [2007], 10–12).

16. Figure 2.6 shows the spread between LIBOR (the London Interbank Offer Rate)
for both one-month and three-months terms minus the overnight indexed swap
rate (OIS), which is the geometric average of overnight interest rates over the
same term period. The Fed uses this spread to measure stress in money markets,
such that the wider the spread, the less willing banks are to lend to one another
over the short term. Although at historically high levels during the fall of 2007,
spreads rose to unprecedented heights during the period following the Lehman
bankruptcy on September 15, 2008. The LIBOR-OIS spread historically aver-
aged 10 basis points, but Figure 2.6 shows that it hit 364 basis points in Octo-
ber 2008.

17. G. Tett, P. J. Davies, and S. Ishmael, ‘‘New Fears over Subprime Fallout,’’
Financial Times, November 2, 2007, 1.

18. Brunnermeier and Yogo (2009) show how firms preserve liquidity when they
are in good health and manage their debt maturity over several refinancing
cycles.
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19. For example, ‘‘Funds specializing in distressed investments earned annual re-
turns of more than 30 percent in the early 1990s as the economy pulled out of
recession,’’ as stated in Michael de la Merced and Azchery Kouwe, ‘‘‘Vulture’
Investors Eye Bad Assets, But Warily,’’ New York Times, February 11, 2009,
A1, A22.

20. The LCDX is a tradable index comprising 100 single-name CDSs maintained by
Reuters Loan Pricing Corporation. The higher the spread, the greater the pre-
mium for credit risk exposure. See the discussion of indexed CDSs in Chapter 12.

21. Gretchen Morgenson, ‘‘A Paper Trail That Often Leads Nowhere,’’ New York
Times, December 28, 2008, C1, C2.

22. G. Morgenson, ‘‘Guess What Got Lost in the Pool?’’ New York Times, March
1, 2009, C1, C2.

23. ‘‘The CBOE Volatility Index—VIX,’’ CBOE white paper, 2003, www.cboe
.com/micro/vix/vixwhite.pdf.

24. See Hakkio and Keeton (2009).
25. To calculate the interquartile range (IQR), the data are divided into quartiles:

top 25 percent observations, middle 50 percent observations, bottom 25 per-
cent observations. The first quartile delineates the bottom 25 percent of the ob-
servations and the third quartile delineates the top 25 percent of the
observations. The IQR is the difference between the third quartile and the first
quartile, and measures the range of uncertainty.

CHAPTER 3 The Cr i s i s and Regu l a t ory Fa i l u re

1. It is perhaps not surprising that the Fed took an aggressive, activist policy stance
in addressing the financial crisis. Boyd, Kwak, and Smith (2005) find that the
economic output losses of financial crises range from 63 to 302 percent of real
per capital GDP in the last precrisis year, and may persist for decades.

2. www.frbdiscountwindow.org/.
3. The Fed undertook these unprecedented steps under the ‘‘unusual and exigent

circumstances’’ provisions of Section 13(3) of the Federal Reserve Act.
4. Philippon and Schnabl (2009) examine the impact of three different bailout

mechanisms: government purchase of bank equity, government purchase of
risky assets, and the provision of debt guarantees. With compulsory participa-
tion, they find that all interventions are equivalent. However, if participation is
voluntary, then government purchase of equity is the most efficient bailout
mechanism since it quickly restarts lending and spurs new investment.

5. Clawbacks allow employers to recoup executive compensation and bonuses
if it is subsequently found that the executive acted improperly. Allen and Li
(2009) discuss the clawback system that has been in place for Chinese
banks since 1998, and find that the policy may have contributed to the re-
cent decline in cronyism and more prudent lending practices at the Big Four
Chinese banks.

6. Although this sounds like self-dealing, such a plan would have offered a direct
credit guarantee to banks so that they could use the bank’s private information
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to work out the loans without concern about capital impairment. Thus, it is
similar in effect to direct governmental guarantees and equity infusions.

7. British government bailout plans have also been unsuccessful at generating bank
participation. For example, a government guarantee program for ABSs intro-
duced in January 2009 had no participants because bankers claimed that it was
too expensive. In addition, a small-business loan guarantee program was un-
popular because it required small business owners to pledge their personal
assets as collateral.

8. In addition, from 1986 to 1989, the Federal Savings and Loan Insurance Corpo-
ration (FSLIC, absorbed by the RTC) took over an additional 296 thrifts with
total assets of $125 billion (see Curry and Shibut [2000]).

9. Another countercyclical proposal along these lines is advanced by Kashyap,
Rajan, and Stein (2008), who advocate the creation of an insurance policy
against systemic risk that would pay off only in large-scale banking crises. See
Chapter 13 for a discussion.

10. http://www.ustreas.gov/press/releases/tg72.htm.
11. Ibid.
12. Department of the Treasury press release, June 17, 2009, 10.
13. Historically, there have been concerns about overconcentration of financial

power in the United States, explaining the creation of 12 regional Federal
Reserve banks when the central bank was created in 1914.

14. F. Norris, ‘‘Derivatives Tug of War Takes Shape,’’ New York Times, June 26,
2009, B1, B5.

15. However, Duffie and Zhu (2009) show that introduction of a centralized clear-
inghouse may actually reduce settlement efficiency and increase risk exposures
unless the number of dealers is exceptionally high. Moreover, the introduction
of multiple clearinghouses makes it more likely that the required scale would
not be reached, and that netting efficiency would actually decline.

16. H. W. Jenkins, ‘‘Too Bernanke to Fail?’’Wall Street Journal, July 1, 2009, A11.
17. Brown et al. (2008) examine the value of disclosure through hedge fund regis-

tration and find that information about past legal and regulatory problems con-
tained in the filings is potentially useful in detecting conflicts of interest.
However, they find evidence suggesting that lenders and equity investors obtain
this information through means other than regulatory filings.

18. Of course, the impact of such a plan on bank profitability, and potential disin-
centives to provide critically needed financial services, must be considered
carefully.

CHAPTER 4 Loans as Op t i o ns : T he Moody ’ s KMV Mode l

1. In many cases, the models can also be applied to private firms by proprietary
mapping models, such as Moody’s KMV RiskCalcTM Private Firm model,
which uses an industry-level distance-to-default structural model together with
firm-specific financial statement analysis (see Dwyer [2005]). Moody’s KMV
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has data on 16,268 publicly traded U.S. firms over the period 1981–2006; (see
Zhang, Zhu, and Lee [2008]).

2. In fact, if there are direct and indirect costs of bankruptcy (e.g., legal costs), the
lender’s loss on a loan may exceed principal and interest. This makes the payoff
in Figure 4.1 even more similar to that shown in Figure 4.2 (i.e., the loan may
have a negative payoff).

3. Historically, corporate bond pricing data have been unavailable to the public
and are often quoted at artificial matrix prices, making it difficult to estimate
the structural model in equation (4.2). However, Transaction Reporting and
Compliance Engine (TRACE), requiring the reporting of all trades of all pub-
licly traded corporate bonds to NASD, was introduced in July 2002. Bessem-
binder, Maxwell, and Venkataraman (2006) show that after the introduction
of TRACE, the bond market became more competitive, with an approximately
50 percent decrease in trade execution costs for TRACE-eligible bonds. In addi-
tion, Hotchkiss and Jostova (2007) use bond trade data that insurance compa-
nies are required to report to the National Association of Insurance
Commissioners (NAIC).

4. In April 2002, KMV was purchased by Moody’s for $210 million in an all-cash
transaction. Currently, Moody’s KMV is known as Moody’s Analytics. Dwyer
and Stein (2006) describe how the merger of historical default databases held by
Moody’s and KMV resulted in an enhanced data set of small firm defaults avail-
able to Moody’s KMV.

5. This could happen, for example, if the assets are liquidated at current market
values and the resulting funds are used to meet borrowing obligations.

6. In the event of liquidation of the firm’s assets, the model assumes that the
shareholders receive nothing. In practice, however, more than 75 percent of
all bankrupt firms’ debt structures are renegotiated so as to allow some devi-
ation from absolute priority, in which the equity holders receive some pay-
ment even if the bondholders are not fully paid. Acharya et. al. (2000)
extend the Merton model to include renegotiation in the event of default.
However, Bharath et al. (2007) find this high incidence of deviations from
absolute priority has declined after 1990 to 22 percent, falling as low as 9
percent during the period 2000–2005.

7. The volatility of a firm’s equity value, s, may be calculated using historical
equity prices or backed out of option prices. Swidler and Wilcox (2001) solve
for the implied volatility of large bank equity prices using option prices.

8. If the Black-Scholes options pricing model is used, the form of equation (4.4) is:

s ¼ A=Eð ÞN d1ð ÞsA

where N(.) is the normal probability distribution, and

d1 ¼ ln A
B
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� �
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which is solved using an iterative process. For example, Crosbie and Bohn
(2003) and Vassalou and Xing (2004) assume values of

sA ¼ s E= Eþ Bð Þð Þ

which are substituted into equation (4.3) until an iterative solution is reached.
That is, the assumed value of sA is used to calculate daily values of A over a
time period of, say, 12 months. The volatility of these estimates of asset values
is compared to the assumed value of sA. The model is reestimated iteratively
until the volatility of the estimated asset values, A, converges to sA.

9. Moody’s KMV has found that most firms do not default immediately upon
reaching the technical insolvency point when the market value of assets has de-
clined to equal the firm’s total liabilities. The firm may have lines of credit or
other cash-generating mechanisms that permit the servicing of debt even after
the technical point of insolvency is reached. However, Mella-Barral and Perrau-
din (1997) suggest that default may begin before technical insolvency is reached
because shareholders can extract concessions on coupon payments. Vassalou
and Xing (2004) find that the default probability forecasts are not impacted by
varying the percent of long-term debt included in the definition of the default
boundary.

10. Moody’s KMV also doesn’t make distinctions in the liability structure as to se-
niority, collateral, or covenants. Convertible debt and preferred stock are
treated as long-term liabilities. It might be noted, however, that the user can
input whatever value of B he feels is economically appropriate. Geske (1977)
has extended the Merton model to include coupon payments, covenants, and
so on.

11. Bongini et al. (2001) show that external credit ratings lagged behind default-
risk-adjusted Ronn and Verma deposit insurance premiums in forecasting the
1998 Asian banking crisis.

12. Keep in mind that sA is the annual standard deviation of asset values expressed
in dollar terms, or percentage standard deviation times the market value of
assets.

13. Distance to default ¼ [A(1 þ g) � B]/sA ¼ ($110 � $80)/$10 ¼ 3 standard
deviations. Moody’s KMV uses a constant asset growth assumption for all firms
in the same market, which is the expected growth rate of the market as a whole.
The rationale for this assumption is that in an efficient market, differences in
growth rates between the market and individual firms are fully discounted (i.e.,
arbitraged away) and incorporated in the stock prices (and hence into the asset
value) of the firm. Thus, in equilibrium, there is no difference between asset
growth of individual firms and the market. The only other adjustment to this
constant (across-the-board) asset growth rate is for firm-specific payouts such
as dividends or interest payments. The adjusted number is then applied to the
implied current asset value in the distance to default formula.

14. Under the assumption of normality, half of the 9,500 firms in KMV’s North
American database have a distance to default of 4.0 or more, implying that
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more than half of the firms are AAA-rated—a conclusion at odds with actual
ratings (see KMV [2000]). In reality, asset values have considerably fatter tails
than those that characterize the normal or lognormal distributions.

15. Of course, there is something unappealing about using the normality assump-
tion to back out estimates of A and sA in order to get to this point in the
model and then dropping the assumption when it comes to the final step (see
Sundaram [2001]).

16. In addition to the public firm model, Moody’s KMV offers RiskCalcTM, which
measures the credit risk of private firms (see Appendix 4.2).

17. However, this methodology raises the question whether KMV’s empirical EDF
measures firm-specific default or is, rather, a composite measure particular to
the database used. This criticism does not apply to Moody’s empirical EDF
scores because the influence of each key variable is determined for each firm
individually at each point in time.

18. Dwyer and Qu (2007) describe recent improvements in the calibration of the
Moody’s KMV model that result in fewer observations hitting the floor and the
ceiling on EDF scores. For example, better modeling of distressed firms enabled
the raising of the EDF score ceiling to 35 percent from 20 percent.

19. For simplicity, interest rates are assumed constant in the Merton model,
although Acharya and Carpenter (2000) show that declines in interest
rates may trigger default. Longstaff and Schwartz (1995b) model stochastic
interest rates.

20. Although all the rating agencies offer opinions about creditworthiness, there are
subtle but significant differences across agencies. For example, S&P ratings rep-
resent estimates of the probability of default, whereas Moody’s ratings estimate
expected loss, which can be calculated as the probability of default times the
loss given default. Thus, Moody’s does not have a default rating ‘‘D,’’ but S&P
does (see Hamilton, Cantor, and Ou [2002]).

21. Most of the firms in the sample are U.S. firms, representing 1,127,452 out of a
total of 1,287,987 observations. As of the end of 2006, Moody’s had data on
about 7,900 public defaults, 5,600 of which were in North America.

22. Longstaff et al. (2005) show that Enron’s credit default swap spreads did not
start to increase until September 2001, just three months prior to Enron’s de-
fault declaration.

23. Stein (2005) shows how a power curve can be used to set a cost-minimizing
lending cutoff point, as well as to determine loan prices.

24. Crosbie and Bohn (2003) claim that Moody’s KMV EDF scores forecast credit
risk for financial institutions despite the fact that it is difficult to observe the
assets and liabilities of opaque banks and financial firms, as well as the possibil-
ity that default will not occur when the market value of assets falls below bal-
ance sheet liabilities.

25. Another reason for the better predictability of KMV scores over the short hori-
zon is that Standard & Poor’s and Moody’s calibrate their ratings to default
experience over the past 30 years. Their probabilities therefore reflect a ‘‘cycle
average’’ view. By comparison, KMV’s EDFs reflect strong cyclicality over the
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business cycle. Some studies have shown that EDFs do not offer any advantage
for time horizons over two years (see Miller [1998]).

26. If the assets have no systematic risk, then the two probabilities (KMV EDF and
risk-neutral EDF) are identical. Anderson and Sundaresan (2000) show that the
risk-adjusted EDF performs better than the risk-neutral EDF in replicating his-
torical bond defaults, and that fluctuations in leverage and asset volatility
explain most of the variations in bond spreads over time. Bohn (2000a) finds
that KMV empirical EDFs explain 60 percent of credit spread volatility.

27. Bond spreads for low-credit-risk issues are higher than would be implied by
KMV empirical EDFs alone because the market Sharpe ratio scaling parameter
tends to increase with the bond’s term, thereby increasing observed bond
spreads (see Kealhofer [2000]). Bohn (1999) finds that low-credit-quality bond
issues have humped-shape or downward-sloping credit spread term structures,
whereas high-credit-quality bond issues have upward-sloping credit spread term
structures. Maclachlan (1999) asserts that credit spread levels fluctuate over the
business cycle and display a tendency for short maturity credit spreads to in-
crease the most during recessions. KMV’s Portfolio Manager estimates this
macroeconomic effect using a multifactor model (see Chapter 8).

28. For instance, the likelihood function exploits known interrelationships among
the two unobservable variables, A and sA, and the two observable variables, E
and s, such as the fact that equity values are strictly increasing in asset values.

29. The three structural models used by Ericsson and Reneby (2005) are: (1) the
traditional Merton (1974) model, (2) Briys and de Varenne (1997), and (3)
Leland and Toft (1996). Briys and de Varenne (1997) incorporate early default
and interest rate risk into the traditional Merton model, whereas Leland and
Toft (1996) endogenize the firm’s capital structure.

30. See, for example, Jones, Mason, and Rosenfeld (1984).
31. Longstaff and Schwartz (1995a) obtain wider credit spreads in their model of an

exogenously determined but stochastic default boundary by incorporating the
costs associated with asset liquidation. However, Huang and Huang (2003) ar-
gue that firms can continue operating with negative net worth, and therefore
specify a default boundary that is some fraction b (<1) of the debt’s face value.

32. For example, an insider might sell a large block if he has private information
about the adverse nature of future prospects for the firm, although the time be-
tween the sale and actual default will likely be short, thereby mitigating the ben-
efits of a KMV-type model as an early warning system.

33. As noted earlier, S&P credit ratings are forecasts of PD, whereas Moody’s credit
ratings estimate PD � LGD.

34. Agrawal et al. (2008) use a structural model, Moody’s KMV CreditMark meth-
odology, to estimate loan values and find that their estimates perform well
when compared to quotes from the secondary market in syndicated bank lever-
aged loans over the period 2002–2006.

35. In this chapter, we focus on one-year EDF scores to predict the probability of
default over the following year. However, Moody’s KMV estimates multiyear
default probabilities by constructing a term structure of forward EDF scores,
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annually for a period up to five years. Dwyer and Qu (2007) present a method-
ology to extend the model beyond five years.

36. However, Tang and Yan (2007) find an estimated liquidity premium in CDS
spreads that is on par with that in Treasury and corporate bonds, resulting
from search and agency costs in the over-the-counter CDS market. Arora et al.
(2005) offer another justification for the testing of credit risk model accuracy
using CDS spreads. They note that since none of the credit risk models are cali-
brated using CDS data, the test represents a ‘‘fair, out-of-sample test...that
avoids the pitfalls of testing models on data similar to data used to fit the
models’’ (page 5).

37. The naı̈ve version of the structural model assumes that the past year’s equity
returns determine the asset drift term (expected asset value at the end of the
next year), sets asset volatility equal to a constant weighted average of observed
equity and assumed debt volatilities, and assumes that the default boundary
point equals the face value of the firm’s debt. Despite these simplifications, the
naı̈ve model in Bharath et al. (2008) slightly outperforms the traditional Merton
model in out-of-sample classification of defaulting firms. Both models out-
perform a simple classification based on the market value of equity, as well as a
reduced form model using the same data inputs but without the function form
of the structural model.

38. Kealhofer (2000) claims that the KMVmodel can incorporate multiple debt and
nondebt fixed liabilities, debt with embedded options, maturity differences, div-
idend payouts, and coupon payments. The way this is accomplished is by con-
verting a complex debt structure into a zero-coupon-equivalent single default
point value B. Bohn (2000a) surveys different specifications of structural mod-
els that vary with respect to their assumptions about asset value, the default-free
rate, the default point, and recovery rates (LGD).

39. Since asset values have a positive drift term, whereas leverage is assumed con-
stant, Merton models imply a negative slope of the term structure of credit
spreads—in other words, default risk approaches zero as the debt’s maturity
increases because asset values drift higher than the fixed default point. In gen-
eral, this is not observed in actual risky bond spreads.

40. Moody’s KMV RiskCalcTM is based on the KMV Private Firm Model, which
generates an imputed stock price series for private firms by using comparable
public firms, and then solving for the distance to default directly. In the com-
plete version of RiskCalcTM, the public firm distance to default is input as an
adjustment factor, and firm-specific ratios are used in a probit estimation.

CHAPTER 5 Reduced Form Mode l s : K amakura ’ s R i s k Manager

1. Reduced form models can be estimated using options prices as well as debt
prices. For example, Camara, Popova and Simkins (2009) decompose stock op-
tions prices in order to estimate the probability of default for financial compa-
nies and building construction firms during the financial crisis of 2007–2009.
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They find that during the crisis the average PD for financial (building construc-
tion) firms increases from 1 percent to 7 percent (15 percent). In this chapter, we
focus on the decomposition of debt prices in reduced form models.

2. For the pricing of derivatives, when the underlying asset is traded, the risk-
neutral price is the correct one, irrespective of investor preferences. This is
because, with an underlying asset, the derivative can be perfectly hedged to
create a riskless portfolio. When a portfolio is riskless, it has an expected return
equal to the risk-free rate.

3. Parlour and Plantin (2008) show theoretically that a liquidity premium
arises from the bank’s trade-off between holding and monitoring the loan until
maturity, and selling the loan so as to recycle capital into other investment
opportunities.

4. This assumes that the default probability is independent of the security’s price,
something that does not hold for swaps with asymmetric counterparty credit
risk, for example. Duffie and Singleton (1999) specify that one should use a
‘‘pure’’ default-free rate r that reflects repo specials and other effects. The U.S.
Treasury short rate, typically used as the empirical proxy for r, may be above or
below the pure default-free rate.

5. To illustrate the double subscript notation, the yield on a B-rated two-year zero-
coupon bond to be received one year from now would be denoted 1y2. This
bond would mature three years from today—one year until it is delivered on
the forward contract and then two years until maturity from then. Spot rates
are for transactions with immediate delivery; the first subscript of a spot rate is
always zero.

6. The tree diagram shows only five possible transition ratings: A, Bþ, B, C, or D
(default), and thus is considerably simpler than reality in which there are 18
possible ratings transitions alone. Moreover, default need not be an absorbing
state in reality if restructuring is possible.

7. Using the credit rating agencies’ transition matrices to estimate the default prob-
ability inserts error into the model since the empirically observed (‘‘natural’’)
default rates are lower than risk-neutral default rates. See the discussion in
Chapter 4 on converting KMV empirical EDFs to risk-neutral EDFs by adjust-
ing for expected asset returns. KPMG obtains risk-neutral default rates by solv-
ing for the credit spreads for one-year option-free term loans and using iterative
arbitrage pricing methods to price two-state (default or non-default) reference
loans as contingent claims on the one-year loans.

8. In practice, the other possibilities could include exercise of embedded options,
prepayments, restructuring, as well as finer gradations of ratings migrations.

9. Thus, the PD in the first period is the probability that the B-rated loan will de-
fault, 5 percent. In the second period, it is the sum of the probabilities that the
A-rated loan defaults, 0.34 percent, plus the PD for the B-rated loan, 5 percent,
to arrive at the 5.34 percent PD we found in the solution to equation (5.6).

10. Recall that the one-year risk-free forward rate is obtained using the 8 percent
one-year spot yield and the 10 percent two-year spot yield shown in Figure 5.1
so that
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1þ :10ð Þ2 ¼ 1þ :08ð Þ 1þ 1r1ð Þ

to obtain

1r1 ¼ 12:04 percent per annum

11. In this example, we follow Belkin et al. (1998b) and assume that the risk pre-
mium has a flat term structure. In practice, however, this assumption does not
hold (see Chen and Huang [2000]).

12. Note that the credit spread, CS, is assumed to be constant over time—that is, in
years 1 and 2 in this example.

13. Not only is the risk-neutral PD higher than the natural PD, but Duffee (1999)
finds that the risk-neutral PD is nonstationary, whereas the natural PD is mean-
reverting.

14. Typically, the binomial tree model assumes LGD of 100 percent, although LGD
may be less than 100 percent, as long as it is fixed for the maturity of the debt
instrument.

15. Although most intensity-based models assume that LGD is fixed, Unal et al.
(2001) find that LGD varies intertemporally and cross-sectionally.

16. Duffie and Singleton (1999) show that PD and LGD cannot be separately identi-
fied in defaultable bond prices because risky debt is priced on the credit spread,
PD � LGD.

17. Structural models can be viewed as a special case of reduced form models in
which the default process is endogenously determined by the relationship be-
tween stochastic asset values and the default point if asset values are assumed
to follow a jump process that makes it possible for assets to jump past the de-
fault point. See Duffie and Lando (2001), which specifies the hazard rate in
terms of asset value volatility that is known only imperfectly through past and
present accounting data. Imperfect information about asset values allows the
default stopping time to be modeled as a jump process. Cathcart and El-Jahel
(1998) achieve this by assuming that default occurs when a stochastic signaling
process hits the default barrier.

18. A Poisson distribution describes the random arrival through time such that the
exponentially distributed intensity of the Poisson process jumps by a certain
amount at each arrival time (corresponding to default or credit migration); the
inter-arrival times are assumed to be statistically independent.

19. Duffee (1998) finds misspecification in these models, particularly for below-
investment-grade bonds.

20. They break their sample of firms into four industry groups: (1) finance, insur-
ance, and real estate; (2) transportation, communication, and utilities; (3) man-
ufacturing and mineral; and (4) other.

21. However, Campbell, Hilscher, and Szilagyi (2008) find evidence of a distress
risk anomaly, such that the equities of firms with high PD have lower returns,
but higher volatilities than low PD stocks. This suggests that equity prices do
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not include a distress risk premium, and therefore do not compensate investors
for exposure to default risk.

22. Since reduced form models are purely empirical, they cannot be evaluated by
interpreting their economic assumptions and implications. They are data-driven
and should therefore provide results that conform to the data better than do
structural models. However, if there is noise in the credit spreads data (see the
discussion later on the determinants of bond spreads), then the reduced form
model may be tailored to a somewhat fickle standard (see Anderson and Sun-
daresan [2000]).

23. Kamakura also estimates PD using the Merton options-theoretic model, as well
as a private firm model. In October 2008, Kamakura introduced Kamakura
Risk Manager Version 7.0, to ‘‘allow major financial institutions and corpora-
tions to parse the incremental risk of each asset and liability on the balance
sheet into liquidity risk, credit risk, and interest rate risk components and simu-
late it forward in a realistic way.’’Marketwire press release, October 9, 2008.

24. Jarrow (2001) makes the interesting point that, prior to this work, structural
models used only equity prices, eschewing debt prices as too noisy, whereas re-
duced form models used only debt prices. This is claimed to be the first model to
combine both debt and equity prices in an intensity-based format.

25. As expected, the private firm model (estimated entirely using industry- and firm-
specific accounting data because of the absence of market prices) has a lower
accuracy rate of 88.12 percent area under the ROC curve and 79.94 percent for
the first two deciles.

26. The March 2009 Troubled Company Index value of 24.3 percent was the worst
for the current recession as of this writing. As of July 1, 2009, the index had
fallen to 16.4 percent of public firms in distress, as defined by a short-term de-
fault probability in excess of 1 percent.

27. In this chapter, we focus on credit spreads for corporate borrowers. Duffie,
Pederson, and Singleton (2000) use a reduced form model to estimate the credit
risk of Russian dollar-denominated debt.

28. Huang and Huang (2000) use the Longstaff-Schwartz structural model to find
average yield spreads (credit risk spreads) for 10-year corporate bonds as fol-
lows: Aaa: 63 bp (10.2 bp); Aa: 91 bp (13.5 bp); A: 123 bp (20 bp); Baa: 194
bp (46 bp); Ba: 299 bp (174 bp); B: 408 bp (373.6 bp). Moreover, they find that
the credit spread is even lower for investment-grade bonds with shorter
maturities.

29. On April 27, 2007, the NYSE launched an online trading platform for U.S. cor-
porate bonds using its electronic equity trading facility Arca. In November
2006, the NYSE won an exemption from the Securities and Exchange Commis-
sion to trade unlisted bonds if they are issued by exchange-listed companies,
thereby increasing the potential number of bonds traded electronically from
1,000 (on the old ABS system) to 6,000. The dominant player in online corpo-
rate bond trading, MarketAxess Holdings, uses a request-for-quote system
where institutional investors can ask for prices from several dealers to buy or
sell bonds.
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30. Data availability on TRACE was phased in over the period 2002–2006. For
example, prior to April 2004, transactions data were available only for bonds
rated A or better and over $100 million. It was not until January 9, 2006, that
transaction data on all non-144A (private placement) bonds were disseminated
on TRACE (see Goldstein and Hotchkiss [2007]). However, the system ulti-
mately provided price data within 15 minutes of trade for 95 percent of the dol-
lar value traded of corporate bonds (not including private placements) (see
Edwards et al. [2007]).

31. The overnight swap rate is the interbank rate for unsecured lending, repriced
every day for the relevant time period. LIBOR (the London Interbank Offer
Rate) is the unsecured interbank (fixed) rate for term loans of either one month
or three month (as shown in Figure 2.6).

32. Chang and Sundaresan (1999) endogenize the relationship between the PD and
economic conditions by noting that when default risk increases during eco-
nomic downturns, investors become more risk-averse (they exhibit a flight to
quality), thereby causing risk-free rates to decline and building in an inverse
relationship between default risk and the default-free term structure.

33. This example was adapted from Duffie and Singleton (1998).
34. Using equation (5.7) to calculate the PD over a five-year time horizon, we ob-

tain a PD of .005 for the A-rated firm and .2212 for the B-rated firm.
35. The intensity of the sum of independent Poisson processes is just the sum of the

individual processes’ intensities; therefore, the portfolio’s total intensity is

1; 000� :001ð Þ þ 100� :05ð Þ ¼ 6 defaults per year

We discuss portfolio correlations in Chapter 11.
36. Indeed, with constant intensity, the two terms are synonymous.
37. For risk-neutral investors, this expression for survival probabilities, particularly

in its continuous-time form, is mathematically equivalent to the current price of
a zero-coupon bond with maturity t discounted at interest rate h.

38. The parameters would have to be adjusted to remove the risk premium in order
to obtain the risk-neutral credit spread.

39. Moody’s computes that the average default rate of B (Baa) rated corporate
issues over the period 1920–1997 was 442 (32) basis points.

CHAPTER 6 O t her Cred i t R i sk Mode l s

1. However, Mester (1997) reports that only 8 percent of banks with up to $5
billion in assets used scoring for small business loans. In March 1995, in order
to make credit scoring of small business loans available to small banks, Fair
Isaac introduced its Small Business Scoring Service, based on five years of data
on small business loans collected from 17 banks.

2. Other popular credit scoring models are the O score model by Ohlson (1980)
and the Zmijewski (1984) model.
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3. Astebro and Rucker (2000) demonstrate the economic implications of the
choice of a cutoff point in a credit scoring model of European cell phone cus-
tomers. If economic conditions are ignored, then the cutoff point is the Z value
midway between the average Z of the failed (bankrupt) group and the average
Z of the matched sample of nonfailing firms.

4. The Z00 model adds an intercept term of 3.25 so that a D-rated firm calibrates to
a zero Z00 score.

5. In comparing the accuracy of internal ratings and credit scoring models, Carey
and Hrycay (2001) find that long time periods of data across several points of
the business cycle must be utilized in order to reduce the models’ distortions.

6. Combining the volatility of annual MMRs with LGDs can produce unexpected
loss calculations as well (see Altman and Saunders [1997]).

7. That is, a mortality rate is binomially distributed (see McAllister and Mingo
[1994] for further discussion).

8. As a basis of comparison, Table 6.2 is based on 1,719 bond issues. In most pub-
lished studies to date, mortality tables have been built on total samples of
around 4,000 bonds and loans (see Altman [1989] and Altman and Suggitt
[1997]). However, the Central Bank of Argentina has recently built transition
matrices and mortality tables based on over 5 million loan observations, al-
though fewer than 20,000 of these observations are usable (see Inter-American
Development Bank study [2001]). These Argentinean credit registry data are
available on the Central Bank’s web site.

9. A Type 1 error misclassifies a bad loan as good. A Type 2 error misclassifies a
good loan as bad.

10. The maximal fully connected two-layer network with 10 input variables and 12
hidden units has a maximum number of weights of

1þ 12 10þ 2ð Þ ¼ 145

All possible combinations of these weights within the two layers (treating the
ordering of the connections as unique) is

2145 ¼ 4:46� 1043

11. Shumway (2001) shows that a multiperiod, nonstatic discriminant model is the-
oretically equivalent to a discrete reduced form model (see Chapter 5 for a de-
scription of discrete-time hazard models).

12. Similarly, Campbell et al. (2008) find that the KMV Moody’s default estimate
adds little additional explanatory power to a reduced form model.

13. The O score model is a discriminant model similar to the Z-score model (see
Ohlson [1980]) and Griffin and Lemmon [2002].

14. The sample consists of all public firms with size greater than $30 million dol-
lars. The accuracy ratios for the EDF measure and Z score are 0.81 and 0.60,
respectively.
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CHAPTER 7 A Cr i t i c a l P arame t er : L oss G i ven De f au l t ( LGD )

1. Contingent value rights (CVRs) can also be used as a means of payment in
acquisitions and other settlements.

2. Recovery of face value (RFV) is an appropriate assumption for the sovereign
CDS market since settlement of a CDS contract takes the form of physical deliv-
ery of another bond with a value equivalent to the underlying original face
value of the CDS contract. Early CDSs were cash settled (consistent with the
RMV scenario), but now physical delivery is the most common settlement
method. Physical delivery is preferred because it gives the CDS seller more time
to recoup the settlement payment through recovery of the value of the under-
lying reference security.

3. There is no default credit event on sovereign CDSs because there is no interna-
tional bankruptcy court with jurisdiction over sovereign borrowers.

4. Version 3.0 of the Moody’s KMV LossCalcTM model utilizes a linear link re-
gression approach that ensures that the LGD is between 0 and 1 and that the
average estimated LGD is equal to the observed average LGD for selected sub-
samples. Other models incorporate nonlinear functional forms (such as a beta
distribution), which may be a more accurate representation of the functional
form (particularly at extremely high or low LGDs), but which will not force the
average estimated LGD to be equal to the observed average LGD for subsam-
ples of the database.

5. Galai, Raviv, and Wiener (2007) model the timing between financial distress
and liquidation as a function of past distress events and debt structure and
covenants.

6. Constructing the lookup table using regression analysis, rather than simply his-
torical average RR, partially alleviates the problems that the lookup table is
static and insensitive to the multiple variables that determine LGD.

CHAPTER 8 The Cred i t R i sk o f Por t f o l i o s and Corre l a t i o ns

1. Moreover, the 1992 Bank for International Settlements (BIS) risk-based capital
ratio is linearly additive across individual loans. See Rajan (1992) for an exam-
ple of the ‘‘customer relationship’’ model.

2. In this chapter, we discuss correlations from the standpoint of measuring the
risk of a portfolio. However, exposure to marketwide correlation shocks pro-
vides another important motivation for measuring correlations. Driessen,
Maenhout and Vilkov (2009) use S&P 100 Index options to show that correla-
tion risk is priced so that a trading strategy that exploits priced correlation risk
earns excess returns (high alpha).

3. See Elton and Gruber (1995) for proofs.
4. In practice, KMV finds that portfolio risk can often be reduced by 20 to 50 per-

cent simply by choosing asset allocations that move the portfolio to the efficient
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frontier. In many portfolios, as few as 5 percent of the assets account for up to
40 percent of the total risk.

5. In order to distinguish between the different return symbols used in this chapter,
we denote the risk-free rate r going forward in this chapter as rf.

6. It might be noted that in identifying point D, it is assumed that investors (finan-
cial institutions) can borrow and lend at the same (risk-free) rate. This unrealistic
assumption can be relaxed without changing the fundamentals of the model.

7. Although these assets are not traded on an organized exchange, there is over-
the-counter secondary market trading. For example, the Loan Pricing Corpora-
tion now tracks secondary market prices on syndicated loans. Currently, over
50,000 loans are included in their database, which contains detailed informa-
tion about spreads, loan covenants, and maturities. However, the database is
not constructed as a time series. Therefore, the loans are not tracked over time;
they are only priced as of the loan origination date, thereby making it im-
possible to update the optimal MPT portfolio over time.

8. Although, arguably, as the number of loans in a portfolio gets bigger, the distri-
bution of returns tends to become more normal. Alternatively, all a manager
may care about maximizing is a quadratic utility function, which depends by
definition only on the mean and variance of returns.

9. For the seminal work on CAPM, see Sharpe, ‘‘Capital Asset Prices: A Theory of
Market Equilibrium,’’ Journal of Finance, September 1964, 425–442; Lintner,
‘‘The Valuation of Risk Assets and the Selection of Risk Investments in Stock
Portfolios and Capital Budgets,’’ Review of Economics and Statistics, February
1965, 13–37; and Mossin, ‘‘Equilibrium in a Capital Asset Market,’’ Econo-
metrica, October 1966, 768–783.

10. The structural approach (e.g., Moody’s KMV) to correlation estimation is dif-
ferent from the reduced form model (Kamakura) since structural models mea-
sure the correlations across asset values, whereas reduced form models focus on
the correlation in the default probabilities (hazard functions) themselves. How-
ever, Jarrow and Van Deventer (2005) show the consistency between these two
methodologies.

11. In contast, Longstaff, Mithal and Neis (2005) assume that the factors are inde-
pendent, thereby assuming zero correlation coefficients. Alternatively, Duffie,
Pan and Singleton (2000) use a numerical solution that requires them to input
parametric values for correlations.

12. CreditMetrics’ value at risk (VAR) approach to correlation analysis is described
in Chapter 9.

13. One implication of using excess returns instead of gross returns is that the line
drawn from the return axis to find the most efficient portfolio (shown in Figure
8.1) would now originate from the origin rather than the rf point on the return
axis (as shown).

14. In the DM model, there are only two possible outcomes—default and no de-
fault; hence the binomial probability distribution. Equation (8.9) holds pre-
cisely only if the initial loan is valued at par and matures at the credit valuation
horizon (say, in one year).
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15. KMV’s Portfolio Manager assumes that LGD follows a beta distribution with a
variance equal to LGD(1 � LGD)/k where k is determined by the distribution’s
shape parameters.

16. KMV’s Portfolio Manager MTM’s volatility calculations can be interpreted in a
CreditMetrics framework as a mapping of EDFs into score ranges correspond-
ing to different rating classifications. The valuation volatility (VVOL) is then
obtained from the migration matrix across all classes except default. Thus,
KMV Portfolio Manager and CreditMetrics yield similar estimates for UL.
However, the IIF/ISDA (2000) found that the models’ results diverged if the
risk-neutral pricing method (as opposed to risk-adjusted matrix pricing) was
used to obtain the KMV valuations.

17. As discussed previously, Moody’s KMV’s Portfolio Manager uses a multifactor
model to estimate asset correlations.

18. Conditional on the realization of systematic risk, the distribution of portfolio
value converges to normal when the portfolio consists of many loans of roughly
the same size with relatively low levels of asset correlation. In contrast, Wilson
(1998) shows that the loss distribution of undiversified portfolios tends to be
bimodal, corresponding to the two events: default and nondefault.

19. If the two assets (Ford and General Electric) were uncorrelated then the concen-
tric circles would be perfectly circular in shape. Figure 8.2 represents them as
ellipses, suggesting that asset values are positively correlated; that is, there is
greater probability of either a good outcome for both F and G (a move in the
northeast direction of Figure 8.2) or a bad outcome for both (a move in the
southwest direction) than if the two assets were uncorrelated.

20. If G and F were uncorrelated, then JDFGF ¼ EDFGEDFF and rGF is 0.
21. Another way that correlations can increase is for the concentric circles to be-

come more elliptical (say, because of greater correlations in migration probabil-
ities), thereby increasing the probability weight in the shaded area, even holding
leverage ratios constant.

22. CreditMetrics estimates the sensitivity of equity prices to systematic risk factors
(see Chapter 9), whereas Portfolio Manager delevers equity prices and uses asset
returns to estimate multifactor systematic risk coefficients. In contrast, Kama-
kura examines the correlation across hazard functions of default risk. Jarrow
and van Deventer (2005) compare these methodologies.

23. Phelan and Alexander (1999) note the opportunities for risk reduction through
diversification as a result of the low correlations across bank loans (between 0.5
percent and 2.5 percent) compared to equity correlations of 40 percent and as-
set correlations which range between 10 to 60 percent. Moreover, debt portfo-
lios tend to be more diverse than equity portfolios with ranges of 300 to 1 in
risk differentials across individual assets, as compared to 10 to 1 for equity
portfolios.

24. McQuown (1997) asserts that KMV’s Portfolio Manager’s optimized portfolio
weights double the portfolio’s Sharpe ratio. However, a substantial portion of
this gain may be obtained from the exploitation of mispricing of debt securities.
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25. However, gains to diversification are somewhat mitigated in bad economic
states because default correlations typically increase as credit quality decreases,
thereby exacerbating the portfolio’s credit risk as the credit quality of individual
assets declines.

26. Barnhill and Maxwell (1999) examine the historical correlation structure from
1987 to 1996 and find that changes in the short U.S. Treasury rate are nega-
tively correlated with returns on the S&P 500 (with a correlation coefficient of
�0.33) and are furthermore negatively correlated with 14 out of 15 different
industry indices (automotive, banking, chemicals, building, energy, health, in-
surance, manufacturing, oil and gas, paper, technology, telecommunications,
textiles, and utilities), with a slightly positively correlated (with a correlation
coefficient of 0.02) with the entertainment industry index.

27. About 100 factors worldwide are used to account for virtually all empirically
discernible correlations (see McQuown [1997]).

28. It is used for U.S. loans because ‘‘customer relationships’’ are weaker for its U.S.
borrowers than for its Canadian borrowers; in other words, U.S. loans can be
viewed as being more commoditized for this bank.

29. Another way of defining the marginal risk contribution in equation (8.15) is
MRCi ¼ sip/sp. Moody’s KMV estimates that the MRC for an individual asset
typically ranges from 4 percent to 68 percent of the UL of the portfolio.

30. Note that equation (8.16) can be viewed simply as a restatement of the portfolio
risk equation (8.2), where si represents the UL of firm i.

31. Moody’s KMV often uses a multiple of 10. That is, Capital ¼ ULp � 10. How-
ever, if the loss distribution was normal and the critical cutoff point was the
ninety-ninth percentile, then capital would equal ULp � 2.33. Clearly, the dif-
ference between the multiplicative factors, 2.33 and 10, reflects (1) the degree of
skewness in a bank’s portfolio loss distribution, and (2) its desired level of capi-
tal protection against insolvency (or percentile cutoff point) and thus its desired
credit rating. For example, Bank of America uses a multiple of 6 to achieve a
99.97 percent cutoff. Since a 99.97 percent cutoff implies a 0.03 percent proba-
bility of default, this has been historically consistent with the one year default
probabilities of AA rated firms (see James [1996]). Dvorak (2008) reports that
13 large U.S. financial institutions lost a total of $50 billion from May to No-
vember 2007 during the global financial crisis. However, during that same time
period, their collective market capitalizations fell a total of $300 billion, sug-
gesting a 6:1 ratio (or a multiplier of 6). Moreover, the range of multipliers was
between 1 and 70 across individual financial firms. In place of the multiplier
rule of thumb, particularly in the wake of the 2007 global financial crisis, Moo-
dy’s KMV advocates more accurate modeling of loan transfer pricing (see dis-
cussion in this chapter).

32. Duffie and Singleton (1998) also consider another specification of multivariate
correlated intensities; that is, all default intensities are modeled as lognormally
distributed. In contrast to the example presented in the text, portfolio default
losses are relatively insensitive to default intensity correlations under the log-
normal specification.
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33. The parameter value h0 ¼ .001 reflects an initial mean default arrival rate of one
default per thousand years. This is roughly equivalent to the historical average
rate of default arrival for bonds rated by Moody’s at A or Aa over the period
1920 to 1997.

34. As v approaches zero, the model converges to the independent default intensity
model with zero correlations. As v approaches one, the jump intensities become
perfectly correlated (identical), thereby eliminating any potential gains to port-
folio diversification.

CHAPTER 9 The VAR Approach : Cred i tMe t r i c s and O t her Mode l s

1. The capital requirements for market risk contain a general market risk compo-
nent and a specific risk component. For example, with respect to corporate
bonds that are held in the trading book, an internal model calculation of specific
risk would include features such as spread risk, downgrade risk, and concentra-
tion risk. Each of these is related to credit risk. Thus, the 1996 BIS market risk
capital requirement contains a credit risk component. We discuss the evolution
of bank capital requirements and regulation in Chapter 13.

2. See Gupton et al., CreditMetrics—Technical Document (New York, J.P.
Morgan, April 2, 1997). In 1998, the group developing the RiskMetrics and
CreditMetrics products formed a separate company called RiskMetrics Group.
Technical information may be obtained from the web site www.riskmetrics.
com.

3. The one-year horizon is controversial (see Carey [2001b]). For example, if there
is some autocorrelation or trend over time toward default, a longer window
(say, two years or more) might be appropriate.

4. As will be discussed in the last section of this chapter, to calculate the VAR of a
loan portfolio we also need to calculate default correlations among
counterparties.

5. This example is based on the one used in Gupton et al., CreditMetrics—Techni-
cal Document (1997).

6. As is discussed later in this chapter, the choice of transition matrix has a mate-
rial effect on the VAR calculations. Moreover, the choice of bond transitions to
value loans raises again the question of how closely related bonds and loans are.

7. If the þ/� modifiers (notches) are utilized, there are 17 different rating catego-
ries (see Bahar and Nagpal [2000]).

8. The rating transitions are based on U.S. corporate bond data. For non-U.S.
companies a mapping is required for the non-U.S. company into a U.S. com-
pany, or else the development of a non-U.S. or country-specific rating transition
matrix is required.

9. Technically, from a valuation perspective the credit event occurs (by assump-
tion) at the very end of the first year. Currently, CreditMetrics is expanding to
allow the credit event window to be as short as three months or as long as five
years.
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10. Throughout this section the first subscript is suppressed for simplicity; because all
valuations take place one year into the future, the first subscript is always one for
all terms—for example, 1r1 (1r2) denotes the zero-coupon risk-free rate on a one-
year (two-year) maturity U.S. Treasury to be delivered in one year. See the discus-
sion of the double subscript notation in Chapter 5 and in Appendix 9.1.

11. For notational simplicity, the credit spread (CS) is denoted by si in this chapter.
12. The assumption that interest rates are deterministic is particularly unsatisfying

for credit derivatives because fluctuations in risk-free rates may cause the coun-
terparty to default as the derivative moves in or out of the money. Thus, the
portfolio VAR as well as the VAR for credit derivatives (see for example CIBC’s
CreditVaR II) assume a stochastic interest rate process that allows the entire
risk-free term structure to shift over time (see Crouhy et al. [2000]).

13. In this case, the discount rates reflect the appropriate zero-coupon rates plus
credit spreads (si) on A-rated loans (bonds). If the borrower’s rating were un-
changed at BBB, the discount rates would be higher because the credit spreads
would reflect the default risk of a BBB borrower. The credit spreads used in
CreditMetrics are generated by Bridge Information Systems, a consulting firm,
which updates these rates every week.

14. Net of the first year’s coupon payment, the loan’s price would be $108.66 mil-
lion � $6 million ¼ $102.66 million.

15. Recent studies have suggested that this LGD may be too high for bank loans.
A Citibank study of 831 default corporate loans and 89 asset-based loa s for
1970–1993 find recovery rates of 79 percent (or equivalently LGD equal to
21 percent). Similarly, high recovery rates are found in a Fitch Investor Service
report in October 1997 (82 percent) and a Moody’s Investor Service Report of
June 1998 (87 percent) (see Asarnow [1999]).

16. In the calculation in Table 9.4, we look at the risk of the loan from the perspective
of its mean or expected forward value ($107.09). Using an alternative perspective,
we would look at the distribution of changes in value around the value of the
loan if it continued to be rated BBB over the whole loan period. In Table 9.3, the
forward value of the loan, if its rating remains unchanged over the next year,
is $107.55. Using this BBB benchmark value, the mean and the variance of the
value changes are, respectively:�$0.46 and $2.96. We obtain the mean using the
probability-weighted distribution of bond value changes as shown in Table 9.3:

:0002 109:37� 107:55ð Þ þ :0033 109:19� 107:55ð Þ
þ:0595 108:66� 107:55ð Þ þ :053 102:02� 107:55ð Þ
þ:0117 98:10� 107:55ð Þ þ :0012 83:64� 107:55ð Þ
þ:0018 51:13� 107:55ð Þ ¼ �0:46

Similarly, the variance is:

:0002 1:82þ 0:46ð Þ2 þ :0033 1:64þ :46ð Þ2 þ :0595 1:11þ :46ð Þ2
þ:053 �5:53þ :46ð Þ2 þ :0117 �9:45þ :46ð Þ2 þ :0012 �23:91þ :46ð Þ2
þ:0018 �56:42þ :46ð Þ2 ¼ 8:77

324 NOTES



E1BNOTES 03/18/2010 10:34:28 Page 325

The 1 percent VAR under the normal distribution assumption is then

2:33��$2:96ð Þ þ �$0:46ð Þ ¼ �$7:36

17. In 99 years out of 100, the 1 percent VAR capital requirement would allow the
bank to survive unexpected credit losses on loans. Note that under the specific
risk component for market risk, which measures spread risk, downgrade risk,
and concentration risk for tradable instruments like corporate bonds, the 1 per-
cent one-day VAR has to be multiplied by a factor of 3 or 4 (the stress-test mul-
tiplier), and the holding period is 10 days rather than one year; this leads to ap
10 multiplier of one-day VAR for a liquidity risk adjustment. Boudoukh,

Richardson and Whitelaw (1995) have shown (in simulation exercises) that, for
some financial assets with normally distributed returns, the 3 to 4 multiplication
factor may well pick up extreme losses such as the mean in the tail beyond the
99th percentile. However, they also found that the 3 to 4 multiplication factor
badly underestimated extreme losses if there are runs of bad periods (e.g.,
as might be expected in a major long-term economic contraction). Neftci
(2000) used extreme value theory to solve for market VAR and found that the
BIS multiplication factor of 3 was excessive; instead, his estimates ranged from
1.02 to 1.33.

18. We discuss EVT from the perspective of assessing additional capital to cover
catastrophic risk events. However, Neftci (2000) describes how the VAR itself
can be more accurately measured using EVT. An advantage of the EVT ap-
proach is that it estimates the positive and negative tails of the underlying par-
ent distribution separately, thereby allowing for distributional asymmetries in
long and short positions. Longin and Solnik (2001) use EVT and find correla-
tion increases across assets in bear markets (negative tails), but not in bull mar-
kets (positive tails).

19. Because of this property, EVT can also be used to measure operational risk (see
Allen et al. [2002]).

20. For large samples of identically distributed observations, Block Maxima Mod-
els (generalized extreme value [GEV] distributions) are most appropriate for
extreme values estimation. However, the peaks-over-threshold (POT) models
make more efficient use of limited data on extreme values. Within the POT class
of models is the generalized Pareto distribution (GPD) (see Appendix 9.2,
McNeil [1999], and Neftci [2000]). Bali (2001) uses a more general functional
form that encompasses both the GPD and the GEV—the Box-Cox-GEV.

21. Using the simple approach to calculating a transition matrix, suppose we
have data for 1997 and 1998. In 1997, 5.0 percent of bonds rated BBB were
downgraded to B. In 1998, 5.6 percent of bonds rated BBB were down-
graded to B. The average transition probability of being downgraded from
BBB to B is therefore 5.3 percent. In practice, however, historical average
default rates are not accurate measures of the default probability; that is,
average historical default probability typically overstates the default rate
(see Crouhy et al. [2000]).
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22. Finger (2000a) uses both an extended CreditMetrics model and an intensity-
based model to examine correlated default probabilities over varying time hori-
zons and finds considerable impact on economic capital requirements.

23. The credit cycle index, Z, is constructed from the default probabilities on
speculative grade bonds (equal to and lower than Moody’s Ba rating)
regressed (using a probit model) on four factors: (1) the credit spread be-
tween Aaa and Baa; (2) the yield on 10-year Treasury bonds; (3) the quar-
terly consumer price index; and (4) the quarterly growth of GDP. To obtain
Z, the model parameters are estimated using historical quarterly data, then
projected forward to the next quarter and transformed into a standard nor-
mal distribution. Kim (1999) back-tests this specification and finds that it de-
creases forecasting errors by more than 30 percent when compared to the
historical average. Bangia et al. (2000) use National Bureau of Economic
Research (NBER) designations of contractions and expansions to obtain con-
ditional probabilities of default. Using 1 percent VAR, they find that eco-
nomic capital is nearly 30 percent higher for a contraction year than for an
expansion year (see also Nickell et al. [2001a]).

24. That is, the transition matrix can be built around KMV’s EDF scores rather
than bond ratings. The correlation between KMV’s transitions and rating agen-
cies’ transitions is low. In the December 2001 version of CreditMetrics, risk-
neutral probabilities are used instead of historical migration probabilities. Al-
ternatively, Algorithmics Mark to FutureTM VAR uses scenario analysis as an
alternative to valuations based on ratings transition matrixes.

25. The assumption of nonstochastic interest rates is also consistent with Merton
(1974). Nevertheless, Shimko, Tejima and van Deventer (1993) have extended
the Merton model to include stochastic interest rates.

26. Gupton et al., CreditMetrics—Technical Document (1997), 30. Whether recov-
ery rates are constant, an additional capital requirement of $0.46 million, in our
example, must be held as reserves against expected losses.

27. Unal et al. (2001) show that LGDs on bonds are extremely volatile across time
and cross-sectionally.

28. Or, using the 99th percentile comparison, 2.33 � $2.99 ¼ $6.97 million, versus
2.33 � $2.07 ¼ $4.82 million.

29. Returns are calculated as the loan value on the horizon date (net of the bank’s
cost of funds) divided by the current loan value. However, returns may be un-
defined, particularly if the maturity of the loan exceeds the horizon date or if the
horizon period is more than one year.

30. In all models, exposures are assumed to be independent of default risk. Finger
(2000a) extends CreditMetrics to consider marketwide credit events (such as
the 1997 Asian crisis) which can impact exposure values, as for credit
derivatives.

31. Table 9.5 shows the transition matrix using historical migration probabilities.
As of the December 2001 version of CreditMetrics, risk-neutral probabilities
are used instead.
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32. A standardized return is an actual return that is divided by its estimated stan-
dard deviation after subtracting the mean return. Thus, a standardized normal
distribution has a mean of zero and a standard deviation of unity.

33. There is a 2.06 percent probability (1.06 percent þ 1.00 percent) that the BB-
rated borrower will be downgraded to C or below.

34. Arguably, we should be measuring correlations between loans and not borrow-
ers. For example, a low-quality borrower with a highly secured loan would find
the loan rated more highly than the borrower as a whole.

35. CreditMetrics requires the user to input the factor sensitivity coefficients.
36. By construction of the factor sensitivities, the bank and insurance indices are

independent of each other. Note the correlation between the unsystematic re-
turn components UA and UZ is zero by assumption.

37. To find this number, the probabilities have to be counted backwards: the worst
loan outcome, then the next worst, and so on until one reaches the loan value
where the cumulative probability (starting from the worst case) is 1 percent—
that is, the 99th percentile VAR.

38. In this case, the bank’s capital requirement falls from 8.99 percent to $9.23/
$200 million ¼ 4.62 percent.

39. This approach can be computationally intensive, particularly for large portfo-
lios. Nagpal and Bahar (1999) suggest an analytic solution that transforms cor-
related defaults into mutually exclusive scenarios with independent default
probabilities. The number of scenarios is independent of the number of assets in
the portfolio, thereby making their method computationally efficient for large
portfolios. However, the methodology is not always feasible because it may
generate negative probabilities.

40. Technically, decompose the correlation matrix (S) among the loans using the
Cholesky factorization process, which finds two matrixes, A and A0 (its trans-
pose), such that I ¼ AA0. Asset return scenarios (y) are generated by multiplying
the matrix A0 (which contains memory relating to historical correlation rela-
tionships) by a random number vector z, that is, y ¼ A0z.

41. This can be quite computationally intensive. In the December 2001 version of
CreditMetrics, variance-reduction techniques are used to cut down the number
of required simulations by a factor of between 10 and 100. Rather than sam-
pling the distribution around the origin, the new version of CreditMetrics
extrapolates the entire distribution from concentrated sampling in the tails.

42. Appendix 9.4 demonstrates how CreditMetrics can be used to measure the risk
of swaps.

43. The assumption of fixed credit spreads is quite contentious, as discussed in
Appendix 9.1.

44. We abstract here from variations in the length of each semiannual coupon pay-
ment period that may range from 180 to 184 days. All risk-free rates are de-
noted r, all risky corporate bond rates are denoted y, and all zero-coupon risk-
free rates are denoted z.

45. All one-year forward rates deliver in two half years; hence the first subscript 2
for all one-year forward yields.
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46. If j ¼ 0, then the distribution is exponential; if j < 0 it is the Pareto type II
distribution.

47. These estimates are obtained from McNeil (1999), who estimates the parame-
ters of the GPD using a database of Danish fire insurance claims. The scale and
shape parameters may be calculated using maximum likelihood estimation in
fitting the (distribution) function to the observations in the extreme tail of the
distribution.

48. Finger (2000a) proposes an extension of CreditMetrics that would incorporate
the correlation between credit exposure size and counterparty credit risk on
derivatives instruments. In June 1999, the Counterparty Risk Management Pol-
icy Group called for the development of stress tests to estimate ‘‘wrong-way
credit exposure’’ such as experienced by U.S. banks during the Asian currency
crises. That is, credit exposure to Asian counterparties increased just as foreign
currency declines caused FX losses on derivatives positions.

49. See Smith, Smithson, and Wilford (1990). The intuition behind using a
Black-Scholes-type model to measure potential exposure can be seen by
looking at the five variables that would determine the option value to de-
fault on a swap: the original interest rate on the swap (the strike price),
the current interest rate (the current underlying price), the volatility of
interest rates, the short-term interest rate, and the time to maturity of
the swap.

50. The question, of course, is which transition matrix to use. Arguably, because
the cash flows on swaps are similar to the coupon flows on bonds, a bond tran-
sition matrix may prove to be adequate.

51. This is an approximation. Default can occur at any time between time 0 and the
end of the one-year credit-event horizon.

52. A cap can be valued as a call option on interest rates or a put on the price of a
bond.

53. CreditMetrics allows for the estimation of the VAR for other off-balance sheet
(OBS) activities, such as loan commitments, asset-backed securities, and credit
guarantees (such as letters of credit).

CHAPTER 10 S t ress Tes t i n g Cred i t R i s k Mode l s :
A l g or i t hm i cs Mark - t o - F u t ure

1. Under the internal model rules of the BIS for market risk, the bank’s internal
VAR has to be multiplied by a minimum value of 3. Intuitively, this 3 can be
viewed as a stress test multiplier accommodating outliers in the 99 percent tail
of the distribution. If, in back-testing a model, regulators/auditors find that the
model underestimated VAR on fewer than 4 days out of the past 250 days, it is
placed in a green zone and the VAR multiplier remains at its minimum value of
3. If risk is found to be underestimated anywhere between 4 days and 9 days of
underestimated risk is found (out of 250 days), the model is placed in the yellow
zone and the multiplier is increased to a range from 3.4 to 3.85. If more than 10
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daily errors are found, the model is placed in the red zone and the multiplication
factor for the internal VAR is set at 4. Some observers have labeled this regula-
tory punishment system the ‘‘traffic light’’ system.

2. Kupiec (1995) describes how a minimum of 1,000 observations is necessary to
stress test a market VAR model if the underlying loss function is assumed to be
symmetric. If, as is the case, the distribution is not symmetric, even more data
are required. For example, McNeil’s (1999) extreme value theory back-tests for
market risk use more than 5,000 daily observations (see Appendix 9.2 for a dis-
cussion of extreme value theory).

3. Even this is somewhat optimistic; not even the rating agencies have default his-
tories going back that far. Currently, most banks have perhaps two or three
years of usable data (see Carey and Hrycay [2001]).

4. For example, Nickell et al. (2001b) conclude that their results suggesting that
both KMV and CreditMetrics underestimate the credit risk of Eurobonds
should be treated with caution since they only have 10 years of data.

5. Only active monitoring can reduce classification gaming designed either to min-
imize bank capital requirements or to maximize loan officer bonuses.

6. The cumulative accuracy ratio is one of many alternative statistical measures of
historic ratings accurancy (see Bank for International Settlements [2006]).

7. Some models may perform better at different points in the credit cycle. Keswani
(1999) uses Brady bond prices and finds that structural models outperformed
(underperformed) reduced form models in the period before (after) the 1994
Mexican peso crisis.

8. The analogy with back-testing market risk models using time-series data is
linked to how representative the past period is (i.e., the past 250 days under the
BIS rules).

9. Altman and Karlin (2001b) average bond defaults over 1978–2001 and find
that LGD is inversely related to bond seniority; that is, the median LGD is low-
est (42.58 percent) for senior secured debt, next for senior unsecured (57.73
percent), and highest (68.04 percent) for subordinated debt. However, that ef-
fect has been somewhat unstable in recent years (see Table 10.3).

10. Finger (2000a) proposes an extension of CreditMetrics that would incorporate
the correlation between market risk factors and credit exposure size. This is
particularly relevant for the measurement of counterparty credit risk on deriva-
tives instruments because the derivative can move in or out of the money as
market factors fluctuate. In June 1999, the Counterparty Risk Management
Policy Group called for the development of stress tests to estimate ‘‘wrong-way
credit exposure’’ such as experienced by U.S. banks during the Asian currency
crises; credit exposure to Asian counterparties increased just as the foreign cur-
rency declines caused FX losses on derivatives positions.

11. Fraser (2000) finds that a doubling of the spread between Baa-rated bonds over
U.S. Treasury securities from 150 basis points to 300 basis points increases the
99 percent VAR measure from 1.77 percent to 3.25 percent for a Eurobond
portfolio.
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12. Since other models assume credit risk to be independent of market risk (e.g., see
Chapter 9 for a discussion of CreditMetrics’ assumption of fixed credit
spreads), the MtF estimates must be compared to the sum of market risk and
credit risk exposures obtained in other models.

13. Although the default boundary is not observable, it can be computed from the
(unconditional) default probability term structure observed for BB-rated firms.

14. Default is assumed to be an absorbing state, so Figure 10.1 shows that the curve
representing the firm’s asset value in scenario 1 coincides with the default
boundary for all periods after year 3.

15. During the months it took to implement the stress test, the economy deteriorated
further so that the baseline scenario had already been breached by the date of
publication of the results (March 7, 2009). For example, the consensus unemploy-
ment rate was 9.3 percent, rather than the 8.9 percent in the baseline scenario.

16. Although each bank constructed its own loss and revenue forecasts, they were
required to submit detailed documentation and backup data to bank regulators
for extensive review. The forecasts were compared to independent benchmarks
that estimated indicative loan loss rates for each type of loan using micro data.
Approval of the banks’ forecasts occurred after a period of negotiation between
the banks and the regulators about the implications of the stress test and the
required additions to each bank’s capital base.

17. However, firms with trading assets of $100 billion or more were additionally
asked to estimate potential losses from trading and counterparty credit risk under
a market stress scenario similar to the market shocks of the second half of 2008.

18. Risk-weighted assets are calculated under the conditions established by the
Basel Accord on Bank Capital Requirements. See Chapter 13 for a discussion.

CHAPTER 11 RAROC Mode l s

1. The second motivation is consistent with academic studies showing that bank
holding companies establish internal capital markets to allocate scarce capital
across various subsidiaries (see Houston et al. [1997]). Even when structured to
be bankruptcy-remote, capital constraints at these subsidiaries have imposed
real costs at the holding company level, as evidenced during the 2007–2009
financial crisis.

2. According to Zaik, Walter and Kelling (1996), Bank of America applies its
RAROC model to 46 different business units within the bank.

3. In general, WACC will be less than ROE.
4. The RAROC approach essentially assumes that all assets are either perpetuities

or pure discount instruments with the same maturity date. To adjust for differ-
ences across assets in the timing of cash flows, capital budgeting’s net present
value approach should be used with the discount rate adjusted for the risk of
each individual asset. Analyzing RAROC for property and insurance compa-
nies, Nakada et al. (1999) use the present value of all cash flows (discounted at
the insurer’s marginal borrowing rate) in both the numerator and denominator
of equation (11.1).
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5. Turnbull (2000) defines the term structure of economic capital as the schedule
of required capital over the long-term planning horizon, which is determined by
the timing and risk of project cash flows.

6. However, Machlachlan (1998) notes a circularity in valuing projects and invest-
ment allocations using economic capital (EC) when the project’s market value
itself must be used to obtain the measure of EC.

7. Nevertheless, some banks take a ‘‘customer relationship’’ approach and calcu-
late the RAROC for the whole relationship.

8. In applying RAROC to the investment decisions of insurance companies,
Nakada et al. (1999) solve for a combined RAROC that balances the diver-
sification effects against the tax penalty. Similarly, the tax penalty in Turnbull
(2000) is the tax that bank shareholders pay on the risk-free interest
received from the interim investment of economic capital until it is needed,
either in the event of default or at the maturity of the loan, to repurchase equity.
Alternatively, the tax penalty may be viewed as the debt tax shield forgone be-
cause of the use of economic capital (equity) rather than debt to finance part
of the loan.

9. The economic capital required in the initial period of the loan is used in the
denominator even if economic capital requirements vary over the life of the
loan. Some (e.g., Nakada et al. [1999]) have argued that the present value of
economic capital over the life of the project should be used in the denominator,
but Turnbull (2000) shows that any adjustment for the stream of economic cap-
ital should instead be included in the numerator.

10. Credit risk is distinguished from market risk in that the interest rate on the loan
can be decomposed into: RL ¼ rf þ R where RL is the loan rate, rf is the risk-free
rate (Treasury rate) on a similar duration bond, and R is the credit spread. Here,
we are not concerned with changes in rf (Drf) that affect the loan’s market value,
but rather with the effects of shifts in R (DR), the credit spread.

11. Suppose the bank’s hurdle was its ROE of 10 percent. Then the loan would be
profitable and should be made under the RAROC criterion.

12. As discussed earlier, one simple way to calculate s is to use the binomial model.
Based on N years of data, where pi is the default rate in year i for this borrower
type:

s ¼ 1=Nð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

pi 1� pið Þ
s

13. As of August 2009, no bank had AAA status in the United States.
14. Maclachlan (1998) shows that maximizing RAROC may not produce efficient

portfolio allocations, particularly in the event of increases in the tail density of
return distributions; in other words, since RAROC is a point estimate of the
reward to risk, it may result in overinvestment in correlated risky outlier assets.
Therefore, Dvorak (2008) suggests a move from RAROC toward loan transfer
pricing (see the discussion in Chapter 8).
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15. In order to distinguish between the different return symbols used in this chapter,
we denote the risk-free rate r going forward as rf.

16. Some multifactor specification of equation (11.15) may be more appropriate in
many cases.

17. Indeed, without a comparative advantage in providing monitoring and informa-
tion services, there would be no reason for banks to exist in private economies.

18. If this assumption is relaxed, then the required return (hurdle rate) cannot be
expressed as a constant, as in the standard RAROC formulation, but rather as
an increasing function of the amount invested in the loan. The form of the Froot
and Stein (1998) result differs from the standard RAROC formulation shown in
equation (11.1). Instead, Froot and Stein solve for the optimal level of invest-
ment in the new project (the loan) as a function of the bank’s risk aversion, the
loan’s unhedgeable risk, and the loan’s expected return.

19. In Froot and Stein (1998), the result in equation (11.20) is driven by the as-
sumption of convex costs of issuing equity to meet the bank’s economic capital
requirements. Turnbull (2000) achieves the same result assuming that the role
of economic capital is to lower any particular loan’s default probability to a
desired level (say, commensurate with the bank’s chosen credit rating). There-
fore, for any marginal loan, the economic capital is calculated on a marginal,
not a stand-alone basis. Thus, diversification of the loan portfolio may reduce
the amount of economic capital required for any particular loan; capital can be
considered subadditive and the result in equation (11.20) obtains.

20. James (1996) offers empirical evidence documenting the sensitivity of loan
growth to bank financing constraints and capital costs. Ho (1999) uses typical
insurance company data to simulate the cost of capital adjustments and finds an
S&P convexity charge of 34.7 basis points, where the S&P convexity charge is
defined to be the price shock (capital charge) in the event of a 300 basis point
parallel shift in the yield curve for a bond with negative convexity compared to
an option-free bond of the same duration.

21. This term can be viewed as the cost per unit of bank capital times the amount of
capital that may be lost due to unhedgeable fluctuations in the loan’s value.

CHAPTER 12 Cred i t Der i va t i ves

1. Warren Buffett’s quotes have been taken from the 2002 Berkshire Hathaway
annual report.

2. Garmaise and Moskowitz (2009) connect risk of natural catastrophes (e.g.,
earthquakes) with credit risk in the real estate market. Inefficiencies in the sup-
ply of insurance against natural disasters can distort bank credit availability,
further expanding the range of risks bundled into credit markets. Almeida and
Philippon (2007) show that the marginal costs of financial distress during bad
times are about as large as the debt tax shield.

3. The credit event can be specified as default, failure to pay, restructuring, and so
on. However, the use of restructuring as a credit event is ambiguous when the
reference security is a loan, since loan restructuring is a fairly common
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occurrence that may be triggered by something other than the borrower’s finan-
cial distress. Thus, restructuring is known as a soft credit event. Repudiation or
a moratorium is used as a credit event for credit derivatives based on govern-
ment obligations.

4. As discussed in Chapter 3, there have been several proposals to move credit
derivatives trading to organized exchanges. It is unclear whether the benefits of
exchange trading (enhanced transparency and liquidity) will be offset by the
costs of basis risk and lack of customization as the standardized contracts di-
verge from the underlying risks to be hedged.

5. The increased presence of hedge funds led to an agreement that enhanced the
liquidity of the CDS market in 2006. Liquidating a CDS position typically re-
quired either offsetting transactions or an agreement by both counterparties to
terminate (tear up) the transaction. However, hedge funds preferred to transfer
their shares via assignment—a process known as novation. Unfortunately, there
were problems in coordinating novation agreements and getting confirmation.
In September 2006, the ISDA Novation Protocol was announced to standardize
novation procedures, requiring parties to obtain prior consent, which could be
communicated electronically. The results were to dramatically reduce confirma-
tion backlogs.

6. Single-name CDSs specify a single reference security. In contrast, multiname
CDSs reference more than one name, as in a portfolio or basket CDS or CDS
index, such as the Dow Jones CDX. Baskets are credit derivatives based on a
small portfolio of loans or bonds, such that all assets included in the underlying
pool are individually listed. In contrast, the contents of larger portfolios are de-
scribed by their characteristics. A basket credit default swap, also known as a
first-to-default swap, is structured like a regular CDS, but the reference security
consists of several securities. The first reference entity to default triggers a de-
fault payment of the par value minus the recovery value and then all payments
end. As of the first half of 2007, there was an additional $20 trillion notional
value in multiname CDSs.

7. See Smithson (2003) and Mengle (2007) for a discussion of the stages of devel-
opment of the market for credit derivatives. The standardized contracts, terms,
and dispute resolution provided by the International Swap and Derivatives As-
sociation (ISDA) played a role in that evolution.

8. Despite the decline in notional value of CDS contracts outstanding, the gross
market value for CDSs increased 78.2 percent to $5.7 trillion as of the end of
2008, reflecting turmoil in credit markets during the second half of 2008.

9. The most popular CDS indices consist of 125 corporate entities. Multiname or
basket CDSs contain more than one reference security, most commonly be-
tween 3 and 10. The most common form of multiname CDS is the first-to-
default CDS, which compensates the protection buyer for losses on the first
default among the basket of reference entities, after which the swap automati-
cally terminates. As will be shown in this chapter, tranched synthetic collateral-
ized debt obligations (CDOs) comprising indexed CDSs also prioritize credit
protection, but are more flexible than first-to-default swaps.
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10. In contrast, an interest rate swap (fixed- for floating-rate swap) will entail sym-
metric payments such that the swap buyer (the fixed-rate leg of the swap) earns
positive cash flows when interest rates increase, and the swap seller (the floating-
rate leg) earns positive cash flows when interest rates decrease.

11. Over-the-counter CDSs have standardized spread payment dates on March 20,
June 20, September 20, and December 20. The spread is constant for the life of
the swap, with the exception of a constant maturity CDS in which the spread is
reset periodically to the market rate for newly issued CDSs.

12. Swap spreads incorporate counterparty credit risk. For example, Hull and
White (2001) find a range of around 50 basis points when they simulate the
impact of counterparty credit risk exposure. See Appendix 12.1 for a discus-
sion. Note in Table 12.2 that only Barclays placed a request to sell at the 8/10
bid/offer price.

13. Credit spread options, shown in Table 12.1 to be a vanishing portion of the
market (largely replaced by swaptions), give the buyer the right, but not the
obligation, to pay a specified credit spread over a specified time period. We con-
sider indexed CDSs and CDOs (listed in Table 12.1) later in this chapter.

14. Both the obligor and the specific reference debt instrument must be specified.
The reference instrument is usually a senior unsecured debt obligation, although
CDSs can be written on subordinated debt as well.

15. Default payments are usually computed in one of three ways: (1) par minus
a final loan price as determined by a poll of dealers (such as Creditex and
CreditTrade); (2) payment of par by the counterparty in exchange for physical
delivery of the defaulted loan; and (3) a fixed dollar amount contractually
agreed to at the swap origination. Increasingly, method 2 is the favored method
of settlement because of the difficulty in getting accurate secondary market
prices on loans around credit event dates. Gunduz et al. (2007) state that
86 percent of CDS transactions specify physical settlement.

16. Basis risk results when the fluctuations in the value of the reference security
underlying the derivative do not move in lockstep with the hedge position. For
example, there is basis risk if indexed CDSs are used to hedge a portfolio of
loans to firms that are not identical to the 125 firms in the index.

17. This makes the market subject to a squeeze as settling CDS contract holders
drive up the demand for the scarce bonds, especially since physical settlement
must occur within 30 days of the credit event.

18. The initial auctions were held by Markit and Creditex to determine payment on
the iTraxx family of CDS index products covering Europe, Japan, and Asia. For
example, the iTraxx Europe index contains 125 of the most liquid CDSs
referencing investment-grade debt instruments, which change every six months
(see Gross and Saperia [2008]).

19. There are more steps for auctions based on loans, rather than bonds.
20. Indeed, partial cash and partial physical settlement can be chosen, such that in-

vestor B can submit a bid to buy any amount of the reference bond from $0 to
$10 million in this example.

21. All debt instruments of the same seniority are pooled together and auctioned at
the same time, at the same price. Therefore, there is no distinction based on

334 NOTES



E1BNOTES 03/18/2010 10:34:28 Page 335

maturity date, yield, and so on, since in bankruptcy, seniority is the only rele-
vant characteristic determining recovery value.

22. HSBC had to pay a penalty of $12,500 to ISDA because its bid was too high.
23. The 1996 amendment to Basel I incorporated the capital requirements for coun-

terparty credit risk on OBS derivatives discussed in this chapter. Basel II guide-
lines keep portions of Basel I intact.

24. In this section, we consider all types of swaps (e.g., interest rate, currency), as
well as CDSs.

25. The capital requirement under Basel I would then be 8 percent of $2.75 million,
or $220,000.

26. See Federal Reserve Board of Governors press release, August 29, 1995, 17.
27. Note that the net to gross current exposure ratio (NGR) will vary across differ-

ent contracts, whereas the 0.4 and 0.6 weights remain unchanged.
28. However, to be included as a risk mitigation contract, bank regulators required

that the CDS specify restructuring as a credit event. To alleviate the ambiguity
in this soft credit event, the 2003 ISDA documentation placed some limits on
the restructuring trigger (see Mengle [2007]).

29. Chapter 13 describes the Basel II Capital Accord in detail. Banks are required to
hold capital in proportion to the risk of their activities (both on and off the bal-
ance sheet). The more credit risk exposure, the higher the risk weight and the
more capital required. Under the standardized model of Basel II, risk weights
range from 0 percent (for government entities) to 150 percent (for below-invest-
ment-grade corporate counterparties).

30. The one exception is in the case of a maturity mismatch in which the maturity of
the hedge is less than that of the underlying exposure. If the maturity mismatch
exceeds one year, then Basel II proposes an adjusted risk weight that is a func-
tion of the ratio of the maturities.

31. In November 2001, the Basel Committee on Banking Supervision released po-
tential modifications of the Basel II proposals that could eliminate the collateral
weight factor from minimum capital requirements and replace the treatment of
residual risks with pillar 2 supervisory oversight. See Bank for International
Settlements, November 5 (2001b).

32. See Vinod Kothari’s ‘‘Credit Derivatives’’ web site, http://www.credit-deriv
.com/.

33. See Dahiya et al. (2001).
34. CLNs were also known as funded CDSs.
35. The junior status of the equity tranche makes it the riskiest and, therefore, the

coupon rate will be higher than for the other more senior tranches of the CDO.
For all tranches except the equity tranche, CDO pricing data are in terms of the
credit spread in the coupon payment paid quarterly on the remaining notional
value balance. The equity tranche also includes an up-front premium paid to the
CDO buyer in addition to the credit spread in the coupon payment. Longstaff
and Rajan (2008) find that CDO pricing includes risk premiums for idiosyn-
cratic or firm-specific default risk, industry default risk, and catastrophic econo-
mywide default risk.
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36. Implicit leverage declines for the more senior tranches.
37. In the credit bubble buildup, CDO underwriters adjusted the attachment points

(and other credit enhancements) to ensure that the top tranches received the
highest AAA/Aaa credit rating.

38. This threshold can be viewed as equivalent to the credit enhancement offered by
the originating bank in a CLO or CLN.

39. In the early years of the instrument, BISTRO collateralization ranges from 5–15
percent of the notional value of the loan portfolio. However, as the credit mar-
kets overheated collateralization and equity tranches on all asset-backed securi-
ties declined markedly. For example, a 2006 Goldman Sachs CMO with
average LTV of 99.29 percent had only a 3 percent equity tranche. See A.
Sloan, ‘‘House of Junk,’’ Fortune, October 29, 2007.

40. The rules for a clean break differ for synthetic securitizations. However, all are
intended to insure that ABS holders have neither implicit nor explicit recourse
to originators. However, during the 2007–2009 financial crisis, the SIVs held
backup lines of credit to their ABCP offerings so that banks such as Citibank
ultimately assumed recourse to their ABS holdings, despite meeting legal condi-
tions for a clean break. See the discussion in Chapter 1.

41. If the bank uses the standardized (IRB) method to compute its capital require-
ment, it must use the standardized (ratings-based) approach under the securiti-
zation framework (see Chapter 13).

42. The risk weight for unrated securitizations is calculated using a supervisory for-
mula. See Basel II (June 2006), paragraph 623.

43. Increased risk weighting of market risk was also proposed in January 2009. See
‘‘Revisions to the Basel II Market Risk Framework,’’ January 2009. Moreover,
in November 2008, the Basel Committee reaffirmed its commitment to fair val-
uation of bank assets, reiterating the importance of accurate valuation model-
ing. However, in June 2009, the Financial Accounting Standards Board (FASB)
loosened those standards and allowed U.S. banks to use their own discretion in
fair value accounting (see the discussion in Chapter 1).

44. DeSantes (1999) describes how insurance companies leverage their high credit
ratings and increase earnings by selling credit protection in the credit derivatives
market.

CHAPTER 13 Cap i t a l Regu l a t i o n

1. The Basel Committee consists of senior supervisory representatives from Bel-
gium, Canada, France, Germany, Italy, Japan, Luxembourg, the Netherlands,
Sweden, Switzerland, the United Kingdom, and the United States. It usually
meets at the Bank for International Settlements (BIS) in Basel, Switzerland,
where its permanent Secretariat is located.

2. More than 100 countries have adopted the Basel Accords. Morrison and White
(2009) examine the costs and benefits of creating a level playing field through
international bank capital standards. The disadvantage is that since capital reg-
ulations substitute for high-quality regulatory oversight, international bank
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capital requirements must be set to the weakest regulatory standard. However,
in a world of mobile capital, a level playing field avoids the cherry-picking effect
that reduces the size and efficiency of banks in weaker economies.

3. Tier 1 consists of the last, residual claims on the bank’s assets, such as common
stock and perpetual preferred stock. Tier 2 capital is slightly more senior than
Tier 1—for example, preferred stock and subordinated debt. The capital tiers
are described in this chapter.

4. An indication of Basel I’s mispricing of credit risk for commercial loans is ob-
tained from Flood (2001), who examines the actual loan loss experience for
U.S. banks and thrifts from 1984 to 1999. He finds that in 1984 (1996) 10 percent
(almost 3 percent) of the institutions had loan losses that exceeded the 8 percent
Basel capital requirement. Moreover, Falkenheim and Powell (2001) find that
the Basel I capital requirements for Argentine banks were set too low to protect
against the banks’ credit risk exposures. See ISDA (1998) for an early discussion
of the need to reform Basel I.

5. However, Jones (2000) and Mingo (2000) argue that regulatory arbitrage
may not be all bad because it set the forces of innovation into motion that will
ultimately correct the mispricing errors inherent in the regulations. Moreover,
VanHoose (2007) argues that it is unclear whether capital regulation actually
promotes the overall safety and soundness of the banking system as a whole.
Whether capital requirements induce banks to take more or less risk depends
on their risk-aversion levels, among other factors. It is clear, however, that the
introduction of capital requirements causes an immediate decline in lending,
and a longer-term increase in the capital cushion available to protect depositors
and deposit insurers in the event of failure.

6. However, studies show that the introduction of Basel II, particularly the IRB,
will reduce capital requirements. For example, Kashyap and Stein (2004) find
that capital charges would have been 30 to 45 percent of Basel I requirements
using a simulation over the 1998 to 2002 period.

7. In this chapter, we consider only regulatory capital requirements, although
there is substantial evidence that banks hold economic capital in excess of regu-
latory minimums (see Berger et al. [2008]).

8. Earlier versions of the plan date back to 1999.
9. McKinsey estimates that operational risk represents 20 percent, market risk com-

prises 20 percent, and credit risk 60 percent of the overall risk of a typical com-
mercial bank or investment bank (see Hammes and Shapiro [2001]), page 106.

10. The basic indicator approach levies a single operational risk capital charge for
the entire bank; the standardized approach divides the bank into eight lines of
business, each with its own operational risk charge; and the advanced measure-
ment approach (AMA) uses the bank’s own internal models of operational risk
measurement to assess a capital requirement. See Bank for International Settle-
ments (September 2001).

11. At the discretion of national bank regulators, Tier 3 capital consisting of short-
term subordinated debt can be used to meet capital requirements against market
risks only.
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12. Carey (2001b) suggests that since subordinated debt (Tier 2 capital) is not use-
ful in preserving soundness (i.e., impaired subordinated debt triggers bank in-
solvency), there should be a distinction between equity and loan loss reserves
(the buffer against credit risk, denoted Tier A) and subordinated debt (the
buffer against market risk, denoted Tier B). Jackson et al. (2001) also show that
the proportion of Tier 1 capital should be considered in setting minimum capi-
tal requirements.

13. Note that Basel I is still in place in countries that have not yet adopted Basel II.
14. The EAD for on-balance-sheet items is the nominal outstanding amount,

whereas EAD for off-balance-sheet items is determined using most of the same
credit conversion factors from Basel I, with the exception of loan commitments
maturing in less than one year that now have a 20 percent conversion factor
rather than the 0 percent under Basel I.

15. Korea and Mexico (both OECD members) will move under the proposals from
a zero risk weight to a positive risk weight corresponding to their credit ratings.
Powell (2001) uses the standardized approach to estimate that capital require-
ments for banks lending to Korea (Mexico) will increase by $3.4 billion ($5 bil-
lion), resulting in an estimated increase in bond spreads of 74.8 basis points for
Korea and 104.5 basis points for Mexico. If the internal ratings-based approach
is used, the impact is even greater.

16. That is, an AAA rating would normally warrant a 0 percent risk weight, but
instead the risk weight is set one category higher at 20 percent.

17. However, if the contract is expected to roll over upon maturity (e.g., an open
repo), then its effective maturity exceeds three months and the bank supervisor
may consider it ineligible for the preferential risk weights shown in Table 13.4.

18. For example, Altman and Saunders (2001a,b) compare the historical actual
one-year losses on a bond portfolio using a loss distribution (default mode) at
the 99.97 percent confidence level and find that the 1.6 percent capital charge
for the first risk bucket (AAA to AA� ratings) is too high given the 0 percent
historical loss experience. However, the historical one-year loss experience for
the lowest-risk bucket (ratings below BB�) is significantly larger than the 12
percent capital requirement. Similarly, Powell (2001) finds insufficient convex-
ity in the standardized approach for sovereign debt.

19. For less developed countries, the proportion of companies with external credit
ratings is much lower than for developed countries. Powell (2001) reports that
only 150 corporates in Argentina are rated, although the central bank’s credit
bureau lists 25,000 corporate borrowers. Thus, Ferri et al. (2001) surmise that
borrowers in less developed countries are likely to suffer a substantial increase
in borrowing costs relative to those in developed countries upon adoption of
Basel II. The Basel Committee report (June 2009) documents that external
credit ratings are more frequently used in the United States and Canada than in
the European Union, Australia, and Japan.

20. Linnell (2001) and Altman and Saunders (2001b) suggest that, at the very least,
the unrated classification risk weight should be 150 percent. There is evidence
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that the failure ratio on nonrated loans is similar to the failure ratio in the low-
est (150 percent) rated bucket (see Altman and Saunders [2001b]).

21. To mitigate this problem, Griep and De Stefano (2001) suggest that more un-
solicited ratings be used. German bank associations plan to pool credit data so
as to address the problem of unrated small and medium-size businesses. Because
of the importance of this market sector to the German economy, Chancellor
Schroder threatened to veto the Basel II proposal. See The Economist, Novem-
ber 10, 2001.

22. For example, in 2006, Moody’s earned 44 percent of its revenues from rating
structured finance deals (see Tomlinson and Evans [2007]). Thus, the rating
agencies may have been disinclined to scrutinize the quality of the loans in the
ABSs, thereby contributing to the large number of defaults on highly rated secu-
rities. Perhaps in recognition of these inherent conflicts of interest, U.S. bank
regulators in adopting the standardized model in July 2008 stipulated that if
there are multiple ratings, the lowest must be used for capital requirements, and
that at least two ratings must be obtained for all nontraded assets.

23. Moreover, contagious regional financial crises in confidence may lead to exces-
sive downgrading of sovereign ratings (see Cantor and Packer (1996), Ferri
et al. [2001], and Kaminsky and Schmukler [2001]).

24. The use of a one-year time horizon assumes that banks can fully recapitalize any
credit losses within a year. Carey (2001b) argues that a two- to three-year time
horizon is more realistic. Ebnother and Vanini (2007) specify a five-year time
horizon so as to include deep recessions that, according to the National Bureau
of Economic Research (NBER), ranged from 35 to 65 months. Under Basel II,
the lower bound on PD is 0.03 percent.

25. Maturity is the weighted average life of the loan—that is, the percentage of prin-
cipal repayments in each year times the year(s) in which these payments are re-
ceived. For example, a two-year loan of $200 million repaying $100 million
principal in year 1 and $100 million principal in year 2 has a weighted average
life (WAL) of [1 � (100/200)] þ [2 � (100/200)] ¼ 1.5 years.

26. The correlations specified in the Basel II model are not estimated correlations, as
described in Chapter 8, but rather formulaic correlations that are specified as a
function of PD.

27. The format of the IRB approaches is to use PD, LGD, and M to determine the
loan’s risk weight and then to multiply that risk weight times the EAD times 8
percent in order to determine the loan’s capital requirement.

28. General provisions to protect the bank against expected losses can be used to
satisfy Tier 2 of the Basel II capital requirements under the conditions that (1)
they are general loss reserves not charged to any specific loan loss, and (2) they
do not exceed 1.25 percent of risk-weighted assets.

29. For UL estimates, the LGD (under the advanced model) should reflect losses in
an adverse downturn economy.

30. The format of the Basel II IRB equations is to express PD and LGD in decimals.
31. Allen and Saunders (2004) show that there is no consensus in the literature

about whether correlations are either directly or inversely related to PD.
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High-PD, less creditworthy firms may be subject to high correlations (particu-
larly in economic downturns), suggesting a direct relationship. Alternatively,
low PD firms may be subject to less idiosyncratic risk and therefore higher cor-
relations, suggesting the inverse relationship assumed in the Basel II IRB model.

32. Carty (1998) finds the mean LGD for senior unsecured (secured) bank loans is
21 percent (13 percent), and finds a mean LGD of 36 percent for a portfolio of
private placements. Asarnow and Edwards (1995) find a 35 percent LGD for
commercial loans. Gupton (2000) finds a 30.5 percent (47.9 percent) LGD for
senior secured (unsecured) syndicated bank loans. Gupton et al. (2000) obtain
similar estimates for the expected LGD but find substantial variance around the
mean.

33. That is, granularity takes into account the number of different rating categories.
The more categories, the greater the granularity.

34. Concentration risk is meant to be resolved by supervising case-by-case interven-
tion under pillar 2 of the BIS program.

35. Jackson et al. (2001) show that Basel II is calibrated to achieve a confidence
level of 99.96 percent (i.e., an insolvency rate of 0.4 percent), whereas banks
choose a solvency standard of 99.9 percent in response to market pressures.
This conforms to observations that banks tend to hold capital in excess of regu-
latory requirements.

36. Jackson et al. (2001) find that a decrease in the bank’s credit rating from Aþ to
A would reduce swap liabilities by approximately £2.3 billion.

37. These banks were also required to use the advanced measurement approach
(AMA) to operational risk measurement (see Chapter 5 of Allen et al. [2004]).

38. At the same time, U.S. bank regulators decided to allow U.S. banks to adopt the
basic indicator approach (BIA) to operational risk measurement.

39. Similarly, the credit conversion factor for the unfunded portion of home equity
lines of credit (HELOCs) was made a function of LTV.

40. There have been proposals for a ‘‘managed leverage ratio,’’ which would put
off-balance-sheet activity onto the balance sheet and then calculate the leverage
ratio (see Mason [2008]).

41. For a survey of the literature on the topic of procyclicality, see Allen and Saun-
ders (2004). For a study examining the relationship between the Spanish busi-
ness cycle and bank capital, see Ayuso, Perez and Saurina (2004).

42. Obama-Geithner Plan (2009), page 81.
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